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ABSTRACT be illustrated in Figure 1, in whichll the predictive patterns
are constructed by fixed coefficients, a, b, and c. The
prediction is proved to be simpéand efficient[1-2]. The ideal
case is that the predictive valyerfectly matchesall the
pixels to be encoded, which mearisat the image is
completely compressed to omexel. On thecontrary, the
worst case is that no part @ny pixel is predicted, or
completely out of match betweéme predictive value and the
pixel to be encoded. lihis case, n@ompression is achieved
by predictive coding. Variations such #w so calledossy
plus losslesamethod[4] are also included in this direction
which involves using a lossy compressed image to optimise
the prediction.

A non-linear predictive codingased algorithm is proposed in
the papeffor lossless image compression. The algorithm uses
two neighbouringpixels, one left andthe other top, as a
pioneering block to search ftine best matcheblocks inside

a pre-defined window. The correspondipixels associated
with the best matcheblocks are then taken tproduce the
predictive value, together with thevo pioneeringpixels.
Comparative investigation is carried out by experiments which
show clearlythat theproposed algorithm outperform JPEG
lossless compression mode.

The other direction in lossless image compression is by
1. INTRODUCTION directly usingthe entropy coding, or generdbssless data
compression algorithms to compress images. Since images are
normally digitisedfrom quantizing analogueata, thistype of
direct entropy coding method often shows inefficiency
compared with their performances intext compression.
Typical examples include arithmeticoding[6], Huffman
coding[6],and Ziv-Lempel dictionary baseentropy coding[5]
etc. These types of algorithms simpake each pixel as one
symbol, output codesare then produced either by its
probability estimation or by a process of sorting aratching
between those entries in the establiskiédionary and the
input strings. Thidype of compression techniques can also be
viewed as applying entropy coding directly to imaggeels
without its normal pre-processing. In JPEG standard, the
selection value is 0 corresponding to no prediction[1-2].

Modern computers systenage now required to handle not
only numbers and text, but also multi-media d&ypes,
including images. Such systems hawty been made possible
by the rapid evolution of CPUs, storage media and
transmission channels. Howev#re requirements in terms of
storage space and transmission bandwfgitimageand other
multi-media datastill outstrip the capabilities oturrent
hardware. Therefore, image compression is an impoteait

in the current era of multi-medieomputing. Images can be
compressed using lossy methods, so lonthagnage quality
after compression is acceptalfie. visually indistinguishable
from the original). There are a number kdéy application
areas however, notablfthe compression of X-raymages, in
which distortion or error cannot be tolerated. Hence, lossless
image compression provides a fruitarea of researctor this

e In our work, a non-linear predictive coding algorithm is
type of applications.

proposed to achieve lossless compression of images. The

algorithm is tested and assessed by using JPEG dxetich

(1): a mark. The rest of the paperadsganised into three sections in
(2): b which section 2 describethe algorithm design, section 3
(3): ¢ reports experimental results and section 4 drewelusions

c:x(-1, j-D)[o: x(, j-1)|  (4): a*b-c based on the investigation carried out in section 3.
(5): a+(b-c)/2

(X(i-1, (] . b+(a-
ax(i-1,) | xG.j) E% ?afg)fz)’z 2. NON-LINEAR PREDICTIVE CODING

Predictive codingbased image compression can be modelled
as an induction inference problem in which a conditional
probability distribution of future pixels is learndmbm the
past.Giventhe past pixels, it is desirable to predict the next
pixel by assigning a conditional probability distribution to it
under theconditionthat theprobability assigned to the entire
sequence of input image data is maximised. Staftorg the
theoretical results on universamodelling[7], further

Figure 1 JPEG predictive patterns

The existingtechnology inlossless image compression can be
summarised in two directions. One is predictboeling based
algorithms such as JPEG lossless image compression mode. It
uses seven lineatombinations ofthree neighbouring pixel
values to producéhe predictive valudor the image pixel to

be encoded. The seven different types of predictive pattern can
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Figure 2 Predictive context out of the pioneering pixels and the search window definition

optimisation can be conducted tone in themodel into a
more specific one by reducirige model classes or number of

parameters[9] such as lumping together those equivalent states

in finite-memory sources. The lumping operations on contexts

dmm %) = (YL i -Yo mn)® + (Y15 - Yo, m)? (1)

Associated with the minimum distance, dmin(Xj, Xmn),

can be formed out of quantization. Hence, vector quantization correspondingixels inside thevindow can be selected as the
based predictive coding can actually be designed to reduce the predictive candidates. Due to tliact that theremay be a

modelling cost[8]. Thaide effecthowever, isthe slow speed
incurred by vector quantization of all those previously encoded
pixels before the context is constructed. eRrence [8]
simplified the quantizationprocess by using Euclidean
distance to search for thopatterns with whichthe distances
from the currentneighbouring pixels are keptminimum.
Predictive value is then produced by th@ieels associated

with the searched patterns. Prompted by the refined universal

context modelling, we propose a new wanple non-linear
predictive coding based algorithm to achieve lossless
compression of grey-scale images.

Specifically, for each pixel, xj, to be encoded, its
neighbouring pixels are normally used as the context to
produce a predictive value. In our algorithm, we define two
pioneering pixelsy., j andYr,j;, out ofits left neighbour and
top neighbour. This is illustrated in Figure Rollowing the
definition of pioneering pixels, a searetindow is further
constructed to include those previously encopixels which
aremost likely to be correlated tG. Forthe convenience of
experiments and assessment, we design vilmelow size
controlled by one number represented\bgs shown in Figure
2. The non-linear predictiveoding is carried out in two
stages. In the first stage, we searchvifrelow for thosebest
matching pixels to select predictive candidates. Simaeh
pixel inside thewindow has itsown two neighbours, onleft
and one top, one pioneering block can be constructesl/éry
pixel inside thewindow. Therefore,the selectioncan be
carried out by calculating the distance between the two
pioneering pixel blocksxne forthe pixel to beencoded, and
the otherfor pixel inside thewindow. Letx.m be those pixels
inside thewindow, andY., mn Yr, mn be thetwo pioneering
pixels, the searchcan be conducted by calculating the
following squared Euclidean distance:

number of pixels which associated distan@e equally
minimum, the number of candidatesn be represented Bj.
The second stage involvékse calculation of the predictive
value for x; from the selected candidates and the two
pioneering pixels. The predictive valuesimply produced by
the following equation:
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The idea is that since the pioneering pixels are the immediate
neighbours ofx;, they should playthe major roles in the
prediction. Firstly, thewo pixels are used talassify those
pixels inside thevindow to ensur¢hatonly correlated pixels

are selectedor the prediction, andecondlythe two pixels
themselves should also make significant contributions to the
prediction.

Therefore, th@roposed non-linear algorithm can be designed
into the following steps:

1) For each pixel to be encoded, construct a pioneétouk
which contains two neighbours, one thre left and the
other right at the top.

2) Search in the pre-definegindow for the bestmatch of
thesetwo pioneeringpixels via the squared Euclidean
distance as shown in equation (1).

3) Pick up theblock with minimum distance as the best
match and identifghe associated pixel. leircumstances
thatmorethan oneblock has the same minimum distance,
all theassociated pixels should be selected. The so called
associated pixel has the same position as that of the pixel



to be encoded where the besmatching block, one pixel The decoder can be easily designethansameavay asthat of
is its left neighbour and the other its top neighbour. encoder which simply reverdbe operations specified in the
4) Produce predictive value as given in equation (2). above 5steps. Finally, furthework can also bénitiated by
5) Entropy coding by Huffman algorithm the same as JPEG. taking tree structures[9] into consideration dmanise the
predictive model.

Table | Experimental Results In Compression Ratios

Image Samples JPEG Proposed 1 Proposed 2 Proposed 3

baboon 20.21 20.96 20.45 20.36
barb 31.36 32.20 33.36 33.65
boat 38.79 40.48 40.10 39.98
jet 44.79 45.16 44.63 44.37
lena 43.97 45.31 45.23 45.10
peppers 37.72 39.62 39.26 38.96
zelda 45.18 46.66 46.48 46.34
truck 39.31 39.70 39.10 38.90
bridge 23.33 24.24 23.63 23.47
camera 38.07 39.25 39.30 39.15
clown 36.03 37.03 36.59 36.25
salad 31.52 32.65 31.84 31.45

Table Il Further Experiments on Non-Linear Predictive Coding

Image Samples JPEG N=1 N=2 N=3

baboon 20.21 18.66 17.39 17.15
barb 31.36 32.28 34.40 35.09
boat 38.79 39.94 39.03 38.84

jet 44.79 44.06 43.10 42.74

lena 43.97 43.90 43.44 43.30
peppers 37.72 38.07 37.39 37.07
zelda 45.18 44.64 43.98 43.73
truck 39.31 37.65 36.39 35.98
bridge 23.33 22.41 21.11 20.85
camera 38.07 38.78 38.66 38.41
clown 36.03 36.68 35.72 35.08
salad 31.52 30.74 29.46 28.84

3. EXPERIMENTAL RESULTS VERSUS whereSo standsfor the size of originaimage files ands: for
JPEG the size of compressed image files. In Tabted, name of the

proposed algorithms also reflabte size selection of there-
defined searching window. Propose 1, éxample, meansl
=1 and Proposed 2 meahk= 2 etc. From the experiments
shown in Table I, it can be seen that pheposed 1 constantly
outperforms JPEG fall theimage samples. With proposed 2
and 3, thecompression performance letter than JPEG for
majority of the test images.

To test theproposed non-linear predictive coding algorithm, a
group of 13 image samplege selectedor our experiments.
The samples are listed in the firsblumn of Table I. To
ensure a faicomparisorwith JPEG[10] lossless compression,
the proposed algorithmtested use the sanktuffman coding

as theentropy coding. The algorithm is implemented in
connection with the size of the searclvindow and a
comprehensiveest is carriecbut on Sun sparc stations. The
experimental results are illustrated in Table | where all
figures represent compression ratios which are defined below:

As thewindow size is relatively small ithe Proposed 1, the
time consumed for running both encodiagd decoding is
about the same as JPEG. Wittoposed 2 and 3he running
speed is slight slower compared with JPEG. Searching speed
can be further improvefbr the proposed algorithms if the

SO - % A3) implementation is optimised by fast algorithms which are

Compression Ratio = 10& . as
successfully used in vector quantization.



Anotherset of experiments are also carriegt prompted by [7] Rissanen J. et alUniversal modelling andoding’ IEEE

reference [8] to provid&urther comparisonvith our proposed Trans. on Information Theory, Vol IT-27, pp 12-23, 1981.
algorithm. The prediction is constructed based on the [8] M.J.Slyz, D.L.Neuhoff, “A non-linear VQ-based lossless
following equation: image coder”, Proceedings of DCC’94, Data Compression
Conference, USA, pp 304-311, 1994.
M [9] Weinberger M.J, Rissanen J.J. andArps R.B.
Xy ‘Applications of universal context modelling to lossless
) — K=L ) compression of grey-scale imag#SEE Trans. on Image
I M Processing, Vol 5, No. 4, 1996, pp575-586.

[10]Huang K. ‘Experiments with a lossless JPEG codec’ MSc
Thesis, Cornell University,

While the rest otoding ismaintained the same as JPE@&h
g ftp.cs.cornell.edu:/pub/multimed/ljpg.tar.z

as Huffman entropy codingtc., the experimental results for
the same group of image samples can be illustrated in Table Il
whereN standsfor the size of thavindow. The Tableshows

that thealgorithm occasionally provideketter compession
ratios than JPEG, but constantly being inferior topteposed

1. In addition, we also tested both algorithms whenvtiee

of N is further increased. Unfortunately, it is foutttht no
further improvements can be achieved.

4. CONCLUSIONS

In this paper, wehave presented a non-linear predictive
coding based algorithnfor lossless compression of images.
The algorithm improved JPEG’s neighbourhood prediction by
introducing a pioneering pixel search within a pre-defined
searching window to locate those correlapéxkls before its
neighbourhood prediction value is produced. Extensive
experiments are carrigait in comparisonwith JPEG lossless
compression mode. The assessment prtivaistheproposed
algorithm provides betterompression performance fall the
image samples tested.
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