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ABSTRACT T_h_e purpose of this paper is to presamdthods fort_he rapid_
silicon design of DCT circuits. The generator described provides
. . . a non-specialist with the means to createdemand layouts for

A generator for the automated design ddiscrete Cosine  ohqjication specific DCT's tailored to exact specifications. This

Transform (DCT) cores is presented. This can be used to rapidlyna5 peen created throutffe hierarchical use of parameterised

create silicon circuits from a high level specificatiomese |ipraries of hardware descriptidanguage models which leads

compare very favourably with existing designs. The DCT coresyg 5 completely scaleable generator. The DCT core module can

produced are Sca|eap|? in terms of point size V@' as  additionally be connected in a variety of physical configurations

input/output an'd_(':oeffluent wordlengths._ This prowdes_ a high gllowing considerable scope farea/speed trade-offs. This is

degree of flexibility. An example, 8-point 1IDCT design,  important in order to cover the full spectrum of performance and

produced occupies less than 0.92 fiwihen implemented in @  pandwidth requirements.

0.351 double level metal CMOS technology. This can be

clocked at a rate of 100MHz. APPLICATION POINT SIZE
1D DCT 2D DCT
1. INTRODUCTION Image Compression 4x4 8x8 16x16
. . L . . Digital Filtering 8x8 16x16

The rapid design of application specific DS®res is an
increasing requiremenfor the creation ofcomplex, next LMS Filtering 8 12 16 32 64 128
generation integrated circuits. Single chip solutions
incorporating numerous DSP blockse typically needed in an Transmultiplexing 347146472128 ---
assor_tme_nt of 'multi-media prqducts. These comprise A Vector Quantization | 4 9 16 25 %2 5x5 6x6
combination of image compression, speech recognition ang Ax4 8x8 16x16
communicationcapabilities and increasingly must be designed,
tested and manufactured in a much reduced time. Speech Coding 32 64 128 256 512 ---

The DCT is akey computational blockequired inmanysignal

and image processing applications. In image processs@D Table 1 Typical DCT applications

8-point DCT forms the basis of many of the primary

compressionstandards, including JPEG, MPEG1, MPEG2,

H.261 and H.263. Other image processing applicagomsloy a 2. DCT GENERATOR ARCHITECTURE
range of DCT point sizes fatD, 2D and more recently 3D

transforms. Radiological archiving of diagnostic images and gqr gn input sequence of data valugy)) ,the 1-D DCT, y(r)
progressive image transmission have both been examined with a

range of DCT transform sizes up to 16x16. The DCT can also be> defined as

embedded withvector quantizers to further enhance the Nt

performance_of image compression 'systems. Such sy_stems have y(n) :a(k)z X r)cos(znﬂ)nk @

undergone trials in low bit-rate video-phone and video- £ 2N

conferencefacilities. The Shape Adaptive DCT (SADCT) has

also been proposddr coding of lowbit-rate applications. Here

the DCT architecture needs to be both regular eadhpletely with o (0) =ianda(k) :\/Zfor{()s k < N}.

scaleable. Speech processing applications ateploy DCT JIN N

cores. These are used directly in some speech coding systems, as

well as in filters within spectrum analysers. ssmmary of Real-time implementation of th®CT operation is highly

typical DCT transform sizes used in popular DSP/image computationally intensiveAccordingly, much efforthas been

processing applications is presented in Table Typical directed to thedevelopment of suitable cost effectivd_Sl

operating speeds ranffem 64kbps for auditory applications to  architectures to perforrthis [6,7]. Traditionally thefocus has

broadcast video at 250Mbps. tlne case oHDTV, a maximum been on reducinghe number of multiplications required.

operating speed of around 1.3Gbps is required. Additional design criteria has included minimising the
complexity of control logic, memory requirements, power
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Figure 1 DCT_quad module

consumption anccomplexity of interconnectThese have all

been taken into consideration in the design of the DC

generator.

Of direct interest for theDCT generatorare scaleable
architectures. These tend to be derivédm recursive
algorithms whichresult in either butterfly systolic array or
lattice type structures. The algorithm presente@wgtkovic [1]
allows forthe generation of higher order DCT®m identical
lower order modules. Howevehe butterfly structure is only

suitable for even point-size transforms. Additionally global

communicationsare employedand these result in aomplex
layout. Wangand Chen[2] have developed aeries of linear
systolic arrays for computing 1-D N-poiahd 2-D NxN-point
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The DCT_quad module directly implementhis transfer
function. It can be used toomputethe k individual DCT
channel outputs depending on the particular multiplier
coefficient encoded .

In order to increase thgystem throughputate the design has
been pipelined However, this can create problems in a bit
parallel implementation. The introduction of the 4 pipelined
stages in the recursiieop produces a fourycle delay in the
feedback loop. Orthe face toit, this appears to negates any

DCT's. The architecture developed is completely scaleable andpotential benefits. Howevethis can be exploited to advantage.

attractive in terms of regularity armbmplexity. Such designs
are however expensive iterms of circuit area. Aovel lattice
implementation is presented by Chiu and Liu [3]. Tdamputes
the DCT from a frame recursiveoint of view andhe resulting
structures are claimed to be the fastesiw thus far. It is this
lattice organisation, which is used #w basis of thewvork
presented in this papeArea optimality andcommunication
locality are the key advantagestbis structureAdditionally the
scaleable nature of the time-recursive algorittoan be
exploited and used to radically simplifthe architectural
mapping. A full custom VLSI design using this lattice
organisation has been presented by Srinivasan and Liu [8].

Whilst a single DCT output value camly be producedevery

four cycles, there are 3 additional channels which can be used to
process 3 other separate data streams. The DCT btpekdcan
therefore process 4 data channels withitwet addition of any
new circuitry. Moreover, data can be processed by each circuit
element on eachlock cycle.The total time required to process
an N-point 1-D DCT usinghese methods is 4(N+Xycles.
Here new data is input to the circewery 4 cycleuunder the
control of the input data sequencer. Tleismprises a dual-port
RAM and a 0-3 counter (Figur®). It wasdecided to include
this block as aseparate entityfrom the DCT_quadmodule;
some applicationsequire input data to be accessilitem a
centralmemory. In suclcases, circuitry is included which can

The DCT architecture developed is modular and based on aaccess the data in the desired scheduling sequence. Additionally,
generic processing element (DCT_quad). Such elements can bfr larger DCT circuits, it is knowithat more compact circuit

arrayed to produce a required-point DCT circuit when
combined using RAM sequencing blockBhe complexity of

implementation is low; only 2 multipliers are required andNan
point 2D DCT can be computed using okt modules.

2.1 DCT_quad Module

The structurefor the basic DCT_quadnodule is shown in
Figure 1. Thisblock acceptglata in a bit parallelword serial
manner typical othat required in real-timénage and speech
processing systems. Equati¢h) can be used to derive the
equivalent transfer function i.e.

layouts are achieved using pre-designed RAM cells.
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Figure 3 N/4 DCT_quad 1D DCT
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Figure 6 N/2 DCT_quad 2D DCT

The RAM block used is parameterisable and can be defined in

terms of stored data wordlength and number of inputwatds
i.e. N, theDCT transform size. A typicaRAM block which
stores 8 x 9-bit input words aratcupies 0.047mmin 0.354
CMOS DLM technology.

2.2 DCT_quad Sub-Modules

The most critical sub-module withthe DCT_quad architecture
is the multiplier andaccordingly,attention has beefocused on
the types ofmultiplier which could beused to implement this.
Of the three principal styles reported in literature
(combinational multiplier, bit-serial and distributed arithmetic),
none appears to consistentbffer outstanding comparative
results. Theoretical studiefgl] suggestthat bit-serial is the
preferred approacHor DCT implementation. Such designs
exhibit a high degree ofoncurrency, have #rge dynamic
range yet have narrogignal processing bandwidthdowever,
practical DCT circuits reported do not confirtimese findings.
Accordingly a combination cérchitectural design issues needs
to be addressed. The hierarchical desiggthodologyused [5]
tends tofavour the use ofcombinational multipliers anthis
approach has been adopted.
using architectural blockfom ISS Ltd.’shierarchical library
[5]. For the adder and subtractor blocks, a twosnplement
carry-lookahead add/subtract modiilas beeremployed. The

3. DCT CORE LAYOUT

The DCT_quad block can be connected in a variety of physical
configurations to implement both 1&hd2-D DCT circuits.
For simplicity,the input scheduling RONbr these circuits has
been omitted. Figure 3 indicates tmeost basic mode of
connection for a 1-D DCT. Irthis N/4 quadmodules are
connected inparallel tocompletethe structureEach module
generates 4 DCT coefficients aride total time required to
calculate the complete 1D block DCT is 4(N+1) cycHEse first
valid recursive data values emerge after épdles. A single
quad module can alternatively be used to implemenD®E€ as
shown in Figure 4. This reducése circuit area to around a
quarter of it'svalue in the orientation in Figure 3. In this case
the total time required toompute a full 1-D block is N(N+1)
cycles. WheriN/4 does not return an integessult, the value is
rounded up to the nexwhole number. Additional multiplier
coefficient reload circuitry is thereforeequired. Themost
straightforward 2-D DCT circuit can be generated if two
identical 1-D DCT blocksare cascaded, the dafeom the
second block being processed immediately after it emémgymas
the first (Figure 5). ArN-point 2-D DCT implemented ithis

These have been implementgfanner requires N/2 DCT_quad blocks and an additional

storage RAM ifthe structure is to be uséar block transforms.
Usingthis design a fulblock 2-D DCT output is available after
8N*+10 cycleswith subsequent outputs available®48 cycles

subtraction of théinary inputs is accomplished by placing a set |ater. These times are inclusiveadf in-circuit resets. It iglso
of invertors on the data Input lines. The multlpherS used are possible to reuse the Original circuit to calculate 2He DCT

Booth-encoded Wallact&rees circuts,which are attractive in
terms of performance and silicarea.Delay circuitry is also
used to facilitate dynamic operation

(Figure 6). This is a standard technique used to reduce hardware

overhead but increases circuit latency.



4. DCT PERFORMANCE

The DCT generatdnas been used to creatanydifferent DCT
silicon designs . These include a JPEG and MPEG compatible
1D 8-point DCT circuit. Inthis case, th®CT_quad block has
been connected iiit's most basic configuration as shown in
Figure 3. The circuit accepts 9-bit input data and produces a 12-
bit output with12- and 10-bit internal multipliecoefficients.
Simulation and synthesis has been carried out using the
Synopsysuite and dayout forthe circuit has beedeveloped
using theCompass Design Automatidools alongwith their
Passport libraries The resulting design andorresponding
circuit statistics arshown in Figure 7. lhas been calculated
that a 2D 8-point DCT with internal RAM sequencingwill
occupy 2.5mnf. This can beclocked up to 100MHz and
consequently the demandingperformance requirements of
HDTV can bemet. This alsccompares favourablyith recent

designs reported in literature. Madisetti and Willson [6] 1D 8-point DCT
describe a 100MHz 2-D 8x8 DCT targeted &DTV Technology 0.350 CMOS
applications which occupie&Omnf in an 0.§t process. A Chip Area 0.92mnf
200MHz 13mni (0.84m CMOS) 2-D DCT macrocehas also Nos. of Transistors | 50k

been presented by Matsui et. al. [7]. Max. Clock Speed | 100MHz
Power consumptiordata has been derived using tE®IC Data Rate 1.8GBps
Powermill tool. The DCT_quad block describdds apower PSNR 43dB

consumption of 282mW when clocked at 100M&im targeted

at a two-layer, high density, 03%rocess. Supporting research Figure 7 1D 8point DCT circuit
on smaller arithmetic modules has indicatieat with correlated
input data (e.g. real-time video), the reportgubwer
consumption is much less, up to 50% in some cases. Fixed-point
circuit accuracywas also assessed. This was measured using a . o )
combination ofthe Synopsyssimulation tool supported by L1 Z. Cvetkovic and M V. Popovic “New Fast Recursive
Matlab functions. The signal-noise ratio (SNR) was measuredAlgorlthms for the Computation of Discrete Cosine and Sine

; ; forms” IEEE Trans. Signal Processing, vol.40,no. 8, 1992
after DCT processing of the standard test image Lena. The valug '8"S g .
of 43dB obtained exceeds the 40dB requifed most many 2] C. Wang and C. Chen ngh-'l'_hroughpﬂtSI Architectures
video compression standards. for the 1-D and 2-D Discrete Cosine Transform$EEE Trans.
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[3] C.T. Chiu and K.JRay Liu “Real-Time Parallel andrully
Pipelined Two-Dimensional DCT Lattice Structures with
Application to HDTV Systems” IEEETrans. Circuits and
Systems for Video Technology, vol. 2, no 1, March 1992

[4] D.Crookand J. Fulcher “A Comparison Bit Serial and Bit

6. REFERENCES

5. SUMMARY

A new DCT generatohas been presented which facilitates the

rapid design of application specifi@CT cores. The transforms
producedare portableacrossmany silicon foundries. Worked
examples confirmthat the cores are comparable in area,
performance and power consumption to those baserhae
conventional methods; design tim@gpically 1 day inthe case

of an 8-point core)are reduced by several orders of magnitude.
Most significantly, no constraintre placed on thBCT point
size and area/speed trade-offs can be rapidlypoted and

Parallel DCT DesignsVYLSI Design,vol. 3, no 1

[5] J.McCanny, D.Ridge, Y.Huj.Hunter “HierarchicaWHDL
Libraries for DSP ASIC Design” IEEE Proceedintf3ASSP-97,
Munich, vol.1, pp.675-679

[6] A. Madisetti and A. Willson, “A100MHz 2-D 8x8
DCT/IDCT processor for HDTVapplications” IEEE Trans.
Circuits, Systems for Video Tech. vol. 5,n¢ April 1995

[71 M. Matsui, M. Hara, Y.Uetani, L.Kim, T.Nagamatsu,

analysed. At present, a one DCT_quad design, containing onlyy \wantanabe, K.Masuda, T.Sakurai “A 200 M@3mnf 2-D

two multipliers, is being used to implement an 8-point 2D DCT.
This will be presented at a later date.

DCT macrocell using sense-amplifyingipeline flip-flop
scheme”|EEE Jour. Solid State Circuits, vol.29, no.12 Dec
1994

[8] V. Srinivasan and K.J. Ray LIWLSI Design of High-Speed
Time-Recursive 2-D DCT/IDCT Processor for Video
Applications” IEEE Trans. on Circuits and Systerfy Video
Technologyyol. 6., no. 1.,February 1996




