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ABSTRACT

Different levels of abstraction are suited for algorithm de-
sign and hardware architecture development. This paper
presents a tool (ADEN) that provides a link from system
design to VLSI implementation. It generates synchronous
timed descriptions of digital hardware from dynamic data-
flow system level configurations. It allows to make use of op-
timized architectures available for a broad range of commu-
nication system components. These components are kept
in the extensible ComBoz library which provides means to
characterize their data-flow and timing properties. The de-
sign methodology together with the tool operation and the
library concept will be explained. An actual design example
is presented to demonstrate effectiveness of this approach.

1. INTRODUCTION

Different levels of abstraction are suited for algorithm de-
sign and hardware architecture development when targe-
ting towards a digital receiver. Using data-flow semantics
for algorithm design has a major advantage: it does neither
anticipate implementation specific details that do not influ-
ence the algorithmic performance nor implementation rela-
ted signals like clock and reset. Therefore it does not imply
unnecessary restrictions on the implementation. Further-
more the simulation efficiency is higher than that of simula-
tors working on the register transfer level ([1], [2]). However
a state of the art design process for fully synchronous recei-
ver components will include the use of hardware description
languages (HDLs) that offer access to logic synthesis and
(event-driven) simulation -of the synthesized hardware.

A typical design process does not only involve a one way
(top-down) transition from higher to lower levels of abstrac-
tion. To obtain efficient systems, algorithm and architec-
ture have to be optimized jointly ([3]). This involves the
troublesome transition between different description styles
and the use of different tools and libraries.

We developed the ADEN compiler to overcome these dif-
ficulties. ADEN takes a block-diagram used in the data-flow
simulation system COSSAP ' as primary input and gene-
rates a synthesizable VHDL description of a synchronous
clocked system. The implementations for each block of the
data-flow graph can be selected from the ComBoz imple-
mentation library (see figure 1). The component charac-
terization in the ComBoz library provides ADEN enough

L COSSAP is a trademark of Synopsys Inc.
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Figure 1: ADEN design system overview

information on data-flow and timing properties to take ad-
vantage of complex components like filters, interpolators or
synchronizers when generating a multi-rate dynamic data-
flow system. Related approaches ([4], [5]) do not provide
this functionality. These require the specification of timing
behavior and the configuration of timing and control rela-
ted signals already on the system level and provide a very
rigid translation to a hardware description language.

Section 2 describes the application domain and it’s re-
quirements. Section 3 explains the ComBoxz library concept.
The ADEN design methodology is described in section 4.
Section 5 contains a description of the steps that are per-
formed during system compilation and section 6 presents
an application example.
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2. APPLICATION DOMAIN

ADEN has been developed for the design of high to medium
throughput signal processing systems like digital receivers
for communication links. These systems show specific cha-
racteristics that have to be considered in the design process.
o Digital receivers often use multiple data rates and
dynamic data-flow.
e There is only little global control.
¢ The systems are modeled using blocks of relatively
coarse granularity like filters or decoders. Optimized
architectures are well known for a broad range of such
components.
The approach presented here is complementary to state of
the art circuit design methods including the use of high level
synthesis tools[6]. The user can take advantage of existing
optimized hardware blocks and the combination of different
architectural styles.

3. LIBRARY CONCEPT

The ComBoz library maintains two abstraction levels - the
data-flow level and the implementation level. A single data-
flow model (that corresponds to a block in the data-flow
simulation) may have several implementations that share
the same arithmetic-true behavior yet have different timing
properties. The clear separation of the two abstraction le-
vels in the ComBoz is the basis for the design methodology
described in section 4.

3.1. Datafiow Model

Data-flow [7] systems are described as networks of blocks
performing the signal processing and signals connecting the
ports of those blocks. In static data-flow the blocks con-
sume and produce a fixed number of samples at their ports
during each activation. Although a broad range of algo-
rithms can be described with means of static data-flow it
imposes obstacles when modeling complete signal proces-
sing systems. Therefore ADEN makes use of a more general
approach: dynamic data flow[7].

In order to obtain efficient implementations ADEN im-
poses some restrictions on the blocks’ dynamic data-flow
behavior:

o The data rates (the number of samples produced or
consumed per activation; shown in circles at the blocks’
ports in figure 2) have to be specified for each port of
a block.

o The data rates consist of two parts; a symbolic rate
that is either 0 or 1 depending on a control condition
and a static rate. The control condition has to depend
solely on the current value of a so-called control port
(e.g. 1 if (control is odd) else 0).

e A control port has to be a static port with rate 1.
This data flow model allows to specify all configurations in
the considered application domain without imposing unne-
cessary restrictions.

3.2. Timing Model

The target architecture is a fully parallel, synchronous cir-
cuit with central reset and clock generation subsystems.
The blocks exchange data items at fixed time intervals cal-
led iteration interval. It is sufficient to specify the iteration

interval for the port with the highest static rate (this nt-
rinsic iteration interval is 1 in the example shown in figure
2), the other iteration intervals can be derived from it con-
sidering the static data rates. Furthermore the ports may
have different port delays, i.e. the differences in time {mea-
sured in multiples of clock cycles) those ports read/write
the first data item of an activation compared to the port
with the first I/O operation. In figure 2 the port delays
are indicated by numbers in rectangles at the blocks’ ports.
Note that these processing delays have to be fixed, i.e. in-
dependent of the current input values and the states of the
blocks. Data-dependent computation times can be modeled
using dynamic ports.

4. DESIGN METHODOLOGY

The output of the data-flow level design phase is an arith-
metic true description of the algorithm without any imple-
mentation decisions (the separation of data-flow and imple-
mentation level is indicated by a dotted line in figure 1).
The amount of information gathered up to now marks
both; the starting point of the implementation phase and
the reference model for functional verification of the imple-
mentation. The latter one can be achieved using a coupling
between the COSSAP simulator and a VHDL simulator as
shown in figure 1 [8,4].
The user may select implementations from the ComBoz
for some blocks and specify implementation parameters like
the number of pipeline stages. ADEN then reads the cha-
racterization for each implementation from the ComBoz to
obtain all necessary data-flow and timing information to
generate VHDL code for
o block instantiation and interconnection
o hierarchical clock and reset generation sub-
systems

o control signal generation (which includes the genera-
tion of data-valid signals for external dynamic ports)
and

o the instantiation of registers (shimming delays) for

timing synchronization and implementation of algo-
rithmic delays.
VHDL descriptions of the implementations are obtained by
invoking a VHDL generator program (CG) that interfaces
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Figure 2: basic properties of a ComBoz model
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with the ComBoz. The following logic synthesis process
may unveil some design bottlenecks in the first iterations.
The consequences may be choosing different implementati-
ons for a specific block from the ComBoz, using different
ADEN compile options (e.g. concerning input times, regi-
ster distribution or reset generation), selecting a different
algorithm for a subsystem or re-designing a specific imple-
mentation.

ADEN is able to generate multirate dynamic data-flow
systems that are correct by construction for timing related
issues using blocks with complex timing behavior. This
automated system compilation makes is possible to test a
broader range of implementation alternatives compared toa
handcrafted system assembly. The users are encouraged to
develop a consistent library of re-usable implementations.
It is advantageous that a system simulation remains pos-
sible throughout all steps of the design process. The clear
mapping of data-flow blocks to hardware keeps the natural
partitioning of the algorithm and simplifies backtracking of
design bottlenecks.

5. SYSTEM COMPILATION

The system compilation process is divided in two steps:
data-flow analysis and timing.

5.1. Data-Flow Analysis

The analysis of the data-flow properties of the entire sy-
stem is necessary to check whether it can be implemented
and to obtain information necessary for timing. Because li-
mited buffers sizes for an infinite execution of the data-flow
graph with an arbitrary input sequence must be achieved,
the graph is required to be strongly consistent. To check
methods similar to those in [7] are applied [9]. If the fol-
lowing additional requirements are fulfilled it is possible to
check for the non-terminatingness of the graph by trying to
execute a complete system iteration with all symbolic rates
set to 1:

o Two control conditions may not be mutually depen-
dent, i.e. the generation of a control signal may not
depend on the value of another control signal and vice
versa.

o A single control item has to be sufficient to execute
a complete iteration of a dynamic subgraph that de-
pends on this control signal.

5.2. Timing
The timing is divided into two steps; first the static timing
that yields the proper (system) iteration interval and the
number of shimming delays on the edges. During static
timing the dynamic ports are considered static. The second
phase is dynamic timing, where gated clocks are introduced
for dynamic subgraphs containing algorithmic states.

The major equation for the static timing describes the
output time tou:(e) of an edge

tout(€) = tin(e) + d,(e) — s(e) * I(e)

where d,(e) is the number of shimming delays on that edge,
s(e) is the number of initial values on that edge and I(e) =
I.(e) * I, is the iteration interval (see figure 3). Initial va-
lues on an edge result from an algorithmic delay operation

or separator. The number of initial values (separator mul-
tiplicity) is indicated by the number inside the diamond in
figure 3. The relative iteration interval I,(e) is 2 minimum
value computed from the maximum number of data items
that have to be transmitted within one period of the system
execution. I, is a system-wide multiplicand.
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Figure 3: timing of a dynamic subgraph

The timing problem for static data rates can be solved
by applying a procedure from [10].

ADEN has to prevent register loading during phases where
no valid input is available for those blocks and edges within
dynamic subgraphs that contain algorithmic states. Two
facts complicate this task:

o We cannot directly access internal registers of a Com-
Boz block but have to disable register loading for the
complete block.

e Some separator bearing arcs may not contain
enough registers to keep all initial values (since the
appropriate timing delay of s(e) * I(e) clock cycles
may be partially realized by pipelined architectures
in the same branch; see figure 3).

A set of sufficient conditions and a clustering scheme could
be developed, which allows to find subgraphs where all re-
gister operations can be disabled jointly (indicated by the
dotted line in figure 3). The implementation is based either
on gated clocks or load-enable registers. If no proper clu-
stering can be found the user must either specify the blocks
using finer granularity or use an implementation with dif-
ferent timing properties. For dynamic subsystems where
either all data items are read from system inputs or written
to system outputs the clustering does not become necessary.

After performing the timing, ADEN checks that all blocks
are working with their intrinsic iteration interval (or at least
with a multiple of it in the case of blocks that do not main-
tain an algorithmic state). Finally ADEN generates the
VHDL code (see figure 1).

6. APPLICATION EXAMPLE

ADEN has been used for the design of a DMSK transceiver
for packet-based mobile communication networks shown in
figure 4. It consists of the following principle processing
steps [11]: after a digital baseband conversion followed by
a rectangular to phase conversion and the computation of
the differential phase, the timing and frequency offsets are
estimated jointly. The frequency correction is followed by
an interpolation of the phase samples to provide 8 values
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Figure 4: DMSK transceiver designed with ADEN

per symbol, one of which is selected based on the estima-
ted time offset. The output is fed into the frame detector
and the BCH codec. The blockdiagram shows that the sy-
stem uses multiple data rates; the necessary control flow
can be modeled using static and dynamic data flow. The
required data rate of 2.5MBit/s together with the eightfold
oversampling at the input leads to a minimum clock fre-
quency of 20MHz. The resulting processing power is about
1.6 GigaOps/Second.

The implementation phase started with blockdiagram
consisting of more than 600 primitive (i.e. non-hierarchical)
blocks. A first prototype of the implementation could be ge-
nerated by using ADEN to assemble a synthesizable VHDL
description of the complete transceiver. Cost intensive parts
could be easily identified. Apart from selecting different
implementations for primitive blocks (e.g. different vari-
ants for rectangular to phase conversion) and using diffe-
rent ADEN compile options the quality of the design could
be strongly improved by

o exploiting algorithmic trade-offs (e.g. smaller word-
lengthes or integration intervals), which made new
simulations on the data-flow level (COSSAP ) neces-
sary to obtain measures of the impact on bit- and
packet-error rates and

¢ replacing implementations of hierarchical blocks (e.g.
the frame detector and the BCH codec) with optimi-
zed architectures, which were then inserted into the
ComBoxz for future reuse. This procedure reduced the
number of blocks in the final implementation to 419
while the data-flow graph remained unchanged.

The possibility to perform such optimizations within a single
design environment turned out to be crucial for obtaining
high-quality results in time.

The design of the complete transceiver (starting from a
fully specified data-flow block-diagram) consumed 3 person-
months, which includes the exploration of algorithmic trade-
offs as mentioned above. The automated VHDL generation,
which allowed to reuse all of the information contained in
the blockdiagram (the final implementation still contained
more than 400 primitive blocks) and freed the designer from
error-prone tasks like controller generation, led to a remar-
kable speedup in the design process. Logic synthesis using a

1 CMOS library [12] resulted in a circuit with 3, 795mm?
core area (16.000 equivalent gates).

7. SUMMARY

We presented a tool for generating synchronous timed de-
scriptions of digital receivers from dynamic data-flow sy-
stem level configurations. It allows to make use of optimized
architectures available for a broad range of communication
system components. These architectures will be kept in the
ComBogz library which provides means to characterize their
data-flow and timing properties. To provide maximum fle-
xibility the approach is based on a strict separation between
data-flow and implementation level. ADEN has proved ef-
fectiveness during the design of a DMSK transceiver for
mobile communication networks.
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