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ABSTRACT

Most current work in the area of high quality audio cod-
ing falls under one of two categories: transform or sub-band
coding. LPC coders since based on modelling human voice
production systems are found to be inappropriate in mod-
elling music and other non-speech sounds. A more improved
model for such signals is shown to be the Multipulse LPC
model. In this paper we propose to improve the quality of
the Multipulse model by first passing the signal of interest
through a filter bank and then extracting the Multipulse
parameters from each of the bandpass filter outputs. The
idea of the wavelet decomposition is utilised for the design of
the filter bank. Both the Multipulse model and the wavelet
decomposition are well known. But a combination of both
has not been exploited yet. This combination is expected to
lead to a new way in high quality low bit rate audio coding.

1. INTRODUCTION

Without compression, the bit rate needed for transmission
or storage of compact disk (CD) quality audio is 705 kb/s
(16 bit PCM and 44.1 kHz sampling frequency). Emerging
applications such as digital audio broadcasting, multime-
dia/hypermedia and satellite TV require high quality audio
at low bit rates. Several attempts have been investigated for
“transparent” coding of CD quality digital audio at low bit
rates. Most previous methods use either subband coding [1]
or transform coding [2]. It is known that the MPEG layer
IIT audio coder is capable of transparent or near transparent
quality of monophonic CD audio signals at 64 kb/s. For the
above applications, however, further reductions in the total
bit rate is desirable. The aim of this research is to achieve
lower bit rates without loss of quality in the reconstructed
audio signals.

Recently, the wavelet transform has been investigated for
high quality audio coding [3]. Unlike the Fourier transform,
the wavelet transform is characterised by a constant rela-
tive bandwidth or “constant-Q”. This is attractive for cod-
ing audio signals since audiological research has shown that
the human ear behaves in a similar way. The ear integrates
sounds over ranges of frequencies called “critical bands”.
Below 500 Hz, the critical bands are 100 Hz, while above
500 Hz, the critical bands are approximately a third oc-
tave. Bit rates of 48-66 kb/s are claimed using the wavelet
transform based coder proposed in [3]. While this coder is
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capable of achieving lower bit rates than previous methods,
the drawback of this design is the optimisation procedure
that is computationally very expensive and not guaranteed
to converge to the optimum solution. Another drawback is
the large search of the dynamic dictionary.

Linear Predictive Coding (LPC) based coders are generally
considered unsuitable for coding music and other non-speech
sounds since they rely on human vocal tract models. For
speech signals, LPC coders use a time-varying linear predic-
tor to approximate the original signal. For voiced speech,
the linear predictor is driven with a train of impulses sep-
arated by the pitch period, while for unvoiced speech, the
excitation is white noise. Multipulse LPC coders, how-
ever, use an analysis-by-synthesis technique where the pulse
amplitudes and pulse positions of the excitation signal are
computed for each frame. Originally developed for speech
coding, work performed in [4] has shown that Multipulse
LPC is equally applicable for coding CD-quality audio sig-
nals down to 128 kb/s. Also a hybrid scheme consisting of a
modified Multipulse LPC algorithm and a subband decom-
position was proposed in [5].

In this paper we propose a hybrid audio coder using a com-
bination of Multipulse LPC and wavelet like decomposition
of the audio signal. This has not been exploited previously
and is expected to achieve low bit rates while preserving
high quality.

2. WAVELET TRANSFORM

In [8], Daubechies showed that in the space of square inte-
grable functions, a signal f(t) can be represented by trans-
lates and dilations of a single wavelet W(t) as

DN Vb EW(2t—k)+ > V2Ta(J,k)g(2t~k)

1=t k=—0c0 k=—o0

(1
where b(j,k) = [ f(t)V2/W (27t — k)dt and a(j,k) =
f F(£)V27g(27t — k)dt. This expansion provides a multires-
olution decomposition of the signal f(t). The coefficients
b(j, k) represent details of the original signal at different
levels of resolution j and coefficients a(J, k) represent an
approximation of the original signal f(¢) at resolution J.
The wavelet W(t) is obtained from a scaling function g(t)
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as
K-1

W)= (~1)*ci_rg(2t — k) (2)
k=0
where the ci are the coefficients that define the scaling func-
tion, g(t), which obeys the dilation equation given by:

9(t) =D crg(2t— k) (3)

k

To construct the wavelet W (t), the coeflicients cx must sat-
isfy certain conditions. In most cases, attention is restricted
to wavelets with compact support i.e. ¢; is nonzero only for
0<k<K-1.

Mallat [9] has shown that the discrete wavelet transform
can be implemented by a recursive algorithm. This is done
by using the coefficients ¢i as the low pass filter coefficients
of a pair of quadrature mirror filters. The output of the low
pass filter, G, is the approximation of the input signal for
that level. While the output of the high pass filter, H, is the
detail for that level. The impulse response of the low pass
filter {cix} and that of the high pass filter {di} are related
through the equation,

dr = (-1)* 1 (4)

In contrast to the short-time Fourier transform (STFT)
where the bandwidth of the bandpass filters used for the
decomposition is constant, the bandwidth of the WT band-
pass filters is proportional to the central frequency or equiv-
alently, the filter’s quality factor is independent of the fre-
quency (see Figure 1).
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Figure 1. Constant Q Behaviour of the Wavelet Trans-
form

3. MULTIPULSE LPC CODERS

The Multipulse coders assume that the given input of inter-
est can be modelled by an all-pole filter driven by a train of
pulses of different amplitudes and not necessarily equidis-
tant from each other. The excitations (amplitudes and po-
sitions) are computed using an analysis-by-synthesis proce-
dure such as the one described in [7] (see Figure 2).

The error signal between the original signal and the out-
put of the all-pole filter excited by the train of pulses is sent
back to the excitation generator. The excitation positions
and amplitudes are evaluated through the minimisation of
the energy of the error signal. Note that since the Multipulse
LPC procedure is preceded by a frequency decomposition,
the perceptual weighting of the error signal is not crucial.

Table 1. Chosen Subbands

Band (i) | Frequency Range (Hz)
1 0-5513
2 5513-11025
3 11025-22050

4. HYBRID AUDIO CODER

In subband coding, the frequency ranges of the decomposed
subbands cannot be made the same as the critical bands.
However, the discrete wavelet transform (DWT) and in par-
ticular, the wavelet packet transform (WPT), can be used
to obtain a subband decomposition very close to the critical
band divisions [3]. The advantage here is that the percep-
tibility of the quantisation noise can be controlled more ac-
curately. The constant Q property of the wavelet transform
is exploited in the proposed coder by firstly decomposing
the audio signal into non-equal subbands. The full wavelet
decomposition is not performed. Instead, the audio signal,
which is sampled at 44.1 kHz with 16 bits/sample PCM, is
decomposed into the three subbands listed in table 1. This
is similar to the speech compression technique proposed in

[6].
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Figure 2. Block Diagram of Multipulse LPC Coder for
subband ¢

After filtering the audio signal into subbands, each of the
subbands signals, 7, is modelled using the modified Multi-
pulse LPC coder illustrated in figure 2. In the Multipulse
coder, the signal is modelled by a linear filter driven by
an excitation consisting of a sequence of pulses. The pulse
amplitudes and locations for each excitation signal, u;, are
computed using a modified version of the algorithm pro-
posed in [7]. The algorithm is based on the minimisation
of the mean square error between the original subband sig-
nal, s;, and the synthetic signal, §;. For each subband, the
energy, the LPC coeflicients, the pulse amplitudes and the
pulse locations are determined, quantised, then sent to the
receiver.

The advantage of decomposing the audio signal into sub-
bands is that a different number of pulses and parameter
set can be used for modelling each of the subband signals.
This is opposed to the coder in [4] where the same num-
ber of pulses and LPC order are used for the entire audio
spectrum. Also since the filter bank resembles the discrete
wavelet transform, the advantages of the wavelet decompo-
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sition for processing audio signals are obtained.

5. SELECTION OF AUDIO CODER
PARAMETERS

The quality of the reconstructed audio signal and the over-
all bit rate required are dependent upon several parameters.
A 768 point frame was found to be the best choice as in-
put to the filter bank. This was done after investigating
frame sizes of 560, 768 and 960 points. Each frame is mul-
tiplied by a hamming window, decomposed into subbands
and then moved 256 points each time. Decimation was used
in the wavelet decomposition to give 192, 192 and 384 point
subband signals in the 0-5.5 kHz, 5.5-11 kHz and 11-22 kHz
subbands respectively. The excitation was computed for the
middle 64 points in the 0-5.5 kHz and 5.5-11 kHz subbands,
and the middle 128 points in the 11-22 kHz subband.

The quality of the reconstructed audio signal was found to
largely depend upon the excitation pulse density in the 0-5.5
kHz and 5.5-11 kHz subbands. For high quality audio, 10-15
pulses were needed in both the subbands. When more than
15 pulses were used, only a very small difference in both
the subjective quality and the average segmental SNR was
recorded. Due to auditory masking, the excitation pulse
density of the 11-22 kHz subband had a very small bearing
on the quality. Consequently 10 pulses or less were typically
used in the 11-22 kHz subband.

Experiments were also performed with 10th, 16th and 24th
order LPC filters to investigate the effect of the predictor
order. In all cases the predictor order was found to have
little effect on the quality and the segmental SNR of the
reconstructed audio signal. A 10th order LPC filter was se-
lected for each subband signal, in order to obtain the lowest
possible bit rate.

For quantisation of the LPC coeflicients, initial experiments
backed by the results in [4] suggest that differential quan-
tisation is most appropriate. A similar approach to [4] has
been adopted in quantising the pulse positions and pulse
amplitudes. The actual value of the first pulse location is
uniformly quantised. The remaining locations are uniformly
quantised as differences from the previous location. A differ-

ential logarithmic quantiser is used to quantise a gain value_

per frame. This is the magnitude of the largest pulse in a
frame. The individual pulses are then encoded with a sign
bit and as a fraction of the gain value (in dB). Other possible
schemes for quantising the LPC and excitation parameters
are being investigated also.

6. DISCUSSION

For our experiments, the proposed audio coder was tested
for several seconds of piano, bass, drums, guitar and orches-
tral signals. Listening tests using headphones were used to
assess the quality of the reconstructed audio signals. For
high quality, the bit rates of the proposed coder were found
to be in the range of 80-90 kb/s. To obtain lower bit rates
further areas in the coder design are currently being consid-
ered.

At this stage more work has to be performed to determine
the optimal number of subbands and the frequency divi-
sions of the subbands. In our initial experiments the three
band decomposition was found to give better results than
the two- and the four-band decompositions. Other decom-
positions are currently being investigated with respect to
audio quality for a certain bit rate. However, it was found
that as the number of subbands increased above five, the
quality began to decrease significantly.

7. CONCLUSION

The proposed audio coder takes advantage of the “constant
Q7 properties of the wavelet transform by filtering the audio
signal into subbands. Combined with Multipulse LPC, this
is an original design for coding high quality digital audio
signals. This algorithm is easy to implement and currently
the proposed audio coder is being intensively tested for a
variety of audio signals. Complete results will be presented
at the conference.
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