Signal Processing Challenges in Climate Data; Global Temperature and CO,

David J. Thomson

AT&T Bell Laboratories, Murray Hill, N.J. 07974

Abstract

Possible changes in the world’s climate resulting from
human use of fossil fuel is perhaps the most serious prob-
lem facing the human race. The statistical problems in this
area are also challenging; are we changing the climate in a
measurable way, or are the currently perceived changes
simply a result of natural variability? This paper outlines
some of the statistical problems and a few examples that
can be found in climate statistics.

Introduction

The major problem in the statistical analysis of cli-
mate data is to determine whether currently perceived
changes in the Earth’s climate are being caused by anthro-
pogenic changes in the atmosphere, the *‘greenhouse
effect,”” from burning fossil fuels or, alternatively, if these
changes could plausibly be the result of naturally occurring
changes™™ 2 such as variations in the Earth’s orbit, internal
oscillations®, or of the Sun’s output. There are (at least)
two major statistical problems: First, the time-scale of
known natural variations in climate is immense, ranging
from the 5-minute solar p-modes, through the 208 and
2400 year changes in solar activity measured in ' C varia-
tions and tree-ring thicknesses, to the 2.9 million year peri-
odic terms in precession of the Earth’s axis. Second, the
structure of many of the time-series describing these pro-
cesses appears to be more complicated than those we now
understand statistically. In the following sections I attempt
to summarize a few of these problems with emphasis on
parts where I have personal knowledge. The basic meth-
ods I use®~® were summarized at the Adelaide
ICASSPU9,

Available Data

The first problem that must be faced in the analysis
of climate data is the lack of data. Instrumental data is
limited to the last few centuries; the earliest such tempera-
ture record, that of Central England‘'!" 12 begins in 1659.
Next, much of what data is available consists only of
monthly averages. Apart from such averages not coming
from a proper low-pass filtering and resampling operation,
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one must contend with the unequal lengths of the months
and possible aliases of the 27 day rotation of the sun, the
29 day synodic lunar month, and probably others. Almost
none of this data was collected for scientific purposes, but
primarily for meteorology. As such, little heed was given
to discontinuities caused by moving stations (for example
from city centers to airports), changing instrumentation,
recording times during the day and the like. While new
instruments are usually better (some early records in the
north have winter ‘‘average’’ temperatures of — 40 °C
because mercury thermometers froze), even today, when
the need for quality control of such data is obvious, new
instruments are introduced without allowing a proper (sev-
eral year) overlap to ensure continuity of effective calibra-
tion. (As a specific example of these problems, many of
the supposed temperature records broken in the US during
the past few years reflect nothing more than that new
instruments with faster response times were introduced
without proper cross-calibrations.) In addition, even when
stations have not been moved, their environment has fre-
quently been changed by urbanization. Many records have
gaps from fires, wars, logs lost at sea, etc. Finally, in addi-
tion to missing data there are numerous outliers, both from
natural causes such as volcanos, and from the usual tran-
scription errors and the like. In both cases, robust meth-
ods"® must be used, but the conclusions should differ.

Because the instrumental data records are so short,
much effort has been spent developing *‘proxy’’ records.
These are natural records that preserve some aspect of the
climate or related variables. As a specific example, the
departures from a simple exponential decay in '*C concen-
tration in wood as a substitute for direct solar cosmic-ray
data are better-than-average because nearly absolute dating
is available by counting tree-rings. However, even the dat-
ing process, known as ‘‘dendrochronology,”’ needs careful
signal processing because long series depend on matching
overlapping records taken from different trees. Typically,
annual variations are small, ring thicknesses in many
well-preserved samples are only a fraction of a millimeter,
errors in adjacent rings negatively correlated, and, judging
from personal experience(®, the underlying process is both
non-stationary, and probably has a mixed spectrum.
Unfortunately, in many samples. annual ring thicknesses
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are too thin to allow accurate C determinations, so the
records are gappy with some measurements being three or
five year ‘‘averages.”” This is an area where some signal
processing education would help; a current tendency is to
do “‘precision” 14C measurements, typically with coarse
time steps, as opposed to the preferable procedure, when
one is unable to prefilter data, of making more measure-
ments on a finer time-step. Thus one must contend with
the interpolation problem; the best work seems to be in the
astrophysical literature where such problems are the rule;
the spectral technique"” was developed in an attempt to
resolve a controversy between the Haskell, see e.g.
Press'!%, and Edelson-Krolic!'®) estimators.

The main scientific use of *C data is as a solar
proxy and, like most solar data, has an *‘‘unusual’” spec-
trum. (A simple count of papers on the sunspot spectrum
is, by itself, reasonable evidence that the process is unusu-
ally complicated.) First, the spectrum of 4C variations
has a discrete spectrum component® at several frequen-
cies but, particularly, the ‘‘Suess wiggles’’ at periods of
104 years, plus multiples, and sub-multiples. In addition,
the remainder of the process is non-stationary and taking
the singular value decomposition of the dynamic spectrum
(as sketched in‘®) shows that the continuous part of the
spectrum varies systematically almost certainly with
related periodic components. Given the current emphasis
in the signal-processing community on higher-order spec-
tra, the irony in the observation that this ‘‘logarithmic-
order”” decomposition conveys much useful information
may suggest a new area to study.

A more complex problem arises from assigning reli-
able dates to longer-term proxy series obtained from geo-
logical coring. A typical example in this category are the
180 and 1 C records typically obtained by isotopic analy-
sis of fossil foraminifera from ocean-bottom sediment
cores. Here the data may extend back several hundred-
thousand to a few million years, and the main problem is
that samples are obtained as a function of depth, not time.
Typically, the sedimentation rate is variable, plausibly cor-
related with climate, and, in addition, disturbance by ocean
currents or bioturbation may cause gaps or disordering in
parts of cores.

The problem of dating sediment cores has been
empirically solved by an iterative process known as “‘tun-
ing.”’ This process depends on the presence of strong,
nearly-periodic components in the data from changes in the
obliquity of the Earth’s axis on the ecliptic, eccentricity of
the orbit, and precession. Tuning begins with an approxi-
mate time-scale derived from radiometric dates, geological

markers such as volcanic ash-layers, or magnetostratigra-
phy. Departures in the phase of the filtered data compared
to e.g. precession are then used to refine the time-scale.
The problem with tuning!'” is that, if done on both preces-
sion and obliquity the results disagree. The root of the
problem appears to be that both precession and obliquity
depend on the differences of the moments-of-inertia of the
Earth computed about the polar and equatorial axes and
these moments-of-inertia depend, in turn, on surface load-
ing. Because full glaciation involves transferring about
10'° kg of water from the oceans to the polar regions
(reducing sea level by about 120 meters in the process) the
moments-of-inertia change. Thus, although the precession
constant is usually given to six decimals, the astronomi-
cally determined value differs from that expected from
seismic evidence in the third, and it appears that develop-
ment of an accurate time scale requires understanding of
the entire process. The celestial mechanics involved are
complicated and Laskar'® notes the complicating factor
of a near resonance in precession. Reconciliation of the
astronomically and seismic values of the precession con-
stant, however, may depend on our ability to estimate the
transfer functions between glacial loading and the
moments-of-inertia. The transfer functions may not be lin-
ear and estimates given in'? differ significantly from those
implied by models of ice loading and glacial rebound!®.
Thus a signal-processing challenge: how does one estimate
a possibly non-linear®® transfer function when the time-
scale of the observations depends on the transfer function
being estimated? Once this is solved there is a *‘simpler’’
problem, namely how to tell if the 100,000 year glacial
cycle is an approximately linear response to the multiple
lines in current eccentricity theories®" or if a nonlinear
alternative theorie, such as(®?, is more compatible with the
observations. In addition to providing a reasonable base-
line for the historical variability of the climate system, one
must understand the theory of orbital change to investigate
even the instrumental climate record.

Length of the Year

To show the effects of precession in modern temper-
ature, run a monthly temperature record through a narrow-
band filter centered at 1 ¢/y. (¢/y is ‘‘cycle per year.”’) At
many locations the phase of the filter output will not be
constant but will have a linear drift of about — 50 arc-
seconds per year. As a specific example, Figure 1 shows
the phase of the Central England series(!?), obtained from
a narrow-band filter centered at 1 ¢/y. The slope is close
to the general precession constant, 50°.2 /y and implies
that the frequency of the temperature cycle is
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approximately one cycle per anomalistic year (the time
from perihelion-to-perihelion) rather than one cycle per
tropical year (the time from equinox-to-equinox). Note
that even though the tropical and anomalistic years differ
by about 1 in 26,000, the frequency offset is crucial.
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Figure 1: Phase of the Ceniral England Temperature
Series at 1 ¢/y. Only the initial phase of the dotted line is
adjusted, the slope is determined by precession.

About the middle of this century the trend that had
held from 1659 changed, and the phase began to change
rapidly. From Figure 1 I infers that, on average, English
winters occur about four days later now than they were in
1945. However, if one does a similar computation for a
Northern Hemisphere average series'®' 2% one finds that,
while the early phase behavior has the slope of
= — 50" /y (as above), after mid-century the phase slope
increases rapidly, rather than decreasing. Moreover, using
long records from different locations, the phase change has
been much more variable in the last fifty years than it was
in the preceding fifty.

To see why such small frequency offsets are impor-
tant, consider the process of ‘‘deseasonalizing’’ routinely
used to produce temperature anomaly series®. (The
annual cycle often accounts for 90 percent of the variance
in records from temperate latitudes and deseasonalizing is
a procedure designed to remove what was thought to be a

large, stable, systematic, and generally uninteresting com-
ponent from the raw data.) Consider a true temperature
variation Acos( 27t — 0—¢( ) ) where () is a small
phase departure from nominal, and subtract a seasonal
cycle assuming the frequency to be 1 c¢/y,
Acos( 2wt — 0 ). For small ¢( ¢ ), simple identities give a
residual A ¢( ¢ ) sin( 2me — 6 ) so when ¢( ¢ ) has a drift,
as shown above, the anomaly series will have a seasonally
dependent trend. The magnitude of this effect can be sur-
prisingly large; in polar regions the amplitude of the
annual cycle can be as much as 32 ° C, so a 50 arc-second
per year offset gives a seasonal change in slope of
+ 0.78 ° C per century. By comparison, the average trend
in temperature is only about 0.65 ° C per century, so the
error is immense. A glance at Figure 1, moreover, shows
that the rate of phase change has altered dramatically since
mid-century, so current seasonal trend estimates may have
errors five or more times that given above.
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Figure 2: Low-Pass (lower) and Annual Cycle Amplitude
for the Central England Series. The amplitude has been

offset.

Solar Variability

Of the various alternatives to greenhouse gas forcing
for the temperature changes observed during the last cen-
tury, the most plausible is that advanced by Friis-
Christensen and Lassen® who showed that, if the period
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of the sunspot numbers were used as a proxy for solar out-
put, the correlation with average temperature was excel-
lent. This, or any other, hypothesis of solar variability can
be tested by the simple observation that changes in the
solar ‘‘constant’’ directly modulate both the average tem-
perature and the amplitude of the annual cycle so there
should be coherent variation between them. Figure 2
shows both the low-frequency component, [ 0,.5 c¢/y )
and a projection filter(25) demodulation of the annual
cycle, (0.5, 1.5 ¢/y ) and, although the trend in the low-
frequencies is positive, the amplitude of the annual cycle
has been constant to slightly decreasing since about 1850.
At several frequencies generally associated with solar
activity the two signals are reasonably coherent, and using
a multiple-window coherency calculation®® gives the
results shown in Figure 3.
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Figure 3: Coherence between Low-Pass and Amplitude.

The outer left scale gives MSC, inner left a normal
transform, and the right, the probability of observing the

given level with independent series. The lower trace is one

Jackknife standard deviation below the estimate.

The phase, not shown, is 180 ° at low frequencies and oth-
erwise shows about a two-year delay, possibly the trans-
port time of the Gulf Stream. While there are feedbacks
from average temperature to the amplitude of the seasonal
cycle®®®, they should not be large enough to cancel solar
effects completely, so the small negative coherence
observed at low frequencies effectively eliminates solar
variability as a cause of the observed warming.
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