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ABSTRACT

In this paper we present a coding scheme for color
images aiming at high compression ratios. It is based
on perceptually classified Vector Quantization (VQ),
where the different classes are chosen to achieve a bet-
ter quality of the decoded image. Spatial correlation
is reduced by a tree structured wavelet decomposition,
then prediction of the insignificant coefficients is per-
formed across subbands. Afterwards, the reduced set of
data is organized in vectors in such a way that residual
intra and inter band correlation are exploited. Finally,
such vectors are coded by a classified VQ. Reconstru-
cted images with good quality and a compression ratio
higher that 100:1 have been produced by the propo-
sed scheme, which has been shown to outperform the
JPEG standard.

1. INTRODUCTION

The goal of image coding is to reduce data rate for
transmission or storage, while maintaining an acce-
ptable image quality. The use of subband/wavelet de-
composition is well known for compressing still images
and video, thanks to its inherent energy compaction
property and to its perceptual tolerability to error co-
ding. After performing spatial decorrelation of the vi-
sual data by means of the above cited approach, both
lossless and lossy compression can be performed. The
latter is achieved by applying a proper quantization
on a subset of the coefficients generated by the spatial
decomposition.

Even though a reduction of the spatial correlation
is performed by subband/wavelet decomposition, the
coefficients generated by such filtering are non inde-
pendent. For example, similarities are evident among
the values of the coefficients located in corresponding
spatial/frequency locations of the different subbands.
In the following, we will refer to such similarities as
inter bands correlation.
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Recent researches have been developed to exploit
the inter band similarities within the framework of py-
ramidal decomposition. In [1, 2] the information of the
lower frequency subbands is used to predict the upper
ones of the same spatial frequency orientation. Other
approaches [3, 4] define the significance or insignifi-
cance of the higher subband coefficients using the low
pass subband information. Nevertheless, none of these
schemes takes into account the non stationary chara-
cteristics of the visual data to perform an appropriate
coding of the perceptually relevant information.

In this paper, we present a coding scheme for color
images based on perceptually classified Vector Quanti-
zer (VQ) of the wavelet coefficients, where the different
classes are chosen to achieve a better quality of the de-
coded image.

Some of the coefficients generated by the wavelet
decomposition are discarded prior to quantization by
predicting their insignificance across subbands. Then
a multiresolution VQ with Pyramidal vector tailoring
and Weighted distortion measure (WPVQ) is propo-
sed to reduce linear and non linear correlation of the
transform domain [5]. Furthermore, the vectors built
to perform the VQ are classified according to the visual
information they carry.

The paper is organized as follows. In Sec. 2, the
applied wavelet transform is briefly described and dif-
ferent prediction schemes to detect the insignificant co-
efficients are presented. More details concerning the
WPVQ are given in Sec. 3. In Sec. 4, the concept
of perceptually classified WPVQ is presented, together
with different classification criteria. Finally, in Sec. 5
simulation results of a classified WPVQ applied to co-
lor image coding are presented. together with the final
conclusions.
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2. WAVELET TRANSFORM AND
CROSS-SUBBAND PREDICTION

The tree structure and rectangular separable biortho-
gonal Gabor-like wavelet transform [6] is chosen to per-
form octave band partitioning. The pyramidal decom-
position results in a series of subbands corresponding to
different spatial frequency resolutions and orientations.

The decision strategy concerning which coefficients
have to be discarded prior to quantization is similar to
the one proposed by [4]. The coefficients are organi-
zed in tree structures built according to the pyramidal
subband decomposition. That is, each coefficient in
the upper level is the root of a tree, whose leaves cor-
respond to a block of coefficients of the same spatial
location and frequency orientation in the next (i.e. lo-
wer) subband. The tree grows level by level, as each
leave becomes itself the root of a block of coefficients
in the following subband.

The so built trees are then classified in significant
or insignificant ones, the latter named zero-trees ac-
cording to [4]. The luminance and chrominance coeffi-
cients are treated in the same way, the only difference
being that the lower subbands of the chrominance com-
ponents are a priori discarded, due to their visual irre-
levance.

To predict insignificance across subbands, two stra-
tegies are proposed [7]. In the first case, referred as
A, the prediction is performed on the last (i.e. lower)
level of the pyramid, knowing the previous ones. If
we suppose a three level decomposition, a coefficient is
defined as the root of a zero-tree if and only if itself
and all its sons, except the ones of the last level, are
insignificant with respect to the same threshold. In
the second case, referred as B, a full prediction of the
insignificant coefficients across the subbands is acqu-
ired. Therefore if the root of the tree is considered
insignificant with respect to a given threshold, all the
luminance coefficients contained in the same tree are
considered insignificant too and the tree is classified
as a zero-tree. The chrominance coefficients follow the
classification of the corresponding luminance ones.

The choice of predicting the insignificance rather
than the significance is based on the observation that
the first one is easier compared to the second one.
Furthermore, additional prediction of the coeflicients
across the subbands does not allow an important re-
duction of the bit rate [1]. On the opposite, by using
the zero-trees less relevant coefficients can be discar-
ded, therefore more bits are available for the coding of
the few important data.

3. MULTIRESOLUTION WPVQ

The set of coefficients reduced by the above described
technique is then organized in vectors according to the
Pyramidal VQ (PVQ) scheme proposed in [5]. The
luminance coefficients of the same frequency orienta-
tion are combined together with the chrominance ones,
assuming all components (Y,U,V) are sampled at the
same spatial frequency. Coefficients are taken from
square blocks at the same spatial location in the py-
ramid, the size of the block being defined by its posi-
tion inside the pyramid. These vectors are therefore
coherent with the zero-trees described in Sec. 2

Furthermore, the classical quadratic distortion used
to construct the codebook is replaced by the weighted
distortion measure [8], thus resulting in the Weighted
PVQ (WPVQ) [5]. This way we take into account the
perceptual influence of the quantization noise in the
subbands.

4. PERCEPTUALLY CLASSIFIED WPVQ

The vectors built according to the WPVQ scheme descri-
bed in the previous section contain information related
to a specific part of the image. Due to the high non-
stationary characteristics of natural images, the use of
a single codebook to quantize all the vectors will result
in sub-optimal performance. To justify such statement,
we have to refer to the principles of the clustering al-
gorithm, i.e the LBG [9], used to derive the codebook.
The coding performance of a VQ is related to the sta-
tistical characteristics of the training set used to derive
the codebook, as well as to the adopted distortion me-
asure.

If the training set is populated with a small fraction
of a specific class of data, such class will be poorly
represented by the elements of the codebook, ie. by
the codevectors. Furthermore, the distortion measure
does not always assure that a data belonging to a speci-
fic class will be coded with a codevector representative
of the same class. A typical consequence of such be-
havior is the poor VQ coding of edges in the image
domain when the MSE distortion measure is adopted,
as pointed out in [10]. In order to preserve the featu-
res associated to each class, vector belonging to one
class have to be coded with a codevector belonging to
the same class. This solution, know as Classified VQ
(CVQ) [10], has proved its efficiency in preserving edges
when applied to the image domain.

The goal of this paper is to apply the CVQ to the
vectors built in the spatial/frequency domain according
to the previously described strategy. A crucial choice
of the CVQ scheme is related to the classification cri-
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terion, as it has to satisfy two requirements. First, it
has to assure a separation of the data in classes which
have a different influence on the quality of the decoded
image. Second, the side information which addresses
the codebook chosen for the coding/decoding of each
vector has to be keep very low.

Different classification schemes will be proposed in
the following. The first one is strictly related to the py-
ramidal decomposition described in Sec. 2. It consists
in separating the vectors in three classes, each class
containing vectors whose coefficients belong to sub-
bands with the same frequency orientation. In this way
we assure that a vector of a specific frequency orienta-
tion class is coded by a codevector representing the
same class. Furthermore, a wise scanning technique of
the decomposed image can avoid the use of side infor-
mation. However, this scheme does not separate classes
which are not equally represented in the training set.
To achieve this goal, alternative criteria can be defined.

In [2], the value of the variance on the current sub-
band is extracted from the upper band information
and used to address a finite state scalar quantizer. To
avoid the side information generated by this scheme,
we propose to classify the pixels of the first level of
the pyramid (DC) in relevant classes with respect to
the human visual system. For example, an edge dete-
ctor could separate the edge points from the non edge
ones. Furthermore, a segmentation can be performed
to separate edge, texture and homogeneous regions [11].
The classification of the DC coefficients is then down-
projected into the lower subbands, according to the re-
lation root-leaves described in Sec. 2. Furthermore, no
classification information needs to be sent, as the clas-
sification criterion could operate at both the receiver
and transmitter-end of the coding scheme.

Codebooks corresponding to the various classes are
then designed. This is done by first classifying the tra-
ining set into subsets, each containing vectors belon-
ging to one class. Then, we design each sub-codebook
separately using the LBG algorithm. This approach is
then combined with the previously described WPVQ,
thus resulting in a classified WPVQ. Such a scheme al-
lows a better coding of the visually important details
of the image, despite their limited statistical relevance.

5. SIMULATION RESULTS AND FINAL
CONCLUSIONS

In the following, preliminary results of the proposed co-
ding scheme are presented, where the classification of
the vectors has been performed according to the frequ-
ency orientation of the subbands. The complete coding
scheme is described in Fig. 1.
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Figure 1: Block diagram of the coding scheme.

The first two levels of the decomposition are treated
by the WPVQ described earlier. In the third level the
U and V components are discarded, due to their low vi-
sual importance, while the Y coeflicients is encoded by
the classical VQ, referred as HVQ in the following. A
different codebook is applied to each frequency orien-
tation, thus resulting in six different codebooks, where
three are assigned to the WPVQ, and the last three to
the HVQ.

The results presented here are obtained by coding
the test image “Lena” (size 288 x 360, Y, U and V com-
ponents, 24 bits/pixel), which is outside the training
set.

Table 1 shows the performance of the proposed co-
ding scheme for very low bit rate. The high compres-
sion ratio is achieved by choosing a high threshold to
detect the roots of the zero-trees. The results are given
in terms of Peak Signal Noise Ratio (PSNR) versus rate
(bits/pixel) of the compressed image. High compres-
sion ratio (larger then 100:1) can be reached by using
the scheme B, which allows to code the test image at
a rate of 0.15 bits/pixel keeping an acceptable visual
quality, as can be noticed by the luminance component
described in Fig. 2. Furthermore, in the same figure
you can see as the proposed scheme outperforms the
standard JPEG with Arithmetic Coding mode (JPEG-
AC) in terms of both visual quality and PSNR.

To conclude, in this paper we have presented a
scheme for color image coding based on wavelet de-
composition and CVQ. Simulation results show that
high compression ratios can be achieved by classifying
the vectors according to the frequency orientation of
the subbands. Other classification criteria, presented
in Sec. 4 and based on the segmentation of the DC
information. are under developments.
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[ Pred. Scheme | WPVQ | HVQ_| Y[dB] | bits/pixel |
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Figure 2: Luminance component of the color test image
“Lena”: top) original, 24 bits/pixel, middle) coded at
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bottom) coded at 0.16 bits/pixel by JPEG-AC (PSNR
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