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ABSTRACT

An approach is presented for the compression of mo-
tion video sequences using Iterated Function Systems.
In the proposed approach, the video stream is par-
titioned into three-dimensional range regions. Each
range region consists of a variable number of rectan-
gular blocks that belong to consecutive frames along
motion trajectory. Our approach exploits correlation
between consecutive blocks in the direction of motion
by predicting the IFS map of a given range block with
that of a parent range block along the trajectory of
motion. The proposed approach shows good promise
for efficient modeling and compression of motion video
sequences at an affordable computational cost.

1. INTRODUCTION

This paper addresses the problem of modeling motion
video sequences using Iterated Function Systems for
the purpose of compression. Iterated Function Systems
or IFS have been shown to efficiently model real world
imagesin [1], [2], [3], [4]. Early results in fractal based
video compression were reported in [5] and [6]. The
IFS coding paradigm consists of representing the signal
to be modeled as an approximation to the fixed point
of a set of contractive mappings forming an iterated
function system. The typical approach is to partition
the original signal, image or video, into a set of non-
overlapping target blocks or range blocks of pixel values
and to associate a contractive transformation with each
range block.

In the approach we propose, the video stream is
partitioned into three-dimensional range regions. Each
range region consists of a variable number of rectan-
gular blocks that belong to consecutive frames along
the same motion trajectory. Range regions may vary
in depth due to occlusion and uncovered background
near the boundaries of moving objects. The IFS map
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for the first block in any range region is found by per-
forming a full search for the best domain block in the
corresponding frame. For each of the remaining blocks
in the range region, the IFS map is found by performing
a limited search around the projection of the domain
block associated with the previous range block along
the motion trajectory. In this case, some of the pa-
rameters that describe the IFS map for the first block
can be propagated to the following blocks in the range
region.

Our approach exploits correlation between consec-
utive blocks in the direction of motion by predicting
the IFS map of a given range block with that of a par-
ent range block along the trajectory of motion. We
are in effect extending the assumption of near intensity
constancy along motion trajectory to IFS maps. Since
frame to frame motion is relatively limited in scope,
it is computationally more efficient to perform motion
estimation for a matching range block in a previous
frame, followed by a refinement of the predicted map
in the current frame.

2. BACKGROUND

For a given range block »;, the affine transformation
on the pixel values has the general form:

N P
Ti-——zajfj-i-Zﬂkdik (1)
ji=1 k=1

where {f;}]_, represents a set of N fixed vectors of
pixel values in the sense that the elements of these vec-
tors are image independent. The vectors {diz}£_,, re-
ferred to as domain blocks, are image dependent blocks
associated with the range block r;. These domain blocks
are chosen from a pool generated in the following man-
ner. The original image is subsampled in the horizontal
and vertical directions by some factors og and oy re-
spectively. Blocks of the same size as the range blocks
are extracted from this subsampled image to generate
an intermediate pool of domain blocks €;,+. The final
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pool of domain blocks 2p is generated from that inter-
mediate pool by shuffling the pixel elements within each
intermediate domain block according to some predeter-
mined pattern. This shuffling referred to as isometry
by Jacquin [1],{7] is a form of reindexing of the pixels
within the block as investigated by Vines [8]. Each re-
sulting domain block in the pool Qp is characterized by
its index or coordinates in the subsampled image and
the specific isometry that was used to generate that
domain block.

It is' customary to refer to the mapping specified
by Equation 1 as a massic or grey-scale transforma-
tion, since it involves operations on the pixel values.
In contrast, the operations involved in generating the
pool of domain blocks constitute an underlying con-
tractive spatial transformation due to the reduction in
the original image size. This insures that the resulting
IFS will be contractive at least in the spatial domain.
In effect, the affine transformation described by Equa-
tion 1 maps a larger block from the original image onto
a range block within the same image, hence the con-
cept of self-transformability or self-similarity by affine
transformation or self-affinity.

The objective of an IFS image modeling algorithm
is to find, for each range block r; in the original image,
a corresponding set of domain blocks {diz}f._, such
that the approximation

N P
’f',':Zajfj-FZﬂkdik (2)
j=1 k=1

is as close as possible to the given range block »;. Let
D; € QF be the set of optimal domain blocks associated
with the range block r;; that is, let D; = {dix}i_;;
then D; is the solution to the following minimization
problem: ,

D; = arg oin, llr — 7| (3)

where the Euclidian norm is used for convenience. Then
the parameters that specifies the IFS map are appropri-
ately quantized and encoded for transmission ar stor-
age.
On the decoder side, the input consists of a set
of affine maps specified by the parameters: {o;}¥ |,
{8}, {zx}E_,, {hx}f_, where . represents the co-
ordinates of the domain block d;j in the reduced image
and hj specifies the corresponding isometry. Starting
with an arbitrary image, the attractor of the iterated
function system is sought by using the following itera-
tion, for each range block r; in the image:

N P
) = B+ ) andi! (4)
i=1 k=1

In this expression, r{*) represents the it range block

at iteration s in the reconstruction process.

3. FIXED SUBSPACE PROJECTION
METHOD

The IFS maps used in this work are in terms of a set of
N fixed basis vectors {f,}Y_; and one domain vector
in the following form:

N
r=) o;f;+8d, (3)

i=1

In this expression, the vector dy is the projection of
the domain vector d on the subspace orthogonal to the
fixed basis vectors and is given by:

d, = (I - Pp)d (6)

The projection matrix Pr onto the subspace F is given
by :
Pr=F (FTF)"'FT )

where:
F:[flv-f%"')fN} (8)

This approach is an extension of the inner product
space method proposed in [9] where a single fixed vec-
tor was used for the IFS map.

Equation 5 can be rewritten as:

r=Fa+/jd, (%)

where a is the N-dimensional vector consisting of the
coeflicients of the fixed vectors. For a given domain vec-
tor d and a range vector r, we can generally find least-
squares solutions for @ and 8 in Equation 9. Specif-
ically, o is the least-square solution to the following
equation:

Fa=r7r - (10)

that is: )
a=(FTF)  FTr (11)

under the condition that the matrix FT F is invertible.
The resulting expression for § is given by:

<d,r— Fa>
P qd—Fv> 42
where the N-dimensional vector + has the form
~=(FTF)"'FT d (13)

and represents, in general, the least square solution of
the following equation:

Fy=d (14)
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Based on this formulation, the collage approximation
is given by:
r=Fa+g[d- Fq] (15)

The corresponding collage error is given by:

e=[r—-Fa]-f[d—- Fq] (16)

4. IFS MODELING OF VIDEO

4.1. Domain Vector Prediction

Temporal redundancy can be exploited in various ways
for IFS-based video compression. In one approach, the
concept of near-constancy of pixel intensity in the direc-
tion of motion may be translated into near-constancy
of the map parameters in the direction of motion. Let
7ik and 71 A; ;4. be two range blocks taken from con-
secutive frames k and k + 1; the second range block
results from a A: increment of the index due to mo-
tion. It is expected that the IFS map that describes
the range vector 7; ; will be close, in the mean-squared
sense, to the IFS map that describes the translated
range block. In particular let d; ; be the domain vec-
tor associated with range block »; . The domain vec-
tor associated with range block 74 ai r+, is then pre-
dicted using the displaced domain block dita; k4, in
the image frame k& + 1 as illustrated in Figure 1. By
using this notion of near-constancy of the map param-
eters as a constraint in the optimization process, the
search for the best domain block is confined to a lim-
ited neighborhood around the predicted domain block
in a predicted frame, assuming that motion estimation
was successful for the range block under consideration.
Significant reduction in the search complexity has been
achieved as reported in [6]. This approach is certainly
more suitable for intermediate bit-rate coding.

Figure 1: Domain vector prediction for IFS video
coding

4.2. Modified Motion Compensated Prediction
of Range Blocks

For applications requiring very low bit rates, we in-
vestigated the following approach. The video sequence
is partitioned into predicted frames and non-predicted
frames. In a predicted frame, a range block may be
predicted or coded independently. The collage approx-
imation of a motion-compensated range block in a pre-
dicted frame is given by:

Tik = Ti—aik—, + 0d (17)

That is, the fixed component of the IFS map is taken
to be the motion-compensated prediction Ti—Aig—, of
the current range block »; ;. For a non-predicted block,
the IFS map is formulated using the fixed subspace
projection method; that is:

'i'i,k =Fa+ 4d, (18)

where a is given by Equation 11. A decision criterion
can be formulated to select between the two modes
of operation. Furthermore, in the case of a motion-
compensated block, another decision criterion may be
formulated as whether to set 8 = 0 in Equation 17.
This decision must be done adaptively by weighing the
decrease in distortion that is contributed by the domain
vector term versus the increase in bit allocation for that
particular range block.

5. SIMULATION RESULTS

Our preliminary results are illustrated in the following
figures and tables. Simulations were performed using
of the test sequence Miss America. The frame size for
this sequence is 176 x 144. The motion estimation range
was set to £7. For the spatial transformation, the im-
age is subsampled by a factor of 2 in both directions to
generate the pool of domain blocks. We also use a total
of 8 isometries on the decimated domain blocks. In this
particular simulation, a new intraframe is coded at the
beginning of each second of video. This corresponds
to an intraframe period of 30 frames. The remaining
frames are coded as predicted frames with an average
of 96% of the range blocks coded with motion compen-
sation. The maximum value for 8 was 0.95 in the sim-
ulations. With a target bit-rate of 128 Kbits/sec, the
frame rate of the input sequence is 30Hz. The resulting
actual bit-rate is about 112 Kb/s. The corresponding
average signal-to-noise ratio is near 35dB.

These results indicate that Iterated Function Sys-
tems can be used to efficiently encode motion video
sequences at very low bit-rates. Additional work is
currently done to improve the quality of the decoded
images and to achieve compression at lower bit rate.
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QCIF sequence Missa at 30fps, compressed at 128 Ko/s
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SNR versus Frame Number of QCIF se-
quence Missa: actual bit rate is 112
Kb/s, frame rate is 30Hz, and frame
size is 176 x 144
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Figure 3: Coded Bits versus Frame Number of
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