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ABSTRACT

The problem addressed is that of narrowband digital cel-
lular communications in the presence of multipath and co-
channel interferers having the same symbol rate and same
overall signal characteristics as the desired source. For a
given signal source, an algorithm is presented for blindly
estimating the weight vector yielding the optimum SINR
at the beamformer output. The instrumental quantity, de-
noted Sz (f), is the Fourier Transform of the expected value
of the zero-lag autocorrelation matrix for one symbol pe-
riod. The proposed scheme employs the PRO-ESPRIT al-
gorithm to exploit the relationship between the timing off-
set and optimum beamforming weight vector for each source
and the principal generalized eigenvalues and eigenvectors
of the matrix pencil {Sz2(1/T5), Sz2(0)}, where 1/T, is the
symbol rate. Simulations are presented showing the rapid
convergence of the algorithm and an improvement of several
dB over the subspace-constrained Phase-SCORE algorithm.

1. NARROWBAND DIGITAL CELLULAR

As a consequence of multipath, the urban mobile communi-
cations environment is a time-varying, time-dispersive, and
fading channel [1]. Consider for the moment that the mul-
tipath is specular. That is, view any diffuse multipath com-
ponent as a sum of specular multipaths each having its own
relative time delay, attenuation, phase, and angle of arrival.
Based on experimental measurements, the maximum mul-
tipath time delay spread in an urban environment is on the
order of 10 microseconds. With a symbol pulse waveform
of duration commensurate with one of the 24 KHz channels
in a TDMA commercial cellular system based on the IS-
54 standard, multipath delays of this order are significant
enough to necessitate the use of an adaptive equalizer.

In order to circumvent the need for an equalizer, Motorola
has proposed and implemented in its Integrated Radio Sys-
tem (MIRS) a modulation scheme referred to as M-16QAM
[1]. Note that MIRS is a TDMA system with six users per
24 KHz channel and has a cellular structure, but operates
at around 800 MHz and at 1500 MHz (PCS applications).
In M-16QAM, the TDMA bit stream with six users inter-
leaved is split into M parallel lower-rate streams. The bits
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in each of the M parallel streams are encoded or mapped
onto 16QAM symbols. Each composite symbol stream is
then pulse shape filtered, modulated to its own subcarrier
frequency, and then combined with the other subcarrier sig-
nals in a frequency division multiplex fashion. That is, the
24 HKz channel is split into M equi-spaced channels but
each channel is not associated with a specific user as M can
be greater than 6. The idea here is that since the band-
width of each subchannel is less than 4 KHz, the symbol
pulse waveform commensurate with each subchannel is very
wide, i. e., its effective time duration is increased by a fac-
tor of M. Under these conditions, the maximum multipath
time delay is negligible with respect to the 3 dB time dura-
tion of the symbol pulse waveform, which may be as high
as 200 microseconds or more.

Thus, in this narrowband setting the time-dispersive ef-
fects of the channel are negligible. However, fading is still an
issue as the multipaths associated with a particular source,
though approximately time-aligned, have different relative
phases due to the different path lengths traveled. The pri-
mary way to counter fading is through employing an array
of antennas at either the base or the mobile.

It follows from the discussion above that the appropriate
array data model is the standard narrowband array model
with 100% correlated multipath. Since the multipath is
generally diffuse with possibly some specular comporents,
the array manifold for a given source is very complicated.
Even if the multipath was specular, the presence of co-
channel interferers each with its own set of specular mul-
tipaths, negates the economic feasibility of using angle-of
arrival estimation techniques such as MUSIC or Maximum
Likelihood. Yet, the beamforming weight vector yielding
the optimum signal to interference noise ratio (SINR) for
the desired source is obtained by pre-multiplying the array
manifold for that source by the inverse of the autocorre-
lation matrix of array outputs. Thus, there is a need for
blindly estimating the array manifold.

2. PREVIOUS BLIND ADAPTIVE
BEAMFORMING SCHEMES

Previously proposed blind estimation schemes for interfer-
ence cancellation using an array of antennas have been
premised on either the signals having constant modulus, as
in an MPSK signal constellation, or that the interferers have
a different baud rate than the desired source. With respect
to the constant modulus requirement, to achieve accept-
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able data rates in very narrowband channels, multi-level
signal constellations must be used. Now, although it has
been shown that the constant modulus algorithm (CMA)
beamformer may be employed with nonconstant modulus
signal constellations, the convergence rate is not nearly fast
enough to track the multipath fluctuations.

In the case where the interferers are at different sym-
bol rates, the principle of cyclostationarity dictates that if
the autocorrelation of the data is beat against a complex
sinusoid at the baud rate of the desired user over a long
enough averaging interval, the desired source is the only
source making a nonvanishing contribution to the result-
ing cyclic correlation matrix. However, due to the desired
uniformity of receiver structure from cell to cell, the domi-
nant interferers in a commercial narrowband cellular envi-
ronment are at the same symbol rate as the desired user.

However, the recent cyclostationarity based Cross-
SCORE and Phase-SCORE algorithms of Agee, Schell, and
Gardner [2] are blind adaptive beamforming algorithms that
can handle sources at the same baud rate. In fact, the
subspace constrained version of Phase-SCORE proposed
by Biedka [2], which converges much faster than Phase-
SCORE, is closely related to the new algorithm developed
in Section 3. Like the SCORE algorithms, the new method
exploits the underlying periodic nature of the digital sig-
nal, but in a fundamentally different way. The instrumen-
tal quantity, denoted S::(f), is the Fourier Transform of
the expected value of the zero-lag autocorrelation matrix
for one symbol period. PRO-ESPRIT [3] is employed to
exploit the relationship between the timing offset and opti-
mum beamforming weight vector for each source and the
principal generalized eigenvalues and elgenvectors of the
matrix pencil {Szz (To) S+z(0)}, where 7~ is the symbol
rate.

3. BLIND BEAMFORMING VIA PRO-ESPRIT

Consider J co-channel digital communications signals in a
multipath environment incident upon an array of N anten-
nas at either the base or mobile. As discussed previously,
the appropriate array data model is the standard narrow-
band array model with 100% correlated multipath. The
N x 1 vector of baseband outputs from the N antennas
after complex demodulation is described by

J M-=-1
x(t) = Z oja; _ bi(m) p(t —mTo — 75) +v(t), (1)

where p(t) is the standard ISI pulse symbol waveform
sin (17,‘:) cos (ﬂxT‘o-)

p(t) - WTL,, 1—~ 4%3:9 ’ (2)

corresponding to a raised cosine spectrum with a bandwidth

of 121‘ , where ,B is referred to as the excess bandwidth pa-
rameter and 5.—- is the symbol rate (baud rate). To achieve

as high a baud rate as possible given a certain bandwidth,
S is chosen to be between 0 and 1 with the current drive to
get it below 0.5. Note that lowering the value of 8 increases
the number of tails of p(t) outside the symbol period.

The various other quantities in (1) are described below-

e o;: complex amplitude factor dependent on distance
between base and mobile

e aj: N x 1 array manifold describing the relative am-
plitudes and phases across the array for the j-th signal
source incorporating multipath effects

e b;(m): byte value for j-th source at m-th symbol pe-
riod, member of finite alphabet (signal constellation)

¢ 7;: unknown relative time shifts, —129- <7 < 129-

e M: number of symbol periods for which it is assumed
that a; and 7; are essentially constant

o v(t): N x 1 vector of additive receiver generated noise
at each antenna element, £{v(t)v" (1)} = o21y

The zero-lag autocorrelation matrix for one symbol pe-
riod is defined as

Ros() & £ {x(t)xH (1) rect (Ti) } , (3)

where £ {e} is the expectation operator and rect (T ) is
unity over an interval of width T, centered at ¢t = 0 and
zero elsewhere. The instrumental quantity is Szz(f) =
F {R:z(t)}, where the Fourier Transform operates point-
wise on the matrix. Given that the region of support of

5p(f) = F{p* (1)} (4)

——ié <f<- —E (due to squaring}, define S{7 as

s(m g, (Tlo) = F {Rzz(t)} |f=n/1, ()

for: —(1+8)<n<14+8
Assuming that £ {b;j(m)b!(n)} = 028i;6mn, where §;, is the
Kronecker delta, in the model for x(t) defined in (1), sim
may be expressed as

S(,’;) = AQ(”)EPAH +o2 sinc(n) In, (6)
where A = [a;,a2,...,a/], Zp = of diag{o?,0%,...,0%},
sinc(z) = s—"i"—’l and Q(" is the J x J diagonal matrix

QM =35, (_Tio) sinc(n+1)®" + Sp(0)sinc(n)1s

+ 5 (Tio) sinc(n - 1)@ (7)

where ® is the J x J diagonal unitary matrix

& = diagle 27T, eI e TTTEY. (8)

Consider the N x N positive semi-definite matrix

pencil {S('“) - ansmc(ng)IN,S(M) — oisinc(m)In} =

{AQ("’)AH AQ("I)AH} With judicious selection of the

two frequency values, -'Tlf: and -'lf, corresponding diagonal

elements of Q™) and Q{") are distinct thereby facilitat-
ing the use of the PRO-ESPRIT (3] algorithm to compute
the J principal generalized eigenvalues and eigenvectors of
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{AQmIAH ,AQ(")AH} in terms of the eigenvalues and
eigenvectors of a J x J matrix.

For example, consider 7; = 0 and 7; = 1 corresponding
to evaluating Szz(f) at f =0 (DC) and f = TL.,’ the symbol
rate, respectively. In this case, s = Sp (%) ATpdAF
and S — Aminln= S,(O)AEPAH, where Amin is the
smallest eigenvalue of s equal to the noise power, o2.
SE,",’ may be spectrally decomposed as

S(zoz') = EsAsEg + AminIN, (9)

where As is a J x J diagonal matrix containing the J
largest eigenvalues of S with Amin = 02 subtracted
out, and Egs is N x J containing the corresponding signal
eigenvectors. Without proof due to space limitations, we
state the following results obtained from applying PRO-
ESPRIT to this particular matrix pencil. First, the J

principal generalized eigenvalues and eigenvectors satisfying
{S(zlz) -5 (0)} v; = 0 may be computed via the eigenval-

ues and eigenvectors of the J x J unitary matrix

S, (0) Hea(l ~1
w=_20) A EASWEAS? 10
S,(1/T2) shst (0)
referred to as the “core rotations” matrix. Specifically,
if u; and tj, are the j-th eigenvalue and corresponding
eigenvector of the unitary matrix ¥ above, then v; = n;

and v; = EsAZ¥t;. PRO-ESPRIT also dictates that

a;  EsASt;. Since v; = p; = &;; = ¢>"15, PRO-
ESPRIT provides a means for estimating the unknown tim-
ing offsets, 7j, 3 = 1,...,J, which are useful for synchro-
nization purposes, and the unknown array manifolds, a;,
j =1,...,J, which are useful for beamforming purposes.
Assuming ergodicity, the ensemble average is estimated
via time averaging over an integer number of symbol pe-
riods. In the continuous time domain, for a duration of
MT, seconds, we form for each interval of 7, seconds
R(t) = x(t)x(t) rect (t=5%), n = 0,1,..,M — 1.
Szz(f) is then estimated as the Fourier Transform of
R.:(t) = & ZM -t R(")(t), denoted S:z(f). In practice,

=0
assuming L sam,i)les per symbol period, T,, where L is an

integer, L time-averaged correlation matrices are formed as

M-=1
. (D) 1 T, T,
Ree (¢7) = 57 _ox(eL +mT,) < (¢ + mT.)

£=0,1,..,L -1, (11)

and s<,°,) and Sg,l,) are then estimated as

L-1
30 =Y R (£22) S(’)—ER" (&) et
£=0

Note that due to the squaring inherent in forming the zero-
lag autcorrelation matrix, the sampling rate must be at least
four times the bandwidth of p(2), 1. .¢, L > 4.

Note that given the definitions above, S(u is simply the
standard sample autocorrelation matrix averaged over LM

snapshots (L samples per each of M symbol periods). It
follows from classical adaptive beamforming theory that
the beamforming weight vector yielding the optimum sig-
nal to interference plus noise ratio for the j-th source is
w; = S7}(0)a;, where we have invoked the definition

S(9) &f S:z(0) to avoid cumbersome notation. Let 8.:(0)
be spectrally decomposed as

Su(O) = EsAs+NEg + ENANEgy (12)

where As;n and Es contain the J largest eigenvalues and
corresponding eigenvectors, respectively, and Ax and Ey
contain the N-J smallest eigenvalues and corresponding
eigenvectors. The core rotations matrix ¥ is estimated
by substltutmg Es into {10) along with As = Asyn —
a IJ, where a,, is an estimate of the noise power, i. e.,

= trace{Ay}/(N-J). Since S;1(0) = EsAS+NE§I +

ENAEI EH and a, is estimated to within a multiplicative

W a k. R -
scalar as BsA2t;, where t; is the j-th eigenvector of ¥, it
fo]]ovgs from the orthonormality of the eigenvectors in Es
and Ex that w; may be estimated as

" o P
w; = EsAZivAZE; (13)

Note that although asymptotically the noise contribution
10 S(zlr) vanishes, relative to S(u) the signal part of S(lz) is
scaled by the ratio p, = Sp (T )/S,,(O) This ratio de-
creases with decreasing excess bandwidth parameter §. For
B =.3, p, = 1/26. Thus, in the practical case where S(”)
estimated from a limited number of symbol periods due to
the high variability of the multipath environment, S(Ilz) can
have a rather high variance. Observe that

5 (%) /_ RIEEHINY, (14

3 o,
foe il [F -]}

where P(f) is the standard raised cosine spectrum equal to
the Fourier Transform of p(t) in ( ). Thus, we see that for
both the signal as well as the noise, the only part of their
respective spectra that contribute to 5L is that energy
contained in the frequency interval —E <|fl< 2 2To

To enhance performance consider pa.ssmg each receiver
output through a pair of linear time-invariant filters with
impulse responses h4(t) and kh_(t), respectively. Collec-
tively, the outputs may be expressed as

yr@) =x(t) + AT (@) , y (&) =x(t) xh7(2) (15)

where * denotes linear convolution. The idea then is to
replace St in the algorithm developed thus far by

def t
-7 {elroy o (5]}
That is, the core rotations matrix is constructed according
to (10) with S replaced by S(yl_zy_ and S, (—;—a) replaced

(16)

f=1/T,

by Sg+g- (T%,)=F{g+(t)9_‘(t)}lf=1/n - (47
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gt@) =p(®)+h* (1) , y-(t) = p(t)+ h(t)

As and Eg are determined from S as before.
R*(t) and A~ (t) should be selected as the solution to the
following optimization problem:

Maximum f{g+(t)9_.(t)}lf=1/7'.,
h+(t), h-(t) £ {}' {V;(t)yt_.(t)}lf._.llTo}

v (t) = velt) s B (1) , w7 () = ve(t) » h-(0)
and wv(t) is the £-th component of the N x 1 noise vector
v(t). At the time of writing of this paper, this optimiza-
tion problem is still being solved, but based on the form of
the integrand in (14) we postulate that for the white noise
distribution employed in the simulations the solution is

where:

(18)

where:

—28% +sin (Br4) i

h+(t) =
A -4 (%)’

(19)

with A~ (1) = ¥ (2).

3.1. Summary of PRO-ESPRIT Based Blind
Adaptive Beamforming Algorithm

(1) Perform principal component analysis of:

L~1M-1
30 = 23S x (2 4 mL) x7 (32 +mT.)
£=0 m=0

(a) Compute A; and &;, j = 1,..., N, as eigenvalues and

with A; 2.2 An.

(b) Apply test (e.g., Akaike Information Criterion) to
eigenvalues to estimate number of signals present, J.

corresponding eigenvectors of §

(c) Estimate noise power: 62 = ——7 Z .y i

(d) Form Asyn = diag {XI,...,
and Es = [é1,..-, &3]

A}, As = Asyn — 215,

(2) Perform filtering operations y*(¢) = x(¢) * A*(t) and
v~ () = x(t)*h~(t) in analog or discrete time domain, and

then construct for £ =0,1,...,L — 1:
- 1 T
Ry+y- ( ) Z yt ((— + mTo) (E—L— + ml1

m—O

L-1 T
&(1 5 o —J2m$L
and ngy_ = E Ry+y_ (lf) € I2 t

£=0
{3) Apply PRO-ESPRIT algorithm to
- S (0) [ .1
¥ = P 2 (1) 3
S, (/To) s BSS,4,-Bshs

{(a) compute SVD: ¥ = UEV¥H and A &ty i=1,.., J,
as the eigenvalues and eigenvectors of ¥y = UVH

(b) estimate optimum beamforming weight vector for j-th

. W B A=l ASE. 4
source: W; = EsAg vAZt;, 7=1,..,J.

-faarg{n;}
Note that relative to step (3a) if the SVD of a matrix is

¥ = UZV¥, the closest umtary matrix to ¥ in a Frobinius
norm sense is ¥y = UVH [3].

4. SIMULATIONS

Simulations were conducted involving two BPSK signals
with 8 = 0.9 incident upon an N = 6 element uniform
linear array with half-wavelength spacing from the respec-
tive angles §; = 0° and 82 = 30° relative to broadside, and
having SNR’s per element of SNR; = 9 dB and SNR; =3
dB, respectively. To quantify the angular separation be-
tween the two sources, if a standard co-phasal beam was
formed towards the first source at broadside, the second
would be located at the first peak sidelobe. The relative
timing offset between the two sources was m2 — m = .37,.

The sampling rate was F, = T—O 1. e., 10 samples per sym-
bol period. The convergence speed of the PRO-ESPRIT
based blind adaptive beamforming algorithm for source 1,
averaged over 1024 independent runs, is plotted in Figure 1
and is observed to yield an improvement of several dB over
the subspace-constrained Phase-SCORE algorithm [2]. Al-
though these simulations are simplistic (no multipath), they
illustrate the rapid convergence of the algorithm.
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(c) estimate timing offset for j-th source: 7; =
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Figure 1: Convergence speed of new algorithm.
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