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ABSTRACT

Direct sequence, code-division multiple access (CDMA)
schemes offer an attractive alternative for sharing a trans-
mission medium among many users, while requiring min-
imal co-operation among them. A number of signal pro-
cessing issues are related to the receiver’s task of multiuser
information extraction and detection. In this paper, a
discrete-time multirate formulation is introduced for asyn-
chronous CDMA systems, which can incorporate multipath
effects. In this framework, linear receivers are derived which
can completely suppress multiuser interference (decorrelat-
ing receivers). A criterion is introduced, which guarantees
the decorrelating property, while providing optimal solu-
tions in the presence of noise. The synchronization problem
in a multipath environment is also studied, and identifiabil-
ity conditions are established. A subspace algorithm is pro-
posed, to estimate the user’s delays and multipath channels
In a blind scenario.

1. INTRODUCTION

In several emerging applications like wireless, satellite and
mobile communications, a number of users is required to
share the same transmission medium. Unfortunately, clas-
sical methods of assigning channel resources like frequency
or time division multiple access, do not make efficient use of
the channel when the users transmit information only for a
small percentage of time. For example, in mobile telephony
users typically talk less than 50% of the time, and hence
underuse their assigned slot.

Dynamic sharing of the transmission medium can be
achieved at the protocol level, using randam access methods
with some packet collision detection and avoidance strategy.
However, code division multiple access (CDMA) schemes
offer the flexibility of random access with minimal cooper-
ation among users and no need for re-transmissions.

In direct sequence CDMA systems, each user transmits
information using a fixed and distinct signature waveform,
with no synchronization with the other users (e.g., [lﬂ]g‘.
The receiver uses this signature information to distinguis
among data from different users.

The receiver’s task involves a number of different infor-
mation processing steps, ranging from multiuser and inter-
symbol interference (MUI and ISI) suppression [3], to syn-
chronization and detection [7], [10]. Recent discrete-time
models for CDMA systems have resulted in vector formula-
tions which have allowed the use of signal processing tech-
niques to address these problems {7], {3]. However, inherent
changes in the data rate, resulting from spreading and de-
spreading operations at the transmitter and receiver respec-
tively, have not been explicitly identified and fully exploited
so far. In this paper, we attempt to bridge this gap by
developing a discrete-time multirate filter bank model for
asynchronous CDMA systems. The proposed formulation
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can incorporate asynchronous user delays and multipath ef-
fects. By establishing a link between CDMA techniques and
multirate signal processing, the former can benefit from the
extensive work that has been done on filter banks, perfect
reconstruction structures, and multichannel system theory.

In this framework the first goal of the paper is to inves-
tigate optimal linear decoding techniques. The conditions
for the existence of FIR linear processors, which completely
suppress MUI and ISI, are studied (sometimes called zero-
forcing or decorrelating receivers), and a design method
is proposed. Furthermore, a new criterion is introduced,
which guarantees the zero-forcing property and its mini-
mization provides optimal solutions in the presence of noise.

The second goal of the paper is to address the synchro-
nization problem.in the challenging case where multipath
is present as well as near-far effects, i.e., the users have
unequal powers. We show the conditions under which each
user’s delay and multipath channel can be blindly estimated
using second-order information only. We also propose a sub-
space method for identifying those parameters.

2. CDMA SYSTEMS AS FILTER BANKS

Let user y, j = 1,...,J, transmit an information symbol
stream w;(n) using a spreading sequence of length P, c;(n),
n =0,...,P—1. Then, the transmitted discrete-time signal
at the chip rate is

o>

si(m) =Y wi(k)e;(n—kP) , (1)

k=—o0

The sequence s;(n) is transmitted using a rectangular chip
pulse of duration 7., modulated at the carrier frequency.
If the receiver is not synchronized with user j, then after
demodulation, matched filtering, and sampling at the chip
rate, and assuming no multipath, the received signal is

J
y(n) =3 y;(n) +o(n) , (2

j=1

y;5(n) = 4;(1 = §;)s;(n — 1) + A;8;8;(n — 1, — 1),

where ; is an integer, §; € [0,1), and r; + §; is the to-
tal delay of user j in chip periods T¢; A; is an attenuation
factor and v(k) is additive noise. A; and v(k) may be com-
plex if both in phase and quadrature phase demodulation is
used. Also, without loss of generality we limit 0 < 7; < P,
since delays which are multiples of the bit period amount
to simple renumbering of the input and output sequences.

1This work was partly supported by NSF-MIP 9210230.
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Figure 1. A CDMA system as a J-band filter bank

By substituting (1) in (2) we obtain

(o]

> wilk)A(1 = &;)cs(n — 75 — kP)

k=—co

+ Ajbici(n -1 —1—kP)]

y;(n)

o

D w(k)hi(n - kP) (3)

k=—

where h;(n) = 37, g5(Des(m— 75 = 1), 9,(0) = A;(1 - &5)
and g;(1) = A,8;. Equation (3) indicates the multirate
nature of CDMA systems and suggests the formulation de-
picted in Fig. 1. The equivalent discrete-time channel for
user j in the z-domain is h;(z) = 277 ¢;(z)g;(z). Notice
that this description can be easily extended to incorporate
fading or multipath effects by allowing g,(z) to be a general
complex channel response, (not necessarly parametrized by
0;), and of order perhaps greater than one.

It will be useful in the sequel to provide a multichan-
rel analogue of the multirate formulatior of (3), using the
polyphase decomposition [9]. Let T denote transpose and
y(n):=[y(nP),y(nP +1)... ygnP + P —1)]7 be the length

, polyphase representation of y(n), with z-transform y(z).
Similarly we define y;(z), h;(z), g;(2), ¢;(z), v(z). Note
that ¢;(z) = c;:=[c;(0)...c;{P — 1)]7 is a constant vec-
tor, since c;(n) has length no greater than P. With these
definitions we may write

J J
¥(2) = D vi®)+v(x) =D hi(e)wi(z) +v(z)

H(z)w(z)+v(z) , (4)

where the matrix H(z):=[hi(z)...h,(z)], and w(z) =
[wi(z)...ws(2)]T. Equation (4) provides a multichannel
description equivalent to (3).

A number of different vector formulations have been used
in CDMA stadies [7], [3], but they lack the generality of (3),
(4) and the link with the established theory of multichannel
and multirate systems. Using this formulation we investi-
gate linear optimal detection schemes in the next section.

3. OPTIMAL LINEAR RECEIVERS

In this section we assume the delays, powers, and any other
parameter necessary to construct ng) to be given or esti-
mated. We focus on deconvolving and estimating the trans-
mitted information symbols w;(n). Issues related to the
estimation of H(z) are deferred to the next section.

It is well known that if H(z) is giver, a maximum like-
lihood sequence estimation procedure can be employed us-
ing the Viterbi algorithm, to detect w;(n) [10]. Because of

(n) w1 (n
’ o A

fi(z)

3
I &
2.

Figure 2. A multirate linear CDMA receiver

its computational complexity however (exponential in the
number of users), considerable interest exists for linear re-
ceivers, ie., structures similar to the one in Fig. 2. In
multirate processing, a filter bank is usually designed to
analyze a signal, and then reconstruct it from its compo-
nents. In the current problem, the “reconstructed” signal
y(n) is given, and one seeks an analysis bank to recover the
individual components.

The simplest linear approach has been the single user
receiver, where a simple matched filtering operation is per-
formed, after the receiver synchronizes with user j, (rj =
8; =0),i.e., wj(n) = c;Ty(n) (e.g., [10]). MUI suppression
in this case, depends solely on the degree of orthogonal-
ity among the received signature sequences. Unfortunately,
this method is susceptible to near-far effects; that is, it can
not decode weak signals which are overwhelmed by inter-
fering strong users.

There exist linear receivers which are near-far resistant
and in fact completely suppress MUI and ISI [5], called
zero-forcing or decorrelating receivers. A row vector ij(z)
represents a zero forcing receiver if in the absence of noise

f()y(z) = wi(z) & f(HE) =e ,  (5)

where eJT:=[O, ...,0,1,0,...,0] with 1 at the jth position.
In most cases in CDMA literature, only a memoryless
fi(z) = f; is considered [3]. If H(z) = Ho + Hiz7! +

-+~ 4 Hyz™Y, then (5) implies that

fF[HoH:...Hy] =[e?,0...0] . (6)

Equation (6) can not be guaranteed to hold if (¢ +1)J >
P, since then the system becomes overdetermined and no
exact solution f; can be obtained. Hence, a memoryless
decorrelating receiver need not exist in this case. As an
example, if no multipath is present, (hence ¢ = 1), this
approach is not applicable to systems with more than J =
P/2 users.

A question that naturally arises at this point is under
what conditions an FIR decorrelating receiver f;(z) (mot
necessarily memoryless) exists. Equivalent problems have
been extensively studied in multivariate system theory and
the conditions are summarized below in CDMA terms (see

2]).
Proposition 1 : There exists an FIR zero forcing receiver
f;(z) such that (5) is satisfied if:

(C1) rank{H(z)} =J, V2 € C, z#0, and rank{Ho} = J.
Then H(z) is called irreducible. 0

In the case of a single user, (C1) reduces to a well known
identifiability result, in the context of fractionally spaced
equalizers [8].

In the sequel we will assume that H(z) also satisfies:

(C2) rank{[hléql)...hJ(QJ)]} = J, where q; is the order
of h;(z). Then H(z) is called column reduced.
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Condition (C2) is not necessary for Proposition 1, but we
assume it holds for technical convenience and without loss
of generality, since any H(z) can be brought to a column
reduced form with elementary column operations [2]. The
same conditions were identified by Slock [6] for a zero forc-
ing equalizer in a different multichannel equalization setup.

If we consider a receiver f;(z) of order M — 1, then (5)
can be written in the time-domain as

fiuSu(H) =[07...07,17,07 ... 0 =17 , (1)

where the super-vector £ ar = [( Jv,l,)w)T, e (fgﬁ})T]T and
each vector f g‘," 1)\4 is the inverse z-transform of f](‘7 )(z) {the
pth component of f;(2)); Sn(H) = [Spm(hy), . .., Sam(hp)],
has matrix elements Sas(h;) denoting the Sylvester matrix
of hy(n), ie., Spe(h;) = [T (M), ..., TEBD))T, where

h{(0) b (g;) 0
Tu(hlP) = ,
0 h'P(0) h{"(¢;)

is a Toeplitz filtering matrix with M rows. Finally, 1 =
[1,0,...,0]" in (7).

Under conditions (C1) and (C2), Sa(H) has full rank;
hence an exact solution” exists if M is chosen such that
Sum(H) in (7) is square or underdetermined [6].

If indeed M is chosen sufficiently large so that (7) is un-
derdetermined, there are a number of degrees of freedom
in selecting a receiver that satisfies the zero forcing con-
straint. The natural question that arises in this context, is
which one among the candidate receivers should be chosen.
It is clear that in the absence of noise, all these receivers are
equivalent. When noise is present however, it is reasonable
to select one which minimizes the mean square error

MSE(j) = E{|w;j(n) — w;(n)[*} , (8)

where
@;(2) =1 (2)y(2) , (9)

subject to the zero-forcing constraint of (7). The solution to
this optimization problem is given by the following propo-
sition.

Proposition 2 : Under conditions (C1), (C2), and with
M such that £7) has at least one solution, the parameter
vector fj,m which minimizes (8) subject to (7) is

fim =178 (H)RppSar ()] ' Su(H)Rgg ,  (10)
where Ryp = E{v(n)v*T(n)} and v(n) = vBD(n)..
v(n—M +1)|...vP)(n)... vP(n - M +1))7. O

Note that the solution given by (10) is independent of the
statistics of w;(n). Also if v(n) is white noise, hence Ryp =

031, then (10) becomes
Finm = 15[ (H)Sy(H)| " Sn(H) (11)
and does not depend on the additive noise power.
The following proposition provides the optimal solution
when the length of the receiver M is not constrained and is

alowed to extend to infinity. Let the spectral matrix of the
process v(n) be defined as

Svv(w) =limy—o N E{v(wv'T(w)} .  (12)

Then it can be shown that:

Proposition 3 : If rank{H(w)} = J, Vw and also
rank{va(w)g = J, Vw, then the receiver f, (w) which min-
imizes (8) subject to (5) is

£ (w) = e [H(w)Syy (w)H(w)| "Hw)Syh (w) .  (13)
[m]

Again notice that if v(n) is white and Svv(w) = ¢21, equa-
tion (13) becomes

£(w) = ef [H(w)H(w)] 'H(w) , (14)
and is independent of the noise power.

4. BLIND SYNCHRONIZATION

In the previous section we assumed that the users’ delays
and (possible) multipath channels were known and given.
The accurate estimation of those quantities is clearly of
paramount importance. In this section we investigate sev-
eral issues related to blind estimation of those parameters,
i.e., the case where the transmitted information sequences
are not kown to the receiver.

A number of near-far resistant, blind synchronization
methods have become popular recently [7]. However, no
identifiability issues have been studied in relation to those
methods (e.g., maximum number of identifiable users).
Moreover, they are not applicable in a multipath environ-
ment. In this section we use the proposed multichannel
formulation, in order to address the question whether and
under which conditions second-order information is suffi-
cient to estimate the delays and multipath channels.

If the number of users is less than the spreading factor
(J < P), it is well known that, under some conditions,
the spectral matrix Syy(w), admits a unique FIR spec-
tral factorization within a constant matrix [1], Syy(w) =
H(w)H*T(w). Exploiting this fact, a subspace method
was proposed by Meraim et. al [4], which can iden-
tify H(w) within a constant J x J matrix. Their ap-
proach is based on the subspace decomposition of Ryy =

E{yp(n)y3f (n)} where yy,(n) = [yD(n)...yD(n - M +
D] yPm). ..y P (- M+ 1)]T. If the noise v(n) is
white with variance o2, it can be shown that

Ryy = Su(H)RuwwSif (H) + 21 | (15)
where w(n) = [wi(n)... wi(n—M+1)|...|ws(n)... wy(n—

M+ 1)]T. Let us define the noise subspace to be the space
generated by the eigenvectors corresponding to the small-
est eigenvalue, and let U, be the matrix containing those
eigenvectors. Based on (15), it was shown in [4] that if
C1), (C2) are satisfied and M is sufficiently large, then

() can be identified within a constant matrix by solving

U TSuthj)=0, j=1,...,7T . (16)
An equivalent formulation of (16) is
S;51(Un)h; =0, j=1,...,7J, (17)

h; = [1P(0)... b (g;)]... [h{7(0)... h{P(g;))7 .

In the current problem, equation (17) must be solved under
the constraint

h;(2) =277 ¢;(2)g;(2) , (18)
where ¢;(z) is given. Equivalently in the time domain,
h;(0) &;(0)
: =T"(c,) : (19)
h;(g,) &;5(qz;)
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where §(2) = 277 g;(z). The following proposition shows
when this constraint 1is sufficient to provide a unique solu-
tion.

Proposition 4 : Equations (17) and (19) provide a unique
solution hj(z) within a scaling ambiguity if the following
assumptions hold:

e Conditions (C1) and (C2) are satisfied.

e The signature vectors ¢;, j = 1,...,J, are linearly
independent and the polynomials c;(z), j = 1,...,J,
have no roots in common.

e The orders of the multipath channels are such that
J
ZJ.=1 4g; < P —maz{gs;} - J~1 o

The last assumption suggests that if no multipath is present
(hence gg; = 1, V), then the delays of only up to (P/2)—1
users are guaranteed to be identifiable using only second
order statistical information of the output.

Finally observe that the LHS of %9) coincides with h;
after a permutation of its elements. Hence, equations (17),
(19) can be solved directly, by substituting the former into
the latter after permuting its rows properly.

5. SIMULATIONS

In Fig. 3 we demonstrate a case where a memoryless linear
receiver is not appropriate. A CDMA system is simulated
with 20 asynchronous users, each having a Gold spreading
sequence of length 31, with no multipath. The power of the
MUTI on the 10th user (a weak one), from every other user,
as well as the power of the 10th user are shown in Fig. 3a,
at the output of the best linear, memoryless receiver. The
MUI power on the jth user, from an interfering user %, is
the variance of the signal ] hi(z)wx(z). Fig. 3a shows that
the MUT suppression here is not satisfactory. Fig. 3b shows
the MUI suppression results for the same user, if a zero-
forcing equalizer of order M — 1 = 1 is used, designed by
solving (7). In this case the powers of all interfering signals
are forced to zero.

Fig. 4 shows the true (solid line) and estimated (dashed
line) impulse responses hj;(n), for two users (a strong and
a weak one) in an asynchronous case with multipath, us-
ing the proposed subspace method. The SNR with respect
to the average user power was 20DB, and the data length
was 100 bit symbols. The estimated channe] for the strong
user is indistinguishable from the true one, while a small
estimation error exists for the weak user. Their respective
delays can be clearly detected however, from the estimated
responses.
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Figure 4. Synchronization in a Multipath Environment



