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ABSTRACT

We address the issue of choosing an optimal wavelet
packets transform for audio compression. We present
a comparison method based on a perceptual approach,
which provides an entropic bit-rate for “transparent”
coding of a given audio signal. The test with different
wavelets leads to the conclusion that the most signifi-
cant synthesis criterion for audio compression is the so-
called “coding gain”, while frequency selectivity, regu-
larity and orthogonality seem less relevant.

1. INTRODUCTION

Wavelet packets transforms appear as an interesting
tool for signal compression. They have been thoroughly
studied for image compression (e.g. [1, 2, 3]), but they
have been introduced in audio compression more re-
cently [4]. While the decomposition [5, 4] and the adap-
tivity [6] have been until now the most studied points,
we address in this paper the issue of choosing the wa-
velet filters. We want to know whether some wavelet
filters are more efficient than others in audio compres-
sion, i.e. whether frequency selectivity, regularity or
coding gain are relevant criteria for the synthesis of
wavelet filters in audio compression.

A compression allowing a transparent quality is re-
quired, 1.e. the reconstruction error has to be inaudible.
Perceptual models [7] have been developed, that pro-
vide the admissible reconstruction error spectrum for
transparent coding (masking curve). Based on such a
model, the method we present computes an estimation
of the bit-rate needed for this transparent coding.

By applying this comparison method to wavelet fil-
ters with different characteristics, different synthesis
criteria are compared : In this way, the choice of the
optimal synthesis criterion can be made, taking into
account perceptual criteria.

2. COMPARISON METHOD

Principle : We compare, for different filters, the bit-
rates which are necessary to ensure a transparent com-
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Figure 1: Frequency decomposition following the bark scale.

pression (i.e to keep the error due to the quantization
under the masking curve). A usual transform—quanti-
zation—coding scheme is used. The quantization is as-
sumed to be uniform, with an adaptive step, varying
with time and subband number. An entropic coding
stage is added for noiseless significant bit-rate reduc-
tion.

Transform : We use a dyadic wavelet packets trans-
form. The decomposition tree is chosen so that the
equivalent subbands follow the Bark scale : it is simi-
lar to the tree chosen in [6]. The nodes of the dyadic
tree are chosen so that the 25 subbands of the result-
ing filter bank are similar to the natural decomposition
into 25 Bark channels. This dyadic structure allows a
good choice of a time-frequency transform with refer-
ence to psychoacoustics knowledge. Fig. 1 presents the
ideal decomposition realized by the chosen tree.

Quantization and coding models : With the
former decomposition the first issue in the estimation
of the characteristic bit-rate for a given filter is the de-
termination of the quantization step in each subband.
The quantization noise is assumed white in each sub-
band, with an energy N;, and the subbands are quan-
tized independently.

The power spectral density of the resulting quanti-
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zation noise has to be under the masking curve 9(w)
computed with the model 1 from {7] :

M
Z N; |Hiw)|® < $(w) (1)
i=1

where M = 25 1s the number of subbands and the H;
are the synthesis filters of the equivalent parallel filter
bank.

For the optimization of the quantization steps, the
relationship between the injected noise and the result-
ing bit-rate has to be known. Assuming that the sub-
band signal is Laplacian (see appendix A), the bit-rate
resulting from a uniform quantization followed by an
entropic coding can be approximated as a function :

M
R:;@(J%) 2

where N; denotes the local energy of the quantization
noise and F; the one of the signal, and where ® can be
computed explicitly :

B(u) = —(1—e ) logy(1l — ™) —e™¥ log, sinh u

u N
Fr————— (3
+(log 2) sinh (3)
This model allows the minimization of the bit-rate while
keeping the transparency, providing the quantization
steps in each subband : the resulting entropic bit-rate

is then estimated.

Implementation : The algorithm works in a few
fast steps. Applying the wavelet transform to an audio
signal allows the local energies in the subbands E; to be
computed. The final bit-rate R as defined in (2) is min-
imized, while maintaining the noise imperceptible with
constraint (1) : the constraint is turned into a penalty
so that a standard conjugate gradient algorithm pro-
vides the optimal quantization steps. The bit-rate is
approached by the entropy of the quantized values.

Discussion : This method provides an estimation
of the bit-rate needed for a transparent compression of
an audio signal, although the bit-rate needed for the
side information (Huffman tables,...) and the poten-
tial benefit of some interesting techniques (e.g. vector
quantization,. ..) are not taken into account.

The bit-rate increase due to the side information
and the potentiality of bit-rate reduction through vec-
tor quantization techniques are likely the same for all
similar filter bank transforms, so that it is probably sig-
nificant to compare them without taking into account
these elements.

Delay, time-resolution and complexity are are not
taken into account in the comparison. Nevertheless,

since they are closely related to the lengths of the fil-
ters, an independant control of those characteristics is
still possible.

This comparison method proved to be discriminant :
the difference between entropic bit-rates for different
wavelet filters is significant (usually at least a few kbit/s).

3. RELEVANT SYNTHESIS CRITERIA
FOR AUDIO COMPRESSION

The use of wavelet transforms for audio compression
gives rise to many questions : What kind of decom-
position has to be used? Has the transform to adapt
to the signal? Which wavelet filters are well suited
for audio compression? We address the latter point,
which has not been studied up till now : all authors use
Daubechies filters, while many other filters are avail-
able and may be efficient.

The discussion arises around the synthesis criteria :
selectivity, regularity, coding gain, orthogonality, phase
linearity. .. It is difficult to say which filters provide
the best transform for audio compression. Using the
method, different wavelet filters are compared. Orthog-
onal wavelet filters have been synthesized with Rioul [§]
and Onno [2] algorithms. Biorthogonal wavelet filters
have been borrowed from literature (listed in [9]) or
synthesized with an algorithm derived from [10]. Fil-
ters’ lengths are between 4 and 120. For each length,
we get a large panel of filters with very different char-
acteristics. Then the entropic bit-rates of the wavelet
filters with some classical properties are compared :
frequency selectivity is drawn in Fig. 3, “coding gain”
in Fig. 4 and regularity in Fig. 2.

Regularity : O. Rioul [3] has shown that the regu-
larity of the wavelet filters is an important property for
image compression. As the audio compression trans-
form also uses iterated filter banks, we could expect
the regularity to influence the bit-rate. However there
is no correlation between regularity and bit-rate, as
shown in Fig. 2.

Selectivity and Coding Gain : Frequency selec-
tivity is an intuitive criterion for audio compression fil-
ter banks design : it corresponds to the idea of coding
in frequency subbands, and of injecting the quantiza-
tion noise independently in different subbands. Any-
way, a closer look at formula (2) shows that the rele-
vant value is not the injected noise energy in itself, but
the ratio of it to the energy of the signal : we need a
transform with nice statistical properties.

A classical and simple way of studying the statisti-
cal properties of a filter bank is the so-called “coding
gain”, introduced for orthogonal filter bank transforms
[11], and used with auto-regressive signal models [1].
See appendix B for a general presentation (including
the biorthogonal case). The definition of coding gain
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has no direct physical meaning for audio compression,
because it is based on an SNR maximization, which is a
bad model compared to perceptual coding techniques,
and because many approximations do not hold in the
context of audio compression.

The results of Fig. 4 are very interesting : the cor-
relation between the bit-rate estimation and the coding
gain 1s very strong, and much stronger than the correla-
tion between the frequency selectivity and the bit-rate
estimation (Fig. 3). As a conclusion, the coding gain
seems to be a much more relevant criterion than the se-
lectivity for audio compression using wavelet packets.

Orthogonality and Phase Linearity : In the
case of dyadic wavelets it is well known that orthogonal-
ity and phase linearity can not be hold simultaneously
(for filter length larger than 2). The orthogonality is
a traditional property of the transforms used in signal
processing, but for audio compression it is not neces-
sary. E.g. in image compression, the quantization max-
imizes the SNR, so that the energy preservation is very
useful; in audio compression, SNR and energy preser-
vation are not really relevant. Looking for biorthogonal
linear-phase wavelets seems therefore to be interesting.
The results of our comparison method with biorthogo-
nal wavelets are similar to the ones of the orthogonal
wavelets because the estimation of the bit-rate does
not take into account the increase of quality due to
the linear-phase property. Biorthogonal wavelet trans-
forms might therefore be an interesting tool for audio
compression applications.

Filters’ length : As mentioned in the conclusion
of the former section, the length of the filters is a crite-
rion which does not appear in the bit-rate estimated by
the comparison method, but which has to be taken into
account because of delay, time-resolution (pre-echoes),
and complexity.

Conclusion : For the synthesis of wavelet filters
devoted to audio compression, the relevant criterion
to be maximized is the coding gain, for given filters’
lengths. .

4. CONCLUSION

We proposed a useful method for the choice of the wa-
velet packets transform for audio compression (and fur-
thermore for every kind of frequency decomposition).
It estimates an entropic bit-rate which represents the
quality of the filter bank, with relation to real audio
signals and according to a perceptual model.

The results of that method are strongly correlated
with the so-called “coding gain”, although its physi-
cal meaning does not hold for audio compression. The
“coding gain” is a much more relevant synthesis cri-
terion than the regularity or the frequency selectivity,

170 T : T l T T

160 - * -
150 -
140 -
130 °* o -
120 + —
110 - ¢ -
100 e * o e -
90 & L% " .f L -

80 | o 'l"l"t'.}

0 1 2 3 4 5 6
Regularity (Sobolev-Holder exponent)

kbit/s

Figure 2: Entropic bit-rate vs regularity
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Figure 3: Entropic bit-rate vs frequency selectivity

which are not strongly correlated with the asymptotic
bit-rate. Linear-phase biorthogonal wavelets might be
interesting when compared with orthogonal ones.
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A. STATISTICAL PROPERTIES OF THE
SUBBAND SIGNALS

In section 2 the subband signal probability density func-
tion (pdf) is assumed Laplacian. In this part, we show the
justification.

In general, the subband signal can be viewed as a signal
with a generalized Gaussian pdf:

Px(z) = aexp{—|bz["} (4)

For 4 = 1.0 and for 4 = 2.0 we have the special cases of
a Laplacian and Gaussian pdf, respectively.

v has been estimated with the Kolmogorov-Smirnov test
{12]. With real audio signals, ¥ =0.8 has been obtained.
Working with ¥ = 1 (Laplacian case) allows explicit com-
putations. For our problem, this lets the entropic bit-rate

a little bit smaller than the bit-rate which has been pre-
dicted with the Laplacian model, but it does not change
the quantization steps computation.

B. ON THE “CODING GAIN”

We extend the reasoning of Noll and Jayant {11] to the
biorthogonal case and to wavelet packets decompositions.

Biorthogonal coding gain

The so-called “coding gain” aims to measure the increase of
quality (SNR) for a given bit-rate when comparing a sim-
ple PCM quantization and a subband quantization. Com-
pared to [11], an extra (small) assumption is necessary in
the biorthogonal case : the quantization noise is white and
independent from a subband to another, so that as in the
orthogonal case the reconstruction error energy in the sec-
ond case is the sum of the subband quantization error en-
ergies [ﬂ For PCM quantization, the mean square error
is € 27°%g% where R denotes the bit-rate and ¢% the en-
ergy of the signal. For subband quantization, it is, in each
subband k, ex || Hx||*272R* 0% x. We assume as in [11] that
ex]|Hx|> = ¢. The optimal choice of the Ry is shown to be

2
TX k

(Hiw:l ”zg(,k)

We obtain therefore :

1
Ry = 51052 7 T Rallocated

2
g
G X

c = 7
M (Hfil a%(,k)l M

As in [1] we use this formula with an input signal X
following an autoregressive model AR(1) (with an autocor-
relation p = 0.93), for single 2-band filter banks.

Wavelets packets coding gain

The latter formula holds for a single 2-band filter bank,
i.e. a cell of the wavelet packets transform. When working
with wavelet packets transform, an average over the dif-
ferent cells has to be done. Sometimes, the coding gain
measures how far the energy of a low-pass (respectively
high-pass) signal is concentrated in the low-pass (respec-
tively high-pass) branch. In the orthogonal case, both lead
to the same coding gain, so that averaging over the cells
does not change anything. In the biorthogonal case, for our
decomposition, we have therefore to consider :

Ge = 0.75G(p) + 0.25G(~p)

where G.(p) denotes the coding gain for an input signal X
following an AR(1) model with autocorrelation p.
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