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ABSTRACT

This paper proposes a new speech recognition
method using tree-structured probability density func-
tion(pdf) to realize high speed HMM based speech
recognition. In order to reduce likelihood calculation
for a pdfset composed of the Gaussian pdfs for all mix-
ture components, all states and all recognition units,
it is coarsely done for the element pdf whose likelihood
is not likely to be large. The pdf set is expressed as
the tree-structured form. In the recognition, the likeli-
hood set is calculated by searching the tree; by calcu-
lating the likelihood from the cluster pdf at the node
and traversing the nodes with the largest likelihood
from the root. Experimental results showed that the
computation amount was drastically reduced with little
recognition accuracy, in both speaker-independent and
speaker-adaptive cases. The algorithm was applied to
a speech recognition software for Personal Computer
without using special hardware.

1. INTRODUCTION

In speech recognition based on hidden Markov
models(HMM), recently, continuous output probability
with mixture density[1] is commonly used. In continu-
ous density HMM, the number of Gaussian probability
density function(pdf)s used is determined by the mul-
tiplication of the number of the recognition units, the
number of the states for a recognition unit, and the
number of mixture components in a state. The number
of the pdfs is reduced to some extent, when HMMs with
tied-mixtured type pdfs[1] are used, compared with the
conventional continuous density HMM.

In either case, the conventional or tied-mixtured
case, in the recognition process, the number of likeli-
hood calculation times is the same as the total number
of the pdfs. The number of pdfs is fairly large, and com-
putation cost for likelihood calculation for the pdfs is
large even in medium size vocabulary case. To realize a
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realtime speech recognition system with small cémpu—
tational cost, it is important to reduce the amount of
likelihood calculation, as well as the amount of speech
analysis processing and trellis search(word matching).

On the other hand, based on semi-conductor tech-
nology advance, the computation power and memory
size in personal computers and workstations are in-
creasing. If we realize the above mentioned computa-
tion cost reduction, then we will be able to realize high
performance speech recognition with only software for
PCs or workstations.

This paper proposes a new high speed speech recog-
nition method using a pdf set with a treestructure[2]
and presents its application to speech recognition soft-
ware using demi-syllable speech unit.

2. ALGORITHM

2.1. Basic principle

Let a sequence of input vectors be

X = {z1,..,&t,..., 27}, and let a pdf set, com-
posed of the Gaussian pdfs for all mixture compo-
nents, all states and all recognition units, be ¥ =
{N1[], - Ni[]y s N []}. Each element in the pdf set
is called an element pdf. At each time t, in the recog-
nition, it is necessary to calculate a likelihood set

By = {Ni[ed, k = L. K. 1)

Let’s consider how to efficiently obtain the likelihood
set B;. The basic idea considered here is as follows: For
the element pdf which is likely to correspond to time
t (that is, the element pdf, whose likelihood Ni[z¢] at
time t is large), the likelihood is precisely calculated.
For the element pdf which is unlikely to correspond to
time t, calculation is done coarsely.



k(1)

Figure 1: Tree-structure of pdf

2.2. Likelihood calculation using

tree-structured pdf

To realize the principle mentioned above, the pdfset ¥
is expressed as the form of the tree-structure, and the
calculation of Eq. (1) is done by searching the tree.

Figure 1 shows the tree-structure. A leaf node of
the tree corresponds to an element pdf. A non-leaf
node corresponds to a cluster composed of element pdfs.
Each cluster consists of other clusters or element pdfs.
To each cluster is attached a cluster pdf, obtained by
approximating the mixture of all element pdfs in the
cluster by a single Gaussian pdf.

In the recognition, the likelihood set B; is
calculated by searching the tree. First, calcu-
late likelihoods from the cluster pdfs for nodes
{k(1,1),...,k(1,4),..., k(1, J1)} in the first stage. Then,
select the node which gives the largest likelihood. It is
possible to select the multiple nodes by selecting the
N-best likelihoods. For the child nodes of the selected
nodes, this procedure is repeated. This tree search pro-
cedure is continued until all selected nodes reach the
leaf nodes.

For the selected leaf nodes, the likelihood is calcu-
lated from the element pdfs of the nodes. For unse-
lected leaf nodes, the likelihoods are approximated by
the likelihoods calculated from the upper node cluster
pdfs. Using this procedure, the likelihood set By in Eq.
(1) can be calculated very efficiently.

In the implementation, it is possible to remove leaf
nodes in the tree to reduce the computation and mem-
ory requirement, instead of attaining all nodes in the
tree.

When a feature vector space consists of sub-spaces,
which are independent from each other, such as a cep-
stral parameter space and a cepstral difference parame-
ter space, it is effective to construct the tree-structured
pdf separately in each sub-space.

2.3. Design for tree-structured pdf

The tree-structured pdf is designed beforehand by a
topdown clustering technique.

First, the element pdfset Y is set as the initial pdf
set for clustering, and the pdf set is divided into clus-
ters. The number of the cluster is given beforehand.
Next, each cluster is further divided into sub-clusters.
This division procedure is repeated the number of times
determined beforehand. .

As the clustering algorithm, the authors use the K-
means algorithm. The procedure is as follows:

1. Give initial cluster pdfs.

2. Steps 3 and 4 are repeated until the cluster divi-
sion is converged.

3. Determine to which cluster each element pdf be-
longs. The authors use divergence as the dis-
tance measurement between cluster pdf N,,[.] and
element pdf Ni[.]. The distance measurement
D[k, m] is given by

Dlkym] = /<Nk[x1-Nm[xD

{(log(Ni[z]) — log(Npm[2])}d=
_ o T2+ A (D)? | Om(i)? + Apm (i)
h Z( Tm(i)? + o (i)? )
BMem()? = (u(i) — ()%,

where p (i) and p, (i) are i-th components of the
mean vectors for the element and cluster pdfs,
respectively, and o4(i)? and o,,(¢)? are i-th di-
agonal components for the diagonal covariance
matrices of the element and cluster pdfs, respec-
tively.

4. For each cluster, calculate a new cluster pdf from
the set of the element pdfs which belongs to the
cluster. This is done by approximating the mix-
ture of the element pdfs by a single Gaussian pdf,

as follows:

) = 1 )

on(@ = =3+ Y m()? - K (i)
k k

where £ denotes the summation regarding ele-
ment number k belonging to cluster m.
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2.4. Speaker adaptation using tree-structured
pdf

The proposed method is applicable to speaker-adaptive
speech recognition, as well as speaker-independent
speech recognition, which uses HMM mean vector map-
ping.

Tree-structured pdf must be designed after the el-
ement pdf set is obtained. In case of speaker-adaptive
speech recognition, the element pdf set is modified by
speaker adaptation process. The tree could be recon-
structed, based on the element pdf set after speaker
adaptation. This causes an increase in the computa-
tion amount for speaker adaptation, which is undesir-
able for practical applications.

In speaker adaptation, it is possible to use the tree-
structure designed based on the element pdf set of a
speaker-independent model, which is used as a refer-
ence model for speaker adaptation. In this study, the
authors adopt the following method in speaker adapta-
tion, using the interpolated mean vector mapping tech-
nique, which the authors developed[5].

First, the element pdf set is adapted. The mean
vector of each element pdfis mapped based on Viterbi
time-alignment using the reference model and an inter-
polation technique. By this, a new element pdf set is
obtained. Then, the mean vectors of the cluster pdfs
are calculated by averaging the the mean vectors of
the element pdfs in the cluster. Since this process does
not include the clustering procedure, efficient speaker
adaptation is realized.

2.5. Discussion

The proposed method here can be interpreted as the
expansion of the vector quantization(VQ) based pre-
selection method[3]. In order to reduce the likelihood
calculation in continuous density HMM, the method|3]
has applied VQ technique to the mean vector set of the
pdfs, and likelihoods have been calculated only for the
pdfs in the pre-selected clusters, where pre-selection of
the clusters have been done based on the distances be-
tween the input vector and the code vectors in the VQ
codebook. While cluster pre-selection has been done
using the different measurement from the measurement
used in HMM, coarse likelihood calculation, in the pro-
posed method, uses the same measurement as the mea-
surement used in HMM. In addition, the tree-structure
is newly introduced into the clustering in the proposed
method.

The proposed method contains the expanded con-
cept of the tree-structured VQ, which has been used in
speech coding[4]. Tree-structured VQ has been used to
determine the optimal code to send in speech coding.
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In the proposed method, tree-structured pdfis used to
efficiently obtain a set of likelihoods for pdfs. The effi-
cient calculation of a set of values is a new application
of the tree-structure processing.

3. EXPERIMENTS

3.1. Condition

Evaluation experiments were conducted on speaker-
independent and speaker-adaptive word recognition us-
ing demi-syllable based speech recognition which the
authors have developed[5, 6]. Each demi-syllable unit
was modeled by a left-to-right HMM where Gaussian
mixture pdf was used. The total number of the el-
ement pdfs was 1500 for all units, all states and all
mixture components. The demi-syllable HMMs were
trained phonetically balanced 250 word utterances. A
250 word set was used as the recognition vocabulary
which was different from the training word set. As test
samples, 250 words uttered by five male speakers, who
were different from the trained speakers, were used. As
samples for speaker adaptation, the 250 phonetically
balanced word utterances were used.

The utterances were sampled at an 11 kHz sampling
rate, and were analyzed at a 16 msec frame period.
10 mel-scaled cepstral parameters, time derivatives of
the mel-scaled cepstral parameters and an amplitude
parameter were calculated from FFT based spectrum.

The tree-structured pdf was designed for speaker-
independent HMM. The tree-structure used is shown
in Figure 1. At the first stage in the clustering, a whole
element pdf set was divided into 16 sub-clusters. At the
second stage, each sub-cluster was further divided into
16 sub-clusters.

For the recognition, only the nodes(cluster pdfs) ob-
tained at the first and second stages were preserved.
The remaining element pdfs were removed. They are
shown by white circled nodes in Figure 1.

3.2. Results

In the recognition, multiple nodes (that is, multiple
clusters), were selected at the first stage in the tree
search. When selecting five clusters, recognition rate
degradation was fairly small, compared with the con-
ventional strict calculation method as shown in Table
1.

Table 2 shows the recognition result. The ex-
perimental results indicate that the proposed tree-
structured pdf method was effective for both speaker-
independent speech recognition and speaker-adaptive
speech recognition. High recognition rates, 98.2%



Table 1: Recognition rate for selected cluster number

Cluster number
selected Recognition rate
at the first stage
1 93.8%
5 95.6%
Strict method 97.2%

Table 2: Recognition rate for speaker adaptation (1)

Speaker- Speaker-

independent | adaptive
Proposed method 95.6% 98.2%
Strict method 97.2% 98.5%

for speaker-adaptive case and 95.6% for speaker-
independent case, were obtained. The number of nec-
essary likelihood calculation times for an input feature
vector was only 96, which corresponds to the likelihood
calculation reduction to 6.4% compared with the strict
method. Speaker adaptation was also effective in case
where the number of utterances for speaker adaptation
was relatively small as shown in Table 3.

4. APPLICATION TO SPEECH
RECOGNITION SOFTWARE

By the proposed method, likelihood calculation is re-
duced to the extent comparable to speech analysis pro-
cessing cost. Further, the likelihood calculation cost
does not depend on the recognition vocabulary. The
proposed method is effective to realize the low-cost
speaker-independent or speaker-adaptive speech recog-
nition with high accuracy and flexible vocabulary.
Using the proposed high speed speech " recogni-
tion algorithm, the authors developed a Japanese
speech recognition software which runs on a Personal
Computer without adding any special hardware for
speech recognition processing. Speaker-independent

Table 3: Recognition rate for speaker adaptation (2)

Word number
for speaker adaptation | Recognition rate
250 words 98.2%
50 words 97.2%

and speaker-adaptive word recognition is realized using
demi-syllable based speech recognition which the au-
thors have developed[5, 6]. Vocabulary size, which can
be recognized at a time, is 250 words. Each word in the
vocabulary is registered by Kana character keystroke.
Registration by voice is not necessary. The vocabulary
can be switched depending on the scene of the applica-
tion.

Memory size used for recognition was 700KB, and
realtime response was realized for 250 word recognition
on a PC with Intel 486 CPU.

5. CONCLUSION

This paper proposed a new speech recognition
method using tree-structured probability density func-
tion(pdf) to realize high speed HMM based speech
recognition. In order to reduce the likelihood calcu-
lation for a pdf set composed of the Gaussian pdfs for
all mixture components, all states and all recognition
units, the pdf set was expressed as the tree-structured
form. In the recognition, the likelihood set was calcu-
lated by searching the tree.

In word recognition experiments using demi-syllable
HMM, it was shown that the amount of computation
was drastically reduced by the proposed method with
little degradation in the recognition accuracy, for both
speaker-independent and speaker-adaptive modes. The
algorithm was applied to a speech recognition software
for Personal Computer without using special hardware.
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