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ABSTRACT

For low-rate speech coding it is advantageous to represent
the speech signal as an evolving characteristic waveform
(CW). The CW evolves slowly when the speech signal is
clearly voiced and rapidly when the speech signal is clearly
unvoiced. The voiced (periodic) and unvoiced (nonperiodic)
components of the speech signal can be separated by a sim-
ple nonadaptive filter in the CW domain. Because of per-
ceptual effects, a significant increase in coding efficiency is
obtained by coding these two components separately. A 2.4
kb/s coder using these principles was developed. In an in-
dependent evaluation, the performance of the 2.4 kb/s WI
coder was found to be at least equivalent to the 4.8 kb/s
FS1016 standard for all of the many tests.

1. INTRODUCTION

Voiced speech can be interpreted as a sequence of pitch-
cycle waveforms. The general shape of these pitch-cycle
waveforms evolves slowly as a function of time. Slow evolu-
tion facilitates prediction and interpolation, which are com-
monly used in coding to remove the redundancy in trans-
mitted information. At low bit rates, prediction or inter-
polation over distances of one pitch period or more has
proven difficult for a one-dimensional speech signal, because
of nonstationarity of both the pitch period and the level of
periodicity.

Greater success was attained by first extracting the pitch-
cycle waveforms, describing each extracted waveform with a
vector, and then performing interpolation, prediction, and
quantization on these vectors [1] [2] [3] [4] [5]. In this
method, the one-dimensional voiced-speech signal is trans-
formed into a two-dimensional signal prior to the removal of
redundancy. The two-dimensional signal displays the pitch-
cycle waveform shape along one axis (with finite support),
and the evolution of this pitch-cycle waveform over time on
the second axis (see Fig. 1). The two-dimensional signal
will be written as u(¢, ¢}, where ¢ is time, and ¢ is the axis
along which the waveform shape is displayed.

The discussion will now be generalized to include un-
voiced (nonperiodic) signals. To avoid using the term pitch-
cycle waveforms for such signals, the more general term
characteristic waveform (CW) will be used. The pitch pe-
riod used is arbitrary for nonperiodic signals. Exact recon-
struction of the original signal from a sequence of CWs (each
of length one pitch period) is possible if the CW is sampled
(extracted) with a sampling rate of at least once per pitch
period. In general, the reconstruction accuracy decreases
when the CW sampling rate falls below this rate. Whereas
good reconstruction of quasi-periodic signals is possible at
CW sampling rates significantly lower than once per pitch
period, this is not the case for nonperiodic signals. Thus,
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the sensitivity to CW update rate decreases with increas-
ing periodicity of the original signal. Still, an increase in
voiced speech quality is observed with increasing CW sam-
pling rate [3] [5]. However, an increase in CW sampling
rate comes at the expense of an increase in bit rate. This
increase in bit rate is stronger for less periodic signals.

Recently [6], advantage was taken of the structure of the
evolving CW to allow simultaneously a high CW sampling
rate and a low bit rate. The evolving CW does not display
periodicity, but instead the CW evolves slowly where the
original signal is quasi-periodic and rapidly where it is non-
periodic. Low-pass and high-pass filtering of the function
u(t, $) in the ¢ direction (using a cut-off of about 20 Hz)
separates it into two two-dimensional functions, which rep-
resent the voiced and the unvoiced components of speech.
Separation of the voiced and unvoiced components, prior
to quantization, allows a significant increase in coding effi-
ciency, because they are interpreted differently by the hu-
man auditory system.

To insure continuity of the reconstructed one-dimensional
speech signal, interpolation of the CW signal, which is sam-
pled at a lower rate than the speech signal, is required. Lin-
ear interpolation is used to upsample the CW signal to one
CW per output speech sample. The one-dimensional output
signal is then obtained by defining the phase as a function

- of time using the pitch track (see section 2). The CW in-

terpolation process led to the name waveform interpolation
(WI) for the coding procedure.

A 2.4 kb/s WI coder exploiting the fore-mentioned prin-
ciples has been created. The high performance of this coder
illustrates the effectiveness of the WI paradigm in a prac-
tical application. The next two sections describe the basic
WI procedure. Sections 4 and 5 provide details of the coder
and its performance.

2. TRANSFORM TO AND FROM THE CW

As a first step, the pitch period is determined on a regular
basis, and linearly interpolated. To account for pitch dou-
bling and halving, and to prevent chirps, the pitch period
is changed discontinuously at the interpolation midpoint by
an integer (or its inverse) factor when appropriate.

A CW which is extracted from the speech signal will be
called a prototype waveform. The best trade-off between
time and frequency resolution for coding is obtained by us-
ing a square window of length one pitch period. To facilitate
this window choice, it is convenient to perform the extrac-
tion on the linear-prediction residual signal. The window
location is not tightly constrained, but instead the location
is determined so that the window boundaries are located in
regions of relatively low power.

As mentioned before, the CW is of finite length in ¢. It
is convenient to consider this finite segment as one cycle of
a periodic function of ¢, and to normalize the pitch period
of this periodic function to 27. Because the original speech



signal is bandlimited, the periodic function of ¢ can be de-
scribed by a finite (time-dependent) Fourier series (FS):

k=K

u(t, 9) = Z ak(t)cos(kd) + bi(t)sin(ko). (1)

k=1

(Although this FS description with normalized pitch pe-
riod is convenient, a time-domain description without pitch-
period normalization can also be used, e.g. [2]. For the pro-
cedures presented here, these two methods result in slight
numerical differences, which are usually not perceptually
significant.) Upon extraction, the prototypes are aligned.
In the alignment procedure, the phase ¢ of the newly ex-
tracted prototype is offset so as to maximize the cross cor-
relation of it and the previous prototype waveform. Figure
1 shows the aligned prototype waveforms and the linear-
prediction residual from which they are obtained, for a fixed
sampling interval of 2.5 ms. The box around a segment of
the residual signal outlines the segment which corresponds
to a prototype waveform, prior to alignment. The residual-
domain CW can be converted into a speech-domain CW
by means of circular convolution, which can be performed
directly on the FS representation [7].

residual signal

extracted prototypes

]

Figure 1. Extraction of the prototype waveforms.

The conversion from the two-dimensional to the one-
dimensional domain can be performed in the speech do-
main or in the linear-prediction residual/excitation domain.
In practice, only small numerical differences are found be-
tween the two methods. These differences are caused by the
differences between circular and lirear convolution. The
principle of the transform from the two-dimensional CW
domain back towards the one-dimensional domain is illus-
trated in Fig. 2 for the excitation-domain case. The con-
tours in planes parallel to the ¢ and vertical axes represent
the prototype waveforms. The CW is upsampled by linear
interpolation between the prototype waveforms. To obtain
a one-dimensional function from the evolving CW, the re-
lation between the phase ¢ and time t must be specified.
This relation is given in Fig. 2 by the diagonal curves,
which have coordinates of the form [¢, ¢(t), u(¢, #(2))]. The
slope d¢(t)/dt is the fundamental frequency. If p(t) is the
pitch period, the relation between ¢ and ¢ is given by

o(t) = / ELEFN) (2)

: P()

The time-domain signal is e(t) = u(t, ¢(2)).

The articulation rate of the reconstructed speech signal
can be changed by changing the sampling interval between
the prototype waveforms from that used during analysis. To
prevent an increase in the level of periodicity (buzziness)
for a decrease in the articulation rate, the decomposition
described in the next section must be used. Small changes
of the pitch track can be accommodated by changing p() in
equation 2. For large changes, this must be combined with
band-limited interpolation of the discrete complex spectrum
specified by the FS coefficients prior to pitch scaling.

Figure 2. Construction of the excitation signal.

To be useful in coding, performing a forward transform
followed by a backward transform should not result in signif-
icant perceptual distortion. If forward and backward trans-
forms are not the exact inverse of each other, the perfor-
mance of the transform must be evaluated by subjective
testing. Thus, the transform to and from the CW was sub-
jected to formal Mean Opinion Score (MOS) testing, with
results shown in Table 1. The deteriorating effect of under-
sampling of the CW is clearly shown. Signals which are un-
dersampled generally sound “buzzy” for regions containing
a significant nonperiodic component. In formal comparison
tests, it was found that, at a 400 Hz update rate, the speech
quality is near that of the original signal and significantly
better than the ITU G.726 (32 kb/s ADPCM) standard.

Table 1. MOS as a function of the update rate in WI.

CW Sampling Rate (Hz) 50 100 200 400
Mean Opinton Score 23 28 36 4.0

3. DECOMPOSITION OF THE CW

Since the nonperiodic (noise) component of a speech signal
contains little redundancy, 1t requires a high bit rate for
accurate transmission. However, unvoiced speech can be
replaced by a signal with roughly identical magnitude spec-
trum and an almost similar signal-power contour without
a decrease in the perceived naturalness of the speech signal
[8]. Conversely, the human-auditory system is very sensi-
tive to small changes in the spectrum of the quasi-periodic
component of the speech signal. An example of such sensi-
tivity is the perception of reverberation. These differences
in perception suggest separate coding of these components
would be beneficial.
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Figure 3. Decomposition of the residual signal.

When the original signal is quasi-periodic, the CW
evolves slowly. In other words, the correlation between CWs
decays slowly with increasing separation. For a nonperiodic
signal, the correlation between CWs vanishes when their
separation is one pitch period or more (at shorter separa-
tions they overlap). As a result, simple linear filtering can
be used to separate the quasi-periodic and nonperiodic com-
ponents of speech. By high-pass filtering u(?, ¢) (i.e. the
FS coeflicients ax(t) and bx(t)) in the t direction, a rapidly-
evolving waveform (REW) is obtained. This waveform rep-
resents the nonperiodic component of speech and dominates
during unvoiced speech. Similarly, low-pass filtering leads
to a slowly-evolving waveform (SEW), which represents the
quasi-periodic (voiced) component of the speech signal.

Figure 3 illustrates the decomposition for the word “help”
spoken by a female. At the top the linear prediction residual
signal is shown and below that the evolving CW, normal-
ized to unit power. Low-pass and high-pass filtering with a
cut-off rate of 20 Hz results in the SEW and REW which
are shown below the CW. Note that the SEW can be down-
sampled to 40 Hz (assuming an ideal low-pass filter).

The decomposition of the evolving CW into a SEW and
a REW allows efficient coding of the CW despite a high
CW sampling rate. To obtain the same perceptual qual-
ity by direct quantization of the CW itself would require
a significantly higher bit rate. The SEW can be described
accurately at a low bit rate because it changes slowly as a
function of time, allowing downsampling and/or differential
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quantization. The REW can be described accurately at a
low bit rate because perceptually accurate reconstruction
requires only a rough description of the REW magnitude
spectrum. FEarlier experiments [9] suggest that it will be
useful to specify the power contour of the REW within a
CW (modulate the power along the ¢ axis). Informal trials
indicate that such fine-resolution of the REW power con-
tour leads to a small improvement in quality. However, in
the implementations discussed below, the REW phase is
random.

4. CODER IMPLEMENTATION

Two principles were used in the design of a WI coder im-
plementation. First, the parameters to be quantized were
selected so as to be maximally independent. For example,
the pitch period and the energy of the speech signal are in-
dependent parameters. Using such “orthogonality” between
model parameters allows the quantizers to be designed in-
dependently, and it minimizes the effect of channel errors.
Second, each transmitted index is to affect a minimal num-
ber (preferably only one) of the model parameters. In other
words, a classification which selects the speech model or the
quantizers is not used. The avoidance of classification fa-
cilitates robustness to background noise (particularly pre-
viously unknown background noise), and increases the ro-
bustness to channel errors.

Table 2. Bit allocation for the 2.4 kb/s WI coder.

parameter update rate (Hz) bit allocation
LP coefficients 40 30
pitch period 40 7
signal power 80 2
REW magnitude 240 Jorl
REW phase 480 0
SEW 40 7

In the 2.4 kb/s WI coder, the prototype waveform is ex-
tracted from the original signal at a rate of 480 Hz and
represented by FS coefficients. At the receiver, these pro-
totype waveforms are reconstructed from quantized param-
eters transmitted at a number of different rates. These pa-
rameters, their update rates, and their bit allocation are
summarized in Table 2.

At the analyzer, the signal power is computed for each
prototype waveform, transformed to the logarithm of the
speech-domain power, low-pass filtered, and then downsam-
pled to a rate of 80 Hz. This sampled signal is quantized
using a differential quantizer. At the receiver, linear or step-
wise interpolation is used for upsampling of the power to 480
Hz. The linear-prediction coefficients are transmitted at a
rate of 40 Hz and quantized using split-VQ of line-spectral
frequencies [10], designed with a method which maximizes
robustness to channel errors [1 11. At the receiver, the line-
spectral frequencies are upsampled to 480 Hz by linear in-
terpolation. .

The prototype waveform power is normalized to have
unity magnitude spectrum before quantization of the REW
and the SEW. Separate gain quantizers are not used for the
REW and SEW. At the receiver, each REW is the result of
combining the quantized magnitude spectrum with a new
random phase spectrum. The magnitude spectrum is trans-
mitted at 240 Hz. The quantization index for the shape of
the magnitude-spectrum (3 bits) is transmitted at 120 Hz,
and the intermediate updates specify the selection of the
previous or the next transmitted shape (1 bit).

For the 2.4 kb/s WI coder, the low-frequency band of the
magnitude spectrum of the SEW is vector quantized, and
transmitted at a rate of 40 Hz. For the remaining frequency
band, the overall prototype-waveform magnitude spectrum



Table 3. MOS, DMOS, DAM, and DRT test results for 2.4 kb/s WI coder and 4.8 kb/s FS1016.

test type MOS MOS MOS DMOS DMOS DMOS DAM DAM DAM DAM DRT DRT
condition quiet office MCE car Humvee M2 quiet quiet Humvee 2% quiet 2%
WI 2.4 3.77 2.93 2.73 3.74 3.50 3.11 66.8 68.9 38.3 42.7 92.0 87.2
FS1016 3.59 2.94 2.68 3.78 2.85 3.10 63.1 67.5 37.9 42.2 92.8 87.7

1s approximated as exactly flat. Since the prototype wave- 6. CONCLUSION

forms are defined in the LP-residual domain, this is a rea-
sonable approximation. Thus, for this remaining band, the
SEW magnitude spectrum can be computed from the (flat)
overall magnitude spectrum and the REW magnitude spec-
trum. One of four phase spectra is selected for the SEW on
the basis of the REW spectrum transmitted.

The prototype waveforms are formed by adding the FS
coefficients representing the REW and the SEW. A postfil-
ter is used to shape the prototype waveforms [12]. Appli-
cation of the postfilter to the prototypes is advantageous,
because the signal power is set afterward.

The pitch period is transmitted at a rate of 40 Hz. At
the receiver the pitch-period signal is upsampled to a rate
of 8 kHz by interpolation as described in section 2, and a
phase track is computed. Ar 8 kHz CW signal is obtained
by linear interpolation of the prototype waveforms, and the
phase-track is used to convert this two-dimensional signal to
the one-dimensional linear-prediction excitation signal. FS
terms which cross the Nyquist frequency are interpolated
from or to zero amplitude. The LP contribution to the
spectral shape is added either to the prototype waveforms,
or to the one-dimensional signal by conventional filtering.

Using the unquantized SEW in the 2.4 kb/s coder indi-
cates that more accurate quantization of the SEW results
in significant performance gains. This may be used in an
embedded coding scheme with the 2.4 kb/s system as the
lowest rate. In general, it can be said that, at 2.4 kb/s, the
reconstructed speech quality is limited by the quantizers,
and not by the model.

5. RESULTS

The 2.4 kb/s WI coder was part of a survey of 2.4 kb/s
coders, which was organized by the U.S. Department of
Defense in the third quarter of 1994 [13]. Eight different
coders from various organizations participated in this test.
The WI coder obtained the highest score for half of the 22
test conditions. Six of these wins were statistically signifi-
dant. In 21 of the 22 conditions the WI score was either the
highest score or not significantly different from the highest
score. The remaining condition was a DRT with very high
background noise level.

The survey also contained the 4.8 kb/s FS1016 standard
14] as a reference. When 2.4 kb/s WI is compared to
51016, WI scored highest for the majority of conditions.

WI outscored FS1016 four times by a statistically significant
margin, whereas FS1016 was never better than WI by such
a margin. Table 3 shows some representative test results
for the 2.4 kb/s WI coder and FS1016. Most test labels
are self-explanatory; MCE indicates a mobile command en-
vironment, Humvee and M2 indicate the background noise
for an all-terrain and fighing vehicle, respectively, and 2%
indicates 2% random channel errors. The two DAM tests
for quiet background have a different set of speakers.

The 2.4 kb/s coder currently requires 60 ms look-ahead.
Of this, 25 ms is used for the filtering operation required
for the decomposition. Work is in progress to minimize the
complexity of the 2.4 kb/s WI. Without shortcuts affecting
the numerical output, the current complexity is about four
times that of FS1016 [15].
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The waveform interpolation {WI) method facilitates effi-
cient coding of speech. It provides a speech quality which
converges to that of the original signal with increasing bit
rate. It can also be used for time-scaling and pitch-scaling
of speech. The 2.4 kb/s WI coder imiplementation demon-
strates the potential of the method by providing a speech
quality at least equivalent to that of the 4.8 kb/s FS1016
standard under all of 22 tests. The WI method is expected
to be effective for bit rates between 2 and 8 kb/s.
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