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Foreword

The 17th International Conference on Human-Computer Interaction, HCI International
2015, was held in Los Angeles, CA, USA, during 2–7 August 2015. The event
incorporated the 15 conferences/thematic areas listed on the following page.

A total of 4843 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 73 countries submitted contributions, and 1462 papers and
246 posters have been included in the proceedings. These papers address the latest
research and development efforts and highlight the human aspects of design and use of
computing systems. The papers thoroughly cover the entire field of Human-Computer
Interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. The volumes constituting the full 28-volume set of the
conference proceedings are listed on pages VII and VIII.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2015
conference.

This conference could not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor, Prof. Gavriel Salvendy. For their outstanding efforts,
I would like to express my appreciation to the Communications Chair and Editor of
HCI International News, Dr. Abbas Moallem, and the Student Volunteer Chair, Prof.
Kim-Phuong L. Vu. Finally, for their dedicated contribution towards the smooth
organization of HCI International 2015, I would like to express my gratitude to Maria
Pitsoulaki and George Paparoulis, General Chair Assistants.

May 2015 Constantine Stephanidis
General Chair, HCI International 2015
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Program Board Chairs: Fiona Fui-Hoon Nah, USA
and Chuan-Hoo Tan, Hong Kong
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http://www.hci.international/2015/ 

• Andreas Auinger, Austria
• Michel Avital, Denmark
• Hock Chuan Chan, Singapore
• Patrick Chau, Hong Kong
• Constantinos K. Coursaris, USA
• Soussan Djamasbi, USA
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HCI International 2016

The 18th International Conference on Human-Computer Interaction, HCI International
2016, will be held jointly with the affiliated conferences in Toronto, Canada, at the
Westin Harbour Castle Hotel, 17–22 July 2016. It will cover a broad spectrum
of themes related to Human-Computer Interaction, including theoretical issues,
methods, tools, processes, and case studies in HCI design, as well as novel interaction
techniques, interfaces, and applications. The proceedings will be published by
Springer. More information will be available on the conference website:
http://2016.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2016.org

http://2016.hci.international/ 
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Social Media Analytics with Facebook -
The Case of Higher Education Institutions

Claudia Brauer1,2(&) and Edward W.N. Bernroider1

1 Department of Information Systems and Operations,
Vienna University of Economics and Business, Vienna, Austria

cbrauer@wu.ac.at
2 Management Center Innsbruck, Innsbruck, Austria

Abstract. Social Media Analytics has developed into a new research field
within information science in the last years. Due to this fact, currently only a few
research results about the usage of Social Media Analytics exist. To fill this gap,
we conducted an international delphi study among selected higher education
institutions (HEIs) in Germany, Austria and Switzerland which are applying
Social Media Analytics related to Facebook. The results demonstrate that the
majority of HEIs use more than one Social Media Analytics software tool and
consider different Facebook metrics pre-dominantly on a monthly basis to
evaluate and to develop their Facebook activities. We conclude that many HEIs
lack an integrated Social Media Analytics strategy, under-utilize the real-time
capabilities of Social Media Analytics and would benefit from Social Media
Analytics.

Keywords: Social Media Analytics � Social Media Analytics metrics � Face-
book � International delphi study � Higher education institutions (HEI)

1 Introduction

Due to the increasing importance of online social networks, Social Media Analytics has
gained importance in information science and practice in the last years (Zeng et al.
2010; Leskovec 2011; Fan and Gordon 2013). However, currently only a few com-
panies use Social Media Analytics to analyse their social networks (Ruhi 2014). The
application of Social Media Analytics is essential for the development of an integrated
social media strategy and the overall organizational strategy and provides a competitive
advantage (Frauenhofer 2011; Alt and Wittwer 2014). As a result of the novelty of
Social Media Analytics, there is currently relatively little research about the usage of
this in the different industries (van Barnefeld et al. 2012). Especially the usage of Social
Media Analytics in HEIs to support managerial decisions is less scientifically inves-
tigated, e.g. which Social Media Analytics metrics are analysed by the HEIs. In this
regard, there exists a great variety of Social Media Analytics metrics in particular
related to Facebook to analyse the development of a social media presence, such as a
Facebook page with, e.g. number of likes, growth rate likes, engagement rate etc.
(Kilner 2014; Permatasari et al. 2014).
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The analysis of the appropriate Facebook metrics based on social media objectives,
as well as the suitable analysis periods, are very challenging for HEIs (Kurniawati et al.
2013; Peters et al. 2013). Especially the management of HEIs benefits from the results
of Social Media Analytics in different ways, e.g. for the development of overall sus-
tainable social media strategy. However, at present HEIs are focused on analysing
learning processes between students and professors, also known under the term
learning analytics. Learning analytics can be defined as “Mining data from systems that
support teaching and learning to provide customization, tutoring, or intervention within
the learning environment” (Romero and Ventura 2007). In this regard, some
researchers synonymously define learning analytics as academic analytics and include
also the analysis of organizational processes in HEIs into their definition (Ferguson
2012). Therefore the research article addresses the following research questions and
makes also a contribution to the research field of academic analytics.

– Which Facebook metrics and Social Media Analytics software are used by HEIs in
Germany, Austria and Switzerland to analyse and develop their Facebook pages?

The objectives of this paper are (1) to provide an overview of the current scientific
literature about Social Media Analytics with a focus on Facebook for HEIs, (2) to
present the Facebook metrics which are analysed by HEIs in German-speaking
countries to develop the Facebook. To answer the research question and to achieve the
research objectives, we conducted an international 2-round delphi study. The article is
structured as follows: Sect. 2 provides an overview of Social Media Analytics with
focus on Facebook in HEIs. In Sect. 3 our scientific approach is described in detail. The
research results of the 2-round international delphi study are described in Sect. 4.
Section 5 summarizes the research results, describes future research topics in the field
of Social Media Analytics and discusses limitations of the present research study. Due
to great variety of online social networks we selected Facebook, because Facebook has
its origin in HEIs and it has the highest number of users worldwide (Facebook 2014).

2 Social Media Analytics with Facebook in HEIs

2.1 Social Media Analytics and Social Media Analytics Metrics

Currently ambiguities concerning the definition of Social Media Analytics as a result of
the interdisciplinarity and the variety of Social Media Analytics applications exists
(Zeng et al. 2010; Etlinger and Li 2011; Kurniawati et al. 2013). Based on Zeng et al.
(2010) Social Media Analytics “is concerned with developing and evaluating infor-
matics tools and frameworks to collect, monitor, analyse, summarize and visualize
social media data to facilitate conversations and interactions to extract useful patterns
and intelligence.” In this regard the terms social media mining, social media moni-
toring, social media intelligence, social media mining or social media performance
measurement can be used as synonyms of Social Media Analytics (Chen et al. 2012;
Ajmera et al. 2013).

In this context Zeng et al. (2010) stated that the development of Social Media
Analytics metrics is an important research field of Social Media Analytics. Based on
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Ruhi (2014), Social Media Analytics metrics should clarify the relationship between
corporate objectives, supporting business unit metrics and social media activities. The
majority of these Social Media Analytics metrics are based on web metrics (Brauer
et al. 2014). Currently there exist a great variety of Social Media Analytics metrics to
analyse the different social media. In this regard, e.g. Facebook Insights offers the
administrator of the Facebook page more than 200 different Facebook metrics, e.g. the
number of likes, the number of posts, negative posts etc. to analyse a Facebook page.1

At present only a few research studies have investigated the importance and usage
of Social Media Analytics metrics within the organization. For example a research
study of the Association of National Advertisers conducted by Ipsos OTX (2014) has
revealed that number of likes, click-through rate, retweets, daily or monthly user,
conversation volume, reach, influence, advocacy, sales, ROI are the most important
metrics for US marketers. Due to different time and personal constraints, it is difficult
for the majority of organizations to select the appropriate Social Media Analytics
metrics in order to analyse the different social media activities within the organizations.
Therefore some companies have outsourced the analysis of social media activities to a
media agency or to other companies (Alfaro et al. 2013).

2.2 Social Media Analytics Software

At present a variety of Social Media Analytics software exists (Chen et al. 2012;
Stieglitz and Linh 2013), but only relatively few research studies about Social Media
Analytics software are available in the literature. Currently few companies use Social
Media Analytics software to analyse and monitor the different social media activities
within the organisation (Ruhi 2014). In this regard, Frauenhofer (2011, pp. 11–15) have
revealed that companies use Social Media Analytics software to analyse, for example,
the corporate reputation, crises (shitstorms), competitors, corporate brand, marketing
campaigns, market/trends, price and innovation.

Since 2011 Facebook offers free of charge Facebook Insights to monitor the
organization´s Facebook page. Regarding to Facebook “Page admins are interested in
understanding if people are engaging with the content they publish. To help them with
this, Facebook provides Page admins aggregated anonymous insights about people’s
activity on their Page.” (Facebook 2014). Facebook Insights is only available for
Facebook pages (not for Facebook profiles) and requires at least 30 fans. Based on
anonymized data, Facebook analyses different user activities on the Facebook page,
e.g. visits, click-through rate etc. and enables the analysis of deeper information about
the Facebook fans and their user behaviour. The different Facebook metrics which are
offered via Facebook Insights can be grouped into several categories: total interactions,
over time interactions, interactions per posts, fan over time, page views and impres-
sions per post and ads (Borthakur et al. 2011; Killekar et al. 2013).

1 https://developers.facebook.com/docs/graph-api/reference/v2.0/insights.
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3 Research Design

As Zeng et al. (2010) and Stieglitz and Linh (2013) have already stated, Social Media
Analytics is multidisciplinary and offers the application of various research methods
from different research disciplines, e.g. statistics, computational linguistics, corporate
management, marketing, sociology. The delphi study is recommended for complex
research questions and if a lack of historical statistical data exists. Furthermore, the
delphi study was also employed in previous IS research to develop different models and
frameworks (Nevo and Chan 2007). The delphi method is a method for “ […]
achieving convergence of opinion concerning real world knowledge solicited from
experts within certain topic areas. The idea of the delphi study is to achieve a group
consensus” (Hsu and Sandford 2007, p. 1) by mitigating halo or bandwagon effects
(Keller and von der Gracht 2014, p. 6). The group consensus is attained by a series of
questionnaires that offers the participants the possibility to reflect their answers
according to the group results from previous delphi study rounds. Therefore we con-
ducted an international 2-round delphi study between May 2014 and August 2014
based on an online questionnaire.

Due to the required experience and the profound background knowledge in the field
of Social Media Analytics, professional staff was selected for this delphi study. There is
no general rule about the sample size of a delphi study (Walker and Selfe 1996).
During the investigation period, 315 higher education institutions in German-speaking
countries out of 530 (60 %) had a Facebook page. We selected HEIs based on the
number of Facebook fans and the country. Therefore HEIs were excluded which did
not provide continuously content on their Facebook page. Based on four month
investigation period of the delphi study and to ensure the execution of international
delphi study we selected HEIs from Germany, Switzerland and Austria. We contacted
30 possible participants via telephone in Germany, Austria and Switzerland. 14 HEIs
participated on the delphi study; nine universities were from Germany, three univer-
sities from Austria and two universities from Switzerland. The average time that par-
ticipating HEIs have used Facebook amounts to 1.149 days. The Engagement Rate
varies between 0.50 % and 3.59 %. All HEIs took part on all delphi study rounds, thus
we had no panel mortality.

Based on Walker and Selfe (1996) at least two delphi rounds are required. The
determination of the necessary rounds can be made ex post or ex ante. We used
Kendall’s Coefficient of Concordance (W) to determine the level of agreement on the
final evaluations. An analysis of the final evaluations resulted in a W of 0.435 and
0.349, which is significant at p < 0.001. In the run-up of the first delphi round, a
comprehensive list with the Facebook metrics was provided to all participants to ensure
the same understanding between the participants.

The objective of the first delphi round was to determine the current usage of Social
Media Analytics and the different Facebook metrics in HEIs in German-speaking
countries. The online survey was divided into two parts and comprised 68 questions.
The first part included questions concerning the Facebook strategy, the organizational
integration of Social Media Analytics and the applied Social Media Analytics software.
The second part included questions concerning the usage of the different Facebook
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metrics. The first round of the delphi study was conducted from 11–24 June 2014. We
reminded participants either via mail or phone from 19–24 June to take part. We then
analysed the results of the first delphi round via SPSS and implemented the online
questionnaire for the second delphi round. The objective of the second delphi round
was to reach a group consensus concerning the importance of the different Facebook
metrics. The survey of the second delphi round comprised 20 questions and was
conducted from 2–20 July 2014. The mean and standard deviation were selected to
present the group opinion of experts. Also in the second delphi round a reminder mail
was sent between starting on 10 July 2014. The analysis of results of the second delphi
round was carried out from 20 July to 13 August 2014.

4 Research Results

4.1 Usage of Social Media Analytics Exemplified by Facebook in HEIs

9 out of 14 experts stated that they have a written social media strategy for their social
media activities. 8 out of 9 experts mentioned that they have specific objectives for
their Facebook page and their Facebook strategy. In the first delphi round the partic-
ipating universities in German-speaking countries consider Facebook Analytics as very
important. More than 50 % of the participants (8) assess Facebook Analytics as very
important (4), 4 as import and 2 as slightly less important. In the second delphi round
the participants evaluated the importance of Facebook Analytics higher (m = 3.89). The
organizational integration of Social Media Analytics in HEIs is closely linked with the
organizational integration of social media marketing. Social media marketing is carried
out in almost all participating universities in German-speaking countries (10) by the PR
department. Only two universities have established a social media department and two
universities consider social media marketing as a part of the marketing department.
Concerning the organizational integration of Social Media Analytics, the majority of
the universities have integrated Social Media Analytics into the same department that is
responsible for social media activities. Only one HEI has outsourced Social Media
Analytics to an external provider. Between 1.5 and 2 employees are responsible for the
support of the Facebook page and between 0.5 and 1 employee is responsible for the
analysis of the Facebook page within HEIs in German-speaking countries. All inves-
tigated HEIs analyse their Facebook page via Facebook Insights. Furthermore, 11 out
of 14 universities have stated that they use additional Social Media Analytics software
to analyse the development of their Facebook page, e.g. Fanpage Karma, Hootsuite,
Buzz or Meltwater.

4.2 Current Usage of Facebook Metrics in HEIs

The analysis of the used Facebook metrics by HEIs allows deeper insights into the
usage of Social Media Analytics in HEIs and their Social Media Analytics strategy.
Previous research has revealed that the number of total likes is the most analysed
Facebook metric, which is also confirmed by our analysis. Our findings show that 13
out of 14 HEIs in German-speaking countries analyse the number of total likes
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(see Fig. 1). However, a more differentiated analyses of the number of total likes by
considering demographic information, gender, age, organic, viral and paid is done by
fewer HEIs. While eight out of 14 HEIs analyse the number of total likes [age] and six
participating HEIs analyse the number of total likes [region] and [gender], only three
HEIs measure the number of total likes [organic] and only one HEI analyses the

Facebook metric N M

Mode 

of Time 

interval

After 

post (6)

Daily 

(5)

Weekly 

(4)

Monthly 

(3)
Quarterly(2)

Yearly 

(1)

Total Likes 13 0.93 3.00

Post Reach 13 0.93 2.00

Post Interactions 14 0.86 4.00

Post Likes 14 0.86 4.00

Post Comments 14 0.86 4.00

Post Shares 14 0.86 4.00

Post Engagement 14 0.79 4.00

Growth Rate Likes 10 0.71 2.00

Total Reach 10 0.71 2.00

Talking About 8 0.57 3.00

Likes [Age] 8 0.57 3.00

Unlikes 7 0.50 2.00

Response Rate 6 0.43 2.00

Likes [Gender] 6 0.43 3.00

Likes [Region] 6 0.43 3.00

Negative Posts 5 0.36 1.00

Positive Posts 5 0.36 2.00

Trending Topics 5 0.36 2.00

Reach [Age] 5 0.36 3.00

Reach [Organic] 5 0.29 3.00

Reach [Viral] 5 0.29 3.00

Reach [Region] 4 0.29 3.00

Net Likes 3 0.21 3.00

Response Time 3 0.21 3.00

Influencers 3 0.21 3.00

Likes [Organic] 3 0.21 3.00

Reach [Paid] 5 0.21 3.00

Reach [Gender] 3 0.21 3.00

Referrals to 

Website
2 0.14 2.00

Referrals from 

Website
2 0.14 3.00

Likes [Viral] 2 0.14 3.00

Likes [Paid] 2 0.14 2.67

Fig. 1. Usage and time periods of Facebook metrics ordered by application of Facebook metrics
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number of total likes [viral] and the number of total likes [paid]. Equally important as
the metric number of total likes is the post reach for HEIs. The second most common
group of analysed Facebook metrics are metrics concerning post interactions. The
number of post likes, the number of post comments, the number of post shares and the
post engagement are analysed by 11–12 HEIs. The third mostly analysed group of
Facebook metrics comprises the growth rate likes, the total reach and the number of
post clicks. These Facebook metrics are analysed by 10 out of 14 HEIs in
German-speaking countries. The number of talking about, the unlikes and the response
rate are only analysed by half or less than the half the participating universities. The
next group of Facebook metrics refers again on Facebook posts, respectively the
content of the posts. Nearly half of universities analyse the positive posts, the negative
posts and the trending topics. Furthermore, the high standard deviation demonstrates
that there is a limited group consensus concerning the current usage of these Facebook
metrics among HEIs in German-speaking countries. The next group of applied Face-
book metrics focuses on the reach of the Facebook page. The total reach [age], the total
reach [region], the total reach [organic] and the total reach [viral] are only analysed by
4–5 HEIs. The following group includes six different Facebook metrics. The net likes,
the top influencer, the response time, the total likes [organic], the total reach [gender],
the total reach [paid] are only analysed by 3 out of 14 HEIs in German-speaking
countries. The last group comprises referrals from the website, the referrals to the
website, total likes [organic] and total likes [paid]. Only 2 out of 14 HEIs analyse these
Facebook metrics. The low usage of referrals from/to website demonstrates a lack of an
integrated social media strategy among German-speaking HEIs.

4.3 Time Periods of Analysed Facebook Metrics in HEIs

In order to get a deeper insight into the analysis of the Facebook page in HEIs, the
participants were asked to name the time periods the different Facebook metrics are
analysed. As Fig. 1 illustrates, only the metric negative posts is analysed yearly by
HEIs in German-speaking countries. The Facebook metrics post reach, growth rate
likes, total reach, the number of unlikes, the response rate, positive posts, trending
topics and the referrals to website are measured quarterly by HEIs. The majority of
Facebook metrics are analysed on a monthly basis. Post interactions, post likes, post
comments and post shares are analysed on a weekly basis. Therefore, it can be con-
cluded that the Facebook page is mainly analysed on a monthly basis in HEIs in
German-speaking countries.

5 Conclusion and Limitations

The present research results allow for deeper insights into the usage of Social Media
Analytics in HEIs in German-speaking countries with the example of Facebook. Our
research results have revealed that not all participating HEIs have a social media
strategy, but all participating HEIs are analysing their Facebook page with one or more
Social Media Analytics software applications. All of them use Facebook Insights to
analyse the development of their Facebook pages. Closely linked with organizational
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integration of social media activities is the organizational integration of Social Media
Analytics. Currently this integration is not clearly dedicated in most HEIs. Currently,
Social Media Analytics is mainly assigned to the PR department. In this regard, further
research on the organizational integration of Social Media Analytics seems warranted,
maybe comparing industries and branches. At present, HEIs analyse a variety of
Facebook metrics to develop their Facebook page. Total Likes, Post Reach, Post
Interactions, Total Reach and Talking About are the most important Facebook metrics
for HEIs. In this context, the importance of the different Facebook metrics from the
perspective of HEIs has to be discussed. For example, the Facebook metric Total Likes
has a limited significance regarding to the long-term developments of Facebook page;
the growth rate of total likes would be more meaningful in this context. In this regard,
the number of analysed Facebook metrics and which metrics are analysed indicate that
only few HEIs pursue an integrated social media strategy despite the majority reporting
an explicit Facebook strategy with objectives. Only two universities analyse the
referrals from/to their website, which is important to understand an integrated social
media strategy including the website. It seems that the majority of HEIs in
German-speaking countries do not exploit the range of Facebook metrics linked with
an overall social media strategy. Our research also revealed that many HEIs analyse
their Facebook page on a monthly basis. The monthly analysis period has to be dis-
cussed against the background of the real-time analysis capability offered by Social
Media Analytics software. Furthermore, we recognize that there is a lack of integrated
and cross-network Social Media Analytics frameworks (cf. Alt and Wittwer 2014).
Therefore, Social Media Analytics measurement frameworks which classify the variety
of the different Social Media Analytics metrics are missing.

One limitation of the present research study is the focus of HEIs in
German-speaking countries. Further research studies about the usage of Social Media
Analytics in other countries are required. Due to high penetration of social networks in
the USA and Asian countries further research in these regions is recommend and would
be interesting to in comparison with the present research results. Another limitation of
our research study results from low number of participating HEIs in German-speaking
countries. As mentioned before, Social Media Analytics is a very young and multi-
disciplinary research field; therefore only a small number of experts took part in the
international delphi study. Nonetheless the present research results provide first
exploratory insights into Social Media Analytics in HEIs exemplified by Facebook.
Further research studies are required to validate and extend our initial results. Finally
one limitation results from the focus on Facebook. Due to a great variety of online
social networks it is difficult to analyse all social online networks. In particular it would
be a very challenging and rewarding future research effort to develop a performance
metric framework for all online social networks.
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Abstract. Online review has become an important repository for consumers to
make online buying decisions. However, writing online reviews is a voluntary
behavior lacking guidelines and it is hard to guarantee the review quality gen-
erated. How to improve online review quality has become a challenge to online
retailers and review aggregators. In this study, we explore the design of review
writing interface in order to provide engaging writing experience for online
reviewers. Using the motivational affordance theory as the theory basis, we
define the motivational factors and corresponding design elements, which
support reviewers to fulfill their motivation to write their online reviews. We
explore how the engaging experience supported by cognitive and social affor-
dances will affect reviewers’ writing performance.

Keywords: Motivational affordance theory � Online review quality �
Engagement � Social presence � Review writing � Interface design

1 Introduction

Online review is an important information source for consumers to reduce product
uncertainty in making buying decisions. But with the increasing volume of online
reviews, consumers are struggling with large volume of information in pre-purchase
decision phases, and simplicity and good quality information has become more
important to consumer stickiness, leading to higher recommendation to friends and
repurchase intention.

In order to relief consumer from online review overload, researchers, online
retailers and review aggregators attempt to develop personalization techniques and
online review filtering strategy to selectively display online review [1, 2]. Yelp.com
rejects more than one quarter of online reviews because they are fake or of poor quality
[3]. Such techniques may fail when faced the issues such as cold startup and product
review spam, and can be effective only if there are reviews of high quality.

Writing online review is a voluntary post-consumption behavior of consumers
motivated by extreme experiences, and the desire to share such experiences. Previous
literature on online product communication has found different drivers of online review
writing behavior, and researchers have proposed suggestions on how to improve online
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review performance by leveraging their findings [4]. Besides, studies on online review
helpfulness also suggested guidelines for writing helpful online reviews, which imply the
need and the potential of guiding online reviewers to improve their review writing [5, 6].
In this study, we study online review writing as a computer mediated communication
behavior, in which online review writing interface serves as a supportive technology to
engage online reviewers to achieve their goal. Taken a motivational affordance per-
spective, this study proposes motivational supportive design of online review writing
improves online review quality by providing reviewers engaging experience.

This paper is organized as follows. First, we discuss the extant findings of online
review motivation and online review quality. Second, we introduce motivational af-
fordance theory, and propose the research model of this study. Based on this theory,
two key motivational affordances are proposed and analyzed: cognitive motivational
affordance and social motivational affordance. These two types of affordances generate
positive experiences, measured by engagement and perceived social presence, which
then encourage online reviewers to write online reviews of better quality. Experiment
in movie review setting is designed to test the effectiveness of such design. Finally,
potential contributions of this research are discussed.

2 Literature Review

2.1 Online Review Motivation

After consuming a product or a service, consumers may be motivated by various
reasons to share their experiences or feelings via different channels. Online review
writing is a social voluntary behavior motivated by the need for reputation, reciprocity
and sense of belongingness to the online community [7].

Writing online is motivated by the affiliation to existing online product or review
community. The need to belongingness is one of the fundamental drive of human
being, and such need motivate people to interact and maintain social bond in order to
be satisfied [8]. Online review writing is an act of joining the existing online product
communication and fulfilling the sense of belongingness [7]. Social benefit is the most
influential determinant motive to online review platform visit frequency and comment
writing behavior [9]. According to [4], consumers tend to write reviews on a popular
product which has a lot of reviews because the number of previous reviews indicate the
popularity of the topics and the presence of potential audience. Such information will
attract reviewers to join the conversation as part of the community. When people
perceive themselves as the community member, they are intrinsically to share and act
for the benefit of other group members [10]. The affiliation to virtual community is one
distinct characteristic of online review compared with traditional word of mouth.
Reputation is another important motives of online information sharing behavior [11].
Online reviewers perceive the online review platform as the opportunity to establish
their reputation by writing online reviews [7]. People are writing reviews to share their
experience or opinion to influence or persuade potential audience. The audience of the
online review includes the product retailers, the existing product communication
community and potential consumers who are interested in the focal product.
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To further the present work on online review motivation, our study explores how
such motivation can be further exploit to the design online review writing interface.
When reviewers are expressing their opinion, their audiences are invisible. Online
review editing interface has different social design elements that serve to visualize
certain social presence to reviewers.

2.2 Online Review Quality

Although online review provides additional information for consumers to make the
purchase decision, it may cause information overload among consumers [12, 13]. The
quality, rather than the volume of online review becomes the focus of research in order
to improve online buying experience. Previous studies have identified the character-
istics, antecedents and consequences of online review quality or helpfulness [5, 13, 14].
However, how to improve online review quality remains a question.

One of the common practice is to use consumers or participants to evaluate the
online review quality (or helpfulness), especially using the number of the helpfulness
votes. It refers to the helpful votes cast from the consumers who have read the review
[15]. In experiment setting, the helpfulness of online review can be measured with the
subjective scores given by trained coders [16]. Helpfulness votes of online review is a
design feature provided in many e-commerce websites, such as Amazon.com. Con-
sumers can vote for the piece of review they found helpful by clicking the helpfulness
button. Besides subjective votes of online review, the linguistic characteristics of online
review such as readability [15], online review depth [14], as well as source features
such as the status of online reviewers are powerful predictors of online review quality
[14, 17, 18].

With the predictors of online review helpfulness, designers can develop person-
alization strategy in display the sequence of online review [19]. However, such
attempts cannot solve the low-quality review problem. Although studies [6, 21] have
suggest guidelines to help online reviewers, there lacks empirical research on the
implementation of such findings to influence online review behavior, which is sus-
ceptible to the manipulation of writing context [20].

2.3 Motivational Affordance

Motivation can affect human behavior in two aspects: the direction and the strength of
the behavior. Motivational affordance in information technology design is proposed
[22] following the recent work in positive psychology. Affordance is a concept from
eco-psychology, referring the properties of an object or environment and how such
properties control or affect human behavior [23]. In interaction design, affordance refers
to design features and what such design features offer to the product users, i.e. how
things can be designed in a way that the user can easily infer what they afford [24].
Motivational affordance includes two components: the interaction or interface design
elements and the process of how such design elements support users to fulfill their
motivational need [22].
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According to motivational affordance theory, information system or application
should be designed to support the major motivational needs of users, which vary
according to the contexts and task types [25]. Therefore, designers should first
understand what motivates users to adopt and use certain type of information tech-
nology. There are three major types of motivational needs: emotional, cognitive and
social needs [22]. For example, in the context of group idea generation, people are
motivated to achieve self-efficacy and demotivated by social evaluation apprehension
[26]. Therefore, goal-setting and timely feedback are identified to provide cognitive
support to gain sense of achievement and finally towards better performance [27].
Empirical studies on gamification have examined the design of motivational affordance
and its positive effects on psychological and behavior outcomes [28]. Enhancing the
motivational affordance design in information system can lead to positive user expe-
rience such as engagement and enjoyment, and such positive user experience is
associated with the desired behavioral outcomes according to the contexts.

3 Hypothesis Development

In this study, we aims to design online review writing interface to enhance individual
performance of online review writing. We propose that online review writing needs
two types of motivational support: one is social motivation affordance, and the other is
cognitive motivational affordance. In the following part, we will provide the rationale
of our hypothesis of design guidelines for the effect of engaging online review expe-
rience (Fig. 1).

3.1 Social Motivational Affordance

Two design features are proposed here to improve the social presence of online product
community and the potential audience of online review. Others’ reviews of a product
refer to the individual comments written by the previous reviewers. Potential readers
refer to the consumers, who are interested in the product, i.e. online consumers who
have marked down the products for future buying.

Fig. 1. Research model
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Different types of communication cues can change perceived social presence in
computer mediated communication context, and such changes in social presence level
will influence group communication behavior [26, 29]. Low social presence level leads
to lower commitment behavior to social group, such as greater group polarization [26].
The media of high social richness could evoke the quality of social interaction during a
mediated social interaction [30]. In online review writing, presenting previous online
reviews and the potential readers of the online product review can be visualized as the
communication cues to demonstrate the presence of community to belong and audience
to reach. Supported by such communication clues, online reviewers can enhance the
perceived social presence level of online community and audience. Social presence of
the website in turn, enable the sense of connection between the website and its visitors
[31]. More specifically, empirical evidence has shown that the provision of online
reviews increased the level of social presence, which strengthened the social bonds
between the readers and the website [32].

Hypothesis 1. Social motivational affordance (others’ reviews, potential readers) is
positively associated with perceived social presence.

People are motivated to write online as a way to establish social connection with
online product community. Enhancing the social motivational affordance in online
review writing contexts can improve the quality of online review performance for
several reasons. First, visual cues of previous reviews makes the presence of online
product community or online word of mouth community more salience. Second, salient
online product community motivates reviewers to feel stronger social presence of other
reviewers and exemplify the need to communicate and establish social bond. Third, to
some extends, writing online review serves as a way for online reviewers to share their
personal feelings on the same item with community members. Therefore, with the
presence of visual cues of online product community, online reviewers will be more
motivated to write online reviews. People tend to share their personal feeling and
experience with the audience of closer social distance. Emotion information also
influences how consumer perceives the helpfulness of online review [21].

Hypothesis 2. Perceived social presence is positively associated with online review
quality.

3.2 Cognitive Motivational Affordance

Competence is a psychological need that everyone strives to fulfill. Competence as
psychological need provides a source of motivation for exerting efforts necessary to
overcome optimal challenges [33]. Optimal challenge is represented a level of difficulty
and complexity that fit the focal individual’s current knowledge and skill. With the
provision of cognitive support in the writing interface, online reviewers form an
engaging writing experience because the level of task difficulty is lessen with the
design of cognitive affordance. Three cognitive motivational affordances are proposed
in the context of online review writing: detailed product information, writing hints and
word count feedback.

Detailed product information can assist reviewers in recalling product related
information. According to cue-summation theory, the number of available cues or
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stimuli increases effectiveness of learning [34]. Rich product presentation enhances
consumers product knowledge, which leads to higher perceived usefulness of the
website [35]. Supported with more information cues in the writing phase, online
reviewers can relate their consumption experience with the information and write more
informative reviews. The presence of an external memory can serve to reduce the
burden on the consumer’s internal memory. That is, both internal memory and external
memory can be viewed functionally as sources of information [36]. Besides, people are
more cognitively absorbed in the task when perceiving task-related cues [37]. There-
fore, we propose that providing product-related information can increase user
engagement in writing online reviews. Writing hint module is often adopted in blog
writing assistant system, and study has shown that such function can improve users’
writing performance with higher system satisfaction [38].

Timely feedback combined with optimal challenge supports people to evaluate their
performance. Word count feedback refers to the number of words that user has written.
Length of online review is an important indicator of online review depth [14]. Online
reviewers can use review length as a timely feedback to evaluate their contribution
compared with their past performance or norms of online review community. With
such meaningful evaluation supported by the feedback, reviewers are more engaged in
the writing task itself.

Hypothesis 3. Cognitive motivational affordance (detailed product information, writing
hints and word count feedback) is positively associated with online review engagement.

User engagement is associated with positive outcome of online system across
different contexts. For example, higher user engagement leads to better user perfor-
mance in online product understanding, and higher intention to the website [35].
Cognitive absorption is positively related with task participation and learning satis-
faction in virtual world context [37]. Besides, recent study on online review has found
that online reviewer engagement characteristic improve the prediction of online review
helpfulness [1]. Therefore, when online reviewers are more engaged in online review
writing task, they are more likely to write online review of higher quality.

Hypothesis 4. Online review writing engagement is positively associated with online
review writing quality.

4 Method

We design lab experiments to test the hypothesis. In the experiment, we will explore
whether the design of motivational affordances can offer social presence and engage
users. Four designs will be implemented: social affordance group, cognitive affordance
group, social-cognitive affordance group and control group.

4.1 Procedures

First, participants are invited to read and signed the informed consent and notified the
basic steps of the experiments. Second, participants need to finish a questionnaire about
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their online review experience. Third, participants are led to a web page to watch a
short film and write an online review on it after watching it. There are four manipulated
online review writing interfaces: social affordance interface, cognitive affordance
interface, interface including both social and cognitive affordance, and the control
interface. Forth, after submitting the online reviews, they will fill in a questionnaire
about their experience on the online review-writing page. Perceived social presence and
engagement adapted from [30, 39] will be measured. Manipulation check will be
provided to see if the participants have noticed such design elements.

4.2 Dependent Variables

The dependent variables are the online review quality. According to previous research,
we will consider the review quality from the review depth, review helpfulness and
other dimensions. We will use Amazon mechanic Turk to credit the quality index the
online reviews. In our study, we will exam the online review writing performance from
two important factors of online review adoption: online review quality and online
review helpfulness. Online review quality is framed as argument quality “the strength
or plausibility of persuasive argumentation” [40, 41], and can be evaluated in terms of
the information content, accuracy, format, and timeliness [42]. In terms of helpfulness,
we will adopt the measurement of online review helpfulness in [21, 43].

5 Contribution

This study contributes to the literature of online review and motivational affordance
theory. First, this study designs experiment to investigate the mechanism of motivation
to online review writing while previous studies on online review motivation use survey
method to explore the general determinants of online review generation [9]. How the
social motivation and cognitive needs can be satisfied during review writing process
can be examined through the experiment design. Second, compared with online review
consumption activities, review writing behavior has been received less attention from
IS literature. This study offers insights on the locus of review writing behavior, and
enriches the repertoire of behaviors studied by IS community. Thirdly, this study is an
application of motivation affordance theory in information system artifact design. More
empirical evidence of motivational affordance theory is needed towards a stronger
design theory [27]. Future study may look at how to generalize the design process of
motivational affordance design, and such attempts may offer practical significance to
guide the industry.
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Abstract. Recent techniques of opinion mining have succeeded in analyzing
sentiment on the social media, but processing the skewed data or data with few
labels about political or social issues remains tough. In this paper, we introduce
a two-step approach that starts from only five seed words for detecting the stance
of Facebook posts toward the anti-reconstruction of the nuclear power plant.
First, InterestFinder, which detects interest words, is adopted to filter out irrel-
evant documents. Second, we employ machine learning methods including
SVM and co-training, and also a compositional sentiment scoring tool CopeOpi
to determine the stance of each relevant post. Experimental results show that
when applying the proposed transition process, CopeOpi outperforms the other
machine learning methods. The best precision scores of predicting three stance
categories (i.e., supportive, neutral and unsupportive) are 94.62 %, 88.86 % and
10.47 %, respectively, which concludes that the proposed approach can capture
the sentiment of documents from lack-of-label, skewed data.

1 Introduction

Opinion mining has drawn much attention for both research communities and indus-
tries for its high relevance to knowledge mining applications. In the web environment,
opinions are largely provided by users, especially in the form of texts. In the past,
opinions have been classified into several categories, e.g., positive, neutral and nega-
tive. In some researches, scores which show the degree of valence for text segments
were also determined [13].

The successful results of applying opinion mining in business encourages the
attempt at automatically collecting opinions from the Internet for government or
political parties to make decisions. However, it is more challenging either from the
perspective of relevance judgment for posts or from telling the standpoint, compared to
the review analysis of products, movies or travel experience, which is considered a
success in business. As to the relevance, real controversial posts need to be identified
from all posts related to the issue. The pure introductions, descriptions, and the facts
about the issue should be excluded, which are usually separated from real comments in
review forums but mixed up in media like Facebook, blogs and political forums where
opinions towards public issues are found. As these issues are usually very specific,
performance of finding relevant posts tends to report high recall but low precision.
In addition, typical decision making involves telling supportive instances from
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unsupportive ones, which is considered more easily prone to errors than telling positive
instances from negative ones. A typical example could be a post which criticizes
(negative content) the behavior of the unsupportive party and makes the standpoint of
the whole post supportive.

At least three requirements need to be fulfilled for support determination. First,
opinions that government is keen to know are usually towards new issues that trigger a
heat debate. As these issues are new, data analytics usually have difficulties to find
sufficient labeled data to create their models. Therefore, we need an approach which
can easily start from a small set of labeled data. Second, data collected from the Internet
are very often highly skewed. However, the minority opinions are of vital importance
as they are challenging to be retrieved but valuable for decision making. Therefore, the
proposed approach should be able to retrieve the minority. Third, as there will be many
supportive and unsupportive documents, precision is very important for the proposed
method when reporting evidence to the decision makers.

In this paper, we aim to extract supportive and unsupportive evidence from
Facebook data of two characteristics: highly skewed but with little labeled training
data. Hence, the public issue “Anti-reconstruction of Lungmen Nuclear Power Plant1”,
is selected in order to demonstrate the challenge of this research problem. The fate of
the power plant is to be decided in a future country-wide referendum, and whether
having the referendum or not is a government decision. Successfully analyzing opin-
ions on Internet can definitely help government to make a right decision. However,
there is no labeled data for experiments. Moreover, from the testing data we generate,
we know the unsupportive evidence is only about 1.25 % of the whole, which is quite
little. Here “supportive” denotes the “support” of “anti-construction” and having this
literally unsupportive topic title implies that it might be unlikely to extract evidence by
only determining the polarity of documents.

To meet the requirements of this research problem, we propose models which can
start from a very small set of seed words, i.e., no more than 5 words. Working with
these few seed words, we illustrate how to find supportive and unsupportive evidence
based on an existing sentiment polarity determination tool or the SVM models. Then
their performances are compared with each other. Results show that seed words
working with the sentiment analysis tool together with a transition process from
polarity to standpoint significantly outperforms the commonly adopted SVM models,
i.e., pure SVM model or SVM co-training models, when having little and skewed
training data.

2 Related Work

As we mentioned, researchers have been applying sentiment analysis techniques on
political, social or public issues. For example, some researches tried to predict the
results of American president election, analyze the aspects of candidates [12], or more
specifically, show the influence of the speech of Obama on the election [5]. Wang et al.

1 http://en.wikipedia.org/wiki/Lungmen_Nuclear_Power_Plant.
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[16] adopted the Naïve Bayes model to analyze people’s attitude towards DOMA
(Defense of Marriage Act). However, most of them were working on existing balanced
data or a certain amount of balanced data generated for experiments, which is not cost
effective when many different issues are to be analyzed.

Both content based and knowledge based approaches have been tested for senti-
ment analysis, and we propose one approach for each of them. The knowledge based
approaches usually have issues acquiring necessary resources or being applied to data
of different languages. In this paper, we adopted a Chinese sentiment analysis tool
CopeOpi [7], which provides sentiment scores for words, sentences and documents. As
to the content based approach, we adopt the commonly used SVM model to solve the
proposed research problem. SVM model has been adopted from the very beginning of
the history of tackling sentiment analysis problems [10]. It has served as a good
baseline. However, requiring labeled data for training makes it difficult to be applied on
a large amount of various unlabeled Internet data.

This paper focuses on unsupervised or semi-unsupervised methods as it is usually
difficult to find stance labels for web posts. Bollen et al. [2] used Profile of Mood States
(POMS), which detected each tweet’s emotion on six dimension without machine
learning technique. The results on the timeline matched the global social, political and
economic events happened in this time period. Hu et al. [4] used post-level and
word-level models to detect the polarity of a tweet. This unsupervised method can be
considered as an alternative of LSA or word vector. On the other hand, Blum and
Mitchell [1] proposed co-train algorithm to utilize labeled and unlabeled data together
when training models, and it is also widely used for sentiment analysis [8, 15]. It seems
that the co-training model can decrease the pain of having too little labeled training
data. Recently, Gao et al. [3] used co-training to build models to construct bilingual
sentiment lexicon. Their co-training process is modified and utilized in this paper.

3 Materials

We collected a total of 41,902 Facebook documents from related fans groups in one
year period of time for experiments. Each document contains the post time, title,
message, number of likes, number of shares and number of comments. From them, we
randomly selected 4,000 documents and labeled them as supportive, neutral or un-
supportive for testing, while the other 37,902 unlabeled documents were left for
training. Documents are classified into 5 types as shown in Table 1 when they are
collected, where documents of the status type are from the status or shared post of
Facebook users, and question is a function of Facebook fans groups. Testing data were
labeled by four annotators and results are shown in Table 2. From Table 2, we can also
see that the unsupportive documents are less than one tenth of supportive documents.

We select some example testing documents shown in Table 3 to give a brief view of
the material. The title field could be a website address of in a link type post or the
context of the shared (status type) post. The message written by the author is then
listed, which may show a complete different sentiment to the context in the title (e.g.,
the supportive one, the author argued that the title’s author, who supported nuclear
power, is an idiot). For the neutral ones, it could be a piece of news that reported the
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event related to the nuclear power without showing the stance, a political event that
prompted to these fans groups to ask for supporting, or something just unrelated to the
nuclear power (the listed neutral one). As a result, it is hard to determine the stance only
by surface information while documents of the same stance may contain similar context
and sentiment. Moreover, even though these documents were collected from related
fans groups, many unrelated posts from social movement groups asking for support still
bring a lot of noise.

Table 1. Five types of Facebook documents

Type Photo Link Video Status Question Total

Testing 1,264 1,806 336 594 0 4,000
Training 12,286 14,024 3,755 7,836 1 37,902

Table 2. Testing dataset

Sentiment Supportive Neutral Unsupportive

Number 652 3,297 51

Table 3. Examplar documents
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4 Method

From all documents, keyterms are extracted first and utilized to find relevant, or even
supportive documents. Then the SVM models or CopeOpi will report supportive,
neutral, and unsupportive documents from the relevant ones. All related modules are
introduced in this section.

4.1 Keyterm Extraction

Keyterms and their ranks are given by InterestFinder [6], a system which proposes
terms to indicate the focus of interest by exploiting words’ semantic features (e.g.,
content sources and parts of speech). The approach adopted by InterestFinder involves
estimating topical interest preferences and determining the informativity of articles.
InterestFinder estimates the topical interest preferences by TFIDF, a traditional yet
powerful measure shown in formula (1). Then semantic aware PageRank in formula (2)
is used on candidates to find keyterms. In this paper, we hope to find keyterms related
to certain seed words. Therefore, we only keep terms which are within the window of 6
words to the seed words in the article. Then we let InterestFinder propose keyterms of
each article for us.

tfidf art;wð Þ ¼ freq art;wð Þ=artFreqðwÞ ð1Þ
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4.2 Co-training Process

As mentioned, our dataset is highly skewed and lacking of labeled instance dataset. In
addition, as experimental documents are collected from Facebook, each document
contains two types of information: content and metadata. Content information contains
post title and the post itself, while the metadata information contains the number of
comments, likes and shares. With all these properties of the dataset, we propose a
co-training approach which can build two classifiers, the content classifier and the
metadata classifier, and train each other by starting from a small set of labeled data. The
co-training process then iterates to finish the labeling of the whole dataset.

4.2.1 Detailed Steps
The main idea of the co-training is to use the classifier trained by labeled data of one
aspect to predict unlabeled data of another aspect. Instances predicted with confidence
are then added into the labeled data and this updated labeled data are used to train the
new classifier. The whole process is described as follows. We apply several context
features to be the first independent feature set, including bag of words and combina-
tions of word vector, detailed description of the features will be introduced in next
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section. Numbers of likes, shares and comments are included in the second independent
feature set.

All: The whole dataset
Feature F1: Context Features
Feature F2: Numbers of likes, shares and comments (LSC)

Step 1: Find an initial labeled dataset, which contains supportive and unsupportive
documents. It is usually a small set. Two labeled datasets, L1 and L2, are both set as
the initial labeled dataset. Two unlabeled dataset, U1 and U2 are both set as the
complement of the initial labeled dataset, i.e., U1 = All-L1, U2 = All-L2.

Step 2: Build the content classifier C1 using features F1 extracted from the content
information of L1. Here the first independent feature set is utilized. Use C1 to label U2.

Step 3: Build the metadata classifier C2 using features F2 extracted from the
metadata information of L2. Here, the second independent feature set is utilized.
Use C2 to label U1.

Step 4: Move highly confident labeled instances from U2 to L2 and set U2 to
All-L2; Move highly confident labeled instances from U1 to L1 and set U1 to All-L1.

Step 5: Iterate from Step 2 to 4 until no confident labeled instances can be added
into L1 or L2, or the number of iteration exceeds a threshold k. Here k is set to 100.

4.2.2 The Context Features
For the context features used in the co-training process, we considered the following
three types:

Bag of Words. This feature consider the words using in a post, which is widely used in
the information retrieval domain and they are often the baseline in related work
[14, 17]. Post representation by BOW is:

PRBOW ¼ x1; x2; . . .xL½ �;PRBOW 2 RL; ð3Þ

where xi 2 0; 1f g and L is the size of vocabulary in the corpus.

BOW with Word Vector. As the dimension of BOW feature is usually very large, and
the feature is very sparse, we combine the idea of using BOW and the word vector. The
word vector is able to represent every word as a feature vector with user-defined,
reasonable number of feature dimensions. We use Glove [11] to generate word vectors
for all words in the vocabulary, noted as W where W 2 Rd�L, d is the feature dimension
and L is the size of vocabulary. Then we calculate the average of feature vectors of post
words. Finally, the post representation by BOW with word vector then is defined as:

PRWV ¼ W � PRBOW

NWVj j ;PRWV 2 Rd; ð4Þ
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where NWV is the set of words of one post. The idea of averaging the word vectors was
introduced in Maas’s work [9].

Dependency Tree with Word Vector. Some words (like verbs) carry more infor-
mation than other words (such as a/an, the) in one sentence. To capture this, we extract
words that strongly related to the “root word” reported by the Stanford dependency
parser. Then we extract all words that directly depended on the root word in the
dependency tree and the root word to form a dependency vector, deps:

deps ¼ xs;1; xs;2; . . .xs;L
� �

; ð5Þ

where xs;i 2 0; 1f g and s is the sentence index in a post. For example, in the sentence
“My dog also likes eating sausage.”, the root word is likes, and other extracted words
are dog, also, likes and eating. Then the vectors of these words in the s-th sentence are
averaged to get a sentence representation, SRdep,s, defined as:

SRdep;s ¼ W � deps
Ndeps

�� �� ; SRdep;s 2 Rd ; ð6Þ

where Ndeps is number of dependency relations of the s-th deps. Finally, the post
representation by dependency tree with word vector, PRdep, is the average of SRbin,s of
all sentences in a post as the Eq. (7), where S is all sentences in a post and |S| is the size
of it.

PRdep ¼
P

s2S SRdep;s

Sj j ð7Þ

4.3 Using CopeOpi

CopeOpi [7] is selected as our sentiment analysis tool. CopeOpi can determine the
sentiment score of Chinese words, sentences and documents without training. It not
only includes dictionaries and statistic information, but also considers shallow parsing
features such as negations to enhance the performance. The results it generates indicate
sentiment polarities like many other similar tools. However, the polarities cannot
directly be mapped to the standpoint. Therefore, we utilize CopeOpi together with the
seed words to calculate the SUP, NEU, and UN_SUP to represent the sentiment
comments on these seed words. First we categorize seed words into supportive, neutral
and unsupportive classes. If we find any supportive seed word in a sentence, we
calculate the score of this sentence. Then scores (could be positive, zero, or negative) of
all sentences containing supportive seed words are added up to SUP, and neutral seed
words and unsupportive seed words to NEU and UN_SUP, respectively. Note that it is
important that the score of the seed word is not included to exclude its sentiment. As a
result, having positive sentiment to the SUP and NEU seed words means supportive-
ness while having positive sentiment to the UN_SUP seed words means unsuppor-
tiveness. The final standpoint STD_PT of each document is calculated as formula (8).
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Since the polarity of UN_SUP seed words differ from SUP and NEU seed words, we
reverse it by multiplying a negative sign to UN_SUP to contribute to the determination
of the stance.

STD PT ¼ SUP� UN SUPþ NEU ð8Þ

Generally, if STD_PT is greater than 1, the document is considered as supportive; if
it is less than −1, the document is considered as unsupportive; otherwise the document
is neutral. However, if the topic itself already bears an unsupportive concept (like in
this paper, anti-construction), a STD_PT value greater than 1 identifies unsupportive
documents, and vice versa.

5 Experiments and Results

We first test the performance of the relevance judgment. We generate relevant docu-
ment sets using two seed word sets in four settings. The seed word set for setting

(Unsup)all only contains the word “擁核” (embracing nuclear power plant). We
believe documents containing keyterms generated from it would not support the
reconstruction of the nuclear power plant as the word “embracing” here is ironic
pragmatically. The seed word set for setting (Sup+Unsup)all includes five seed words
“擁核” (embracing nuclear power plant), “廢核” (abandon nuclear power plant), “反
核” (anti-nuclear), “核能” (nuclear power), “核電” (nuclear power electricity). Key-
terms generated from this setting should contain most documents related to the nuclear
power plant, including supportive, controversial, unsupportive and fact-describing
ones. Setting (Unsup)contained finds those documents found by setting (Unsup)all but
containing its one seed word, whereas setting (Sup+Unsup)contained finds documents
found by setting (Sup+Unsup)all but containing one of its five seed words. According
to the experimental result, the documents of the score greater than 15 found by setting
(Sup+Unsup)all are treated as relevant in the training and testing data, and then the
support and unsupportive document detection is performed on them.

Next the performance of support detection is evaluated. Results of random selection
are here reported as the baseline: the f-score for Unsupportive, Neutral and Supportive
is 2.40 %, 49.58 %, and 22.23 %, respectively. The results of adopting pure SVM as
features are also reported as another baseline: the f-score for Unsupportive, Neutral and
Supportive is 1.36 %, 84.55 %, and 28.76 %, respectively. Here SUP, NEU, and
UN_SUP together with BOW are utilized as features. Only 20 supportive and 20
unsupportive documents are used for training as generating the SVM model needs
labeled data but we have only 51 documents labeled as unsupportive. Note that as 40
labeled documents are selected for training, only 3,960 documents are tested in this
experiment. The low performance of the pure SVM experiment could be due to the
small and highly skewed training set. Compared to the random selection results, only
the performance of the supportive class is improved. We try to train by more instances
to decrease the effect of a small training set. However, the problem of lacking labeled
data remains. Therefore, the co-train process is adopted to utilize both labeled and
unlabeled documents in the training phase.
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Before the co-train process starts, setting (Sup+Unsup)all is applied on the training
data to first find the relevant document set, i.e., labeled and unlabeled data for
co-training. Documents found by setting (Unsup)contained are the initial labeled sup-
portive data and by setting (Sup+Unsup)contained are all initial labeled data for
co-training. Table 4 shows the results of using these supportive and unsupportive
documents as the two initial sets for SVM co-training with the BOW feature. Com-
pared to the pure SVM, the performance improves a lot, but still it is not satisfactory.
Tables 5 and 6 show the results of using word vector features. However, the results of
identifying unsupportive posts in Table 5 are all zero, which means the unsupportive
ones are all classified as supportive. The results in Table 6 are slightly better than
Table 4, which suggests when compositing word vector as features, considering
dependency relations is better than adding up BOW.

Next, we try to keep the same quantities of supportive and unsupportive labeled
data during the co-training process to decrease the influence of the unbalance of data. In
each iteration in step 4 of co-training, only a maximum number 10, an equal number of
highly confidently labeled instances are moved to L1 or L2. The results are shown in
Tables 7, 8 and 9, and the performance of finding the unsupportive evidence drops a lot
compared to those reported in Tables 4, 5 and 6, respectively.

So far we have tested the performance of using SVM and SVM co-training in
different settings but achieved limited improvements. Experimental results show that
learning from small and skewed data is challenging, and the precision is too low to
fulfill our requirements. Therefore, we try the other proposed method involving the

Table 4. Co-training performance by BOW post representation

Metric Supportive Neutral Unsupportive

Precision 32.78 % 86.74 % 0.71 %
Recall 30.37 % 81.95 % 3.92 %
F-score 31.53 % 84.28 % 1.20 %

Table 5. Co-training performance by BOW with word vector post representation

Metric Supportive Neutral Unsupportive

Precision 31.11 % 86.74 % 0.00 %
Recall 42.18 % 81.95 % 0.00 %
F-score 35.81 % 84.28 % 0.00 %

Table 6. Co-training performance by dependency tree with word vector post representation

Metric Supportive Neutral Unsupportive

Precision 30.32 % 86.74 % 1.14 %
Recall 32.98 % 81.95 % 3.92 %
F-score 31.59 % 84.28 % 1.76 %
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sentiment analysis tool. We keep the assumption that documents containing the key-
terms generated from five seed words, setting (Sup+Unsup)all, are relevant and adopt
CopeOpi to calculate the sentiment scores, which determine the sentiment of each
document. If it is greater than the threshold, the document is positive; if it is less than
the threshold multiplied by −1, the document is negative; otherwise the document is
neutral. Negative documents are labeled as supportive (support anti-reconstruction),
while positive documents are labeled as unsupportive. We then set the threshold to 1,
which achieved the highest performance than other value and results are shown in
Table 10.

The performance in Table 10 is worse than the results of the best SVM co-training
model so far shown in Table 6. After analysis, we find that an additional transition
process is necessary to tell the standpoint from the reported polarity. Again, the rele-
vance judgment depends on keyterms generated from seed words. However in the
transition process, seed words are also viewed as aspects to be commented on, i.e.,
people, organizations, events, etc. In addition, we categorize seed words into three

Table 7. Co-training performance by BOW post representation

Metric Supportive Neutral Unsupportive

Precision 45.28 % 86.74 % 1.63 %
Recall 14.72 % 81.95 % 21.57 %
F-score 22.22 % 84.28 % 3.04 %

Table 8. Co-training performance by BOW with word vector post representation

Metric Supportive Neutral Unsupportive

Precision 31.11 % 86.74 % 0.00 %
Recall 42.18 % 81.95 % 0.00 %
F-score 35.81 % 84.28 % 0.00 %

Table 9. Co-training performance by dependency tree with word vector post representation

Metric Supportive Neutral Unsupportive

Precision 26.16 % 86.74 % 0.22 %
Recall 17.33 % 81.95 % 1.96 %
F-score 20.85 % 84.28 % 0.40 %

Table 10. Using CopeOpi directly for supportive/unsupportive determination

Metric Supportive Neutral Unsupportive

Precision 18.68 % 86.32 % 1.60 %
Recall 45.71 % 51.50 % 13.73 %
F-score 26.56 % 64.51 % 2.86 %
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aspect categories to calculate the SUP, NEU, and UN_SUP values as shown in
Table 11. Results of adding this transition are shown in Table 12. The performance is
boosted up and better than the SVM and SVM co-training models, especially the
precision. However, the minority, the unsupportive class, is still difficult to be
identified.

6 Conclusion

Finding supportive and unsupportive evidence usually encounters the issues of lacking
labeled data and data skewness. In this paper, we have proposed two methods which
can start from very few predefined seed words to find relevant supportive and un-
supportive evidence. Results show that as the support determination module in the
proposed methods, adopting the sentiment analysis tool together with a polarity to
standpoint transition significantly outperforms using SVM or SVM co-training models.

Several aspects of our approach can be further improved. Sharing posts in Face-
book may bring us many identical or very similar posts. Removing these redundant
posts may give more reliable evaluation results. For a controversial topic that people
pay attention to, data grow quickly in time. Some learning mechanisms can be injected
into the CopeOpi-like sentiment analysis tool to enable the adaptation and improve the
performance.
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Abstract. This study aims to understand the role and function of online
physician reviews as a process of health information communication, as well as
the applications on medical practice and patients and caregivers’ medical
decision-making process. It collected online physician reviews from two
Taiwan-based health information websites - Good Doctor and Health and
DocHos. The analysis framework comprised four aspects: (1) length of reviews;
(2) moment in the medical encounter process is reviewed; (3) themes of the
reviews; and (4) review intents. In addition to analyzing the structural and
textual characteristics of online physician reviews, this study took a step further
to identify the relationship between patients of different medical and how they
evaluated a medical encounter. In this paper, findings were reported and
implications in improving physician-patient communication and patients’
empowerment were discussed.

Keywords: Online physician review � Content analysis � Physician-patient
communication � Physician selection information

1 Background

The Internet increases information transparency and symmetry in several ways, and one
way is to allow patients and caregivers access to needed information without having
to consult the physicians. It promotes the autonomy of the patients’ role in medical
decision-making, creates better physician-patient communication, and further improves
health and healthcare quality. Past research suggests that among those who use the
Internet for health care information, about 60 % access “user-generated” information,
including reading others’ health experiences, and consulting ratings or reviews of
healthcare facilities or healthcare providers (Fox and Jones 2011). Half of all health
care consumers relied on word of mouth referrals and recommendations from relatives
and friends when choosing a primary care physician (Tu and Lauer 2008). Online
physician reviews or a word-of-mouth referral, as a type of popular medical and health
information, increases patients and caregivers’ understanding of doctor selection and
supports proactive medical decision-making. Online reviews of physicians may provide
valuable insights about patient perceptions of medical care, as they represent public
perspective and input from patients and caregivers (López et al. 2012). From the

© Springer International Publishing Switzerland 2015
F.F.-H. Nah and C.-H. Tan (Eds.): HCIB 2015, LNCS 9191, pp. 34–40, 2015.
DOI: 10.1007/978-3-319-20895-4_4



patients and caregivers’ perspective, online physician reviews increase patient
empowerment to take proactive actions by supporting useful information on selection
of physicians (Hay et al. 2008; Sciamanna et al. 2003). From the health care providers’
perspective, the reviews can be considered as a form of quality evaluation, so that
improvement can be made based on the review results in order to provide better health
care services (Strech 2011).

This study aims to understand the role and function of online physician reviews as a
process of health information communication, as well as the applications on medical
practice and patients and caregivers’ medical decision-making process. The online
physician reviews were collected from two Taiwan-based health information websites -
Good Doctor and Health (http://health.businessweekly.com.tw/GSearchDoc.aspx), and
DocHos (http://www.dochos.com.tw). The analysis framework comprised both struc-
tural and textual aspects, each with distinct analytical focuses. The structural analysis
included length of reviews. The textual analysis included moment in the medical
encounter process reviewed, intent of the reviews, and themes of the review. In
addition to analyzing the structural and textual characteristics of online physician
reviews, this study took a step further to identify the relationship between patients of
different medical and how they evaluated a medical encounter, by conducting statistical
tests on the data sets.

This study hopes to understand the role and function of the online physician
reviews in the process of health information communication, as well as the applications
on physicians’ practice of clinical medicine and patients and caregivers’ medical
decision-making process. It may provide insight into developing patient-centered rather
than institution-centered evaluation criteria for evaluating healthcare quality, while the
institution-centered evaluation criteria often focuses on physicians’ performance data
(e.g. number of malpractice payment) which is hidden from public. Furthermore, the
results from the statistical analysis may inform the weight assigned to each evaluation
criterion in online physician rating service.

2 Research Methods

This study collected online physician reviews from two Taiwan-based health infor-
mation websites, Good Doctor and Health (http://health.businessweekly.com.tw/
GSearchDoc.aspx), and DocHos (http://www.dochos.com.tw). Good Doctor and
Health was funded and established by Business Weekly Media Group- Good Doctor
and Health. DocHos was developed and owned by an internal medicine physician;
however, the service was closed due to unforeseen circumstances. These two sites are
by far believed or used to be the largest and most popular online physician review sites
in Taiwan. Both sites were operated in Traditional Chinese, but were also opened for
international users.

The online reviews posted by users can be divided into reviews of doctors, practices
and medical centers, and pharmacies. The reviews are rated on a scale of one to five, as
well as are given in written comments, and are searchable by medical specialties and
practice locations. Fifty pieces of physician reviews for each of the 24 medical dis-
ciplines are collected, resulting a total of 1,200 reviews for data analysis, and the 24
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medical disciplines under investigation were neurology, dermatology, dentistry,
obstetrics and gynecology, psychiatry, pediatrics, gastroenterology and hepatobiliary,
ophthalmology, traditional Chinese medicine, pulmonology, urology, hematology and
oncology, physical medicine and rehabilitation, general surgery, general medicine,
orthopedics, family medicine, nephrology, cardiovascular medicine, otolaryngology,
rectal digestive surgery, plastic and reconstructive surgery, endocrinology and
metabolism, and rheumatoid allergy and immunology.

The analysis framework inspired by Pollach (2006) was adapted and comprised
four aspects: (1) length of reviews; (2) moment in the medical encounter; (3) intent of
the reviews; and (4) themes of the reviews. The 1,200 reviews were first analyzed as
aggregate to form the fundamental understanding of the characteristics of online
doctor’s reviews, and then were examined specifically for 24 distinct medical disci-
plines to determine the similarity and differences that existed across medical disci-
plines. It was this study’s assumption that patients of different medical illness may
experience the medical encounter differently, and may evaluate such experience with
different criteria and different attitude.

Privacy is considered one of the utmost necessary prerequisites for medical research.
This study is highly related to a profession that is dependent on professional knowledge
as well as trust, and could be damaging to physicians’ reputation or patients’ privacy.
For ethical reason, information that was identity sensitive, such as a doctor’s name and
practice information or a patient’s personal information, was concealed in the reporting
of study results.

3 Preliminary Findings

Table 1 shows that average length of all 1,200 reviews is 68.24 words, but review
length varies between medical disciplines. Reviews of Neurology (135.6 words),
Dermatology (89.6 words), and Dentistry (87.8 words) are the three longest ones.
Reviews of Rheumatoid Allergy and Immunology (51.0 words), Endocrinology and
Metabolism (51.3 words), and Plastic and Reconstructive Surgery (51.7 words) are the
three shortest ones.

Regarding moment in the medical encounter process is reviewed, the research
findings mimic the patients’ experience and identifies nine critical moments that are
addressed in the reviews. According to Table 2, this study conceptualizes the medical
process into seven sequential moments and two general remarks: (1) Prior to the
medical encounter (5.8 %); (2) making an appointment (1.3 %); (3) waiting for
appointment (3.1 %); (4) during examination and diagnosis (34.3 %); (5) receiving
prescription and medical advice (5.1 %); (6) during treatment (27.5 %); (7) after
treatment (25.8 %). Two general remarks are physician-patient interaction in general
(17.1 %) and unrelated to medical encounter process (23.8 %).

Themes of the review can be categorized into physician-related, system-related,
clinical-related, and patient-related. The themes mentioned in the physician reviews can
be reasoned as the evaluation criteria that patients acknowledged and perceived as
important. Physician-related aspects can be broken into a physician’s medical ethics
(22.5 %), reputation (12.1 %), medical competence (45 %), appearance (2.6 %) and
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Table 1. Average length of online physician reviews by medical disciplines

Medical disciplines Average length

Neurology 135.6
Dermatology 89.6
Dentistry 87.8
Obstetrics and gynecology 76.1
Psychiatry 75.1
Pediatrics 73.7
Gastroenterology and hepatobiliary 71.0
Ophthalmology 69.0
Traditional Chinese medicine 68.9
Pulmonology 67.2
Urology 66.5
Hematology and oncology 66.3
Physical medicine and rehabilitation 65.1
General surgery 63.2
General medicine 62.4
Orthopedics 60.8
Family medicine 60.1
Nephrology 59.5
Cardiovascular division 58.0
Otolaryngology 55.3
Rectal digestive surgery 53.7
Plastic and reconstructive surgery 51.7
Endocrinology and metabolism 51.3
Rheumatoid allergy and immunology 51.0
Average 68.24

Table 2. Moment in the medical encounter process is reviewed by medical disciplines

Medical Disciplines
Prior to 
medical 

encounter

Making an 
appointment

Waiting for 
appointment

During 
examination 

and diagnosis

During 
treatment

Receiving 
prescription 
and medical 

advice

After 
treatment

Physician-
patient 

interaction in 
general

Unrelated to 
medical 

encounter 
process

General Medicine 2 4.0% 0 0.0% 0 0.0% 27 54.0% 12 24.0% 1 2.0% 13 26.0% 9 18.0% 9 18.0%
General Surgery 2 4.0% 0 0.0% 2 4.0% 16 32.0% 18 36.0% 0 0.0% 20 40.0% 13 26.0% 6 12.0%

Pediatrics 2 4.0% 1 2.0% 2 4.0% 27 54.0% 13 26.0% 8 16.0% 9 18.0% 7 14.0% 9 18.0%
Cardiovascular Division 2 4.0% 0 0.0% 1 2.0% 15 30.0% 14 28.0% 2 4.0% 11 22.0% 7 14.0% 17 34.0%

Dentistry 8 16.0% 3 6.0% 3 6.0% 24 48.0% 27 54.0% 0 0.0% 16 32.0% 1 2.0% 9 18.0%
Dermatology 8 16.0% 3 6.0% 7 14.0% 26 52.0% 17 34.0% 6 12.0% 18 36.0% 13 26.0% 2 4.0%

Otolaryngology 5 10.0% 1 2.0% 1 2.0% 24 48.0% 21 42.0% 6 12.0% 15 30.0% 4 8.0% 7 14.0%
Hematology and Oncology 0 0.0% 0 0.0% 2 4.0% 13 26.0% 13 26.0% 1 2.0% 6 12.0% 8 16.0% 22 44.0%

Traditional Chinese Medicine 4 8.0% 2 4.0% 4 8.0% 20 40.0% 17 34.0% 18 36.0% 21 42.0% 1 2.0% 9 18.0%
Gastroenterology and Hepatobiliary 2 4.0% 0 0.0% 0 0.0% 16 32.0% 7 14.0% 0 0.0% 3 6.0% 13 26.0% 14 28.0%

Chest Medicine 1 2.0% 0 0.0% 0 0.0% 18 36.0% 14 28.0% 3 6.0% 13 26.0% 9 18.0% 10 20.0%
Urology 1 2.0% 0 0.0% 0 0.0% 21 42.0% 12 24.0% 1 2.0% 10 20.0% 8 16.0% 12 24.0%

Rectal Digestive Surgery 3 6.0% 0 0.0% 1 2.0% 12 24.0% 24 48.0% 0 0.0% 15 30.0% 7 14.0% 13 26.0%
Rheumatoid Allergy and Immunology 0 0.0% 1 2.0% 2 4.0% 26 52.0% 7 14.0% 5 10.0% 5 10.0% 7 14.0% 13 26.0%

Endocrinology and Metabolism 1 2.0% 0 0.0% 3 6.0% 13 26.0% 10 20.0% 0 0.0% 6 12.0% 7 14.0% 21 42.0%
Family Medicine 3 6.0% 1 2.0% 2 4.0% 15 30.0% 11 22.0% 5 10.0% 11 22.0% 13 26.0% 8 16.0%

Orthopedics 1 2.0% 0 0.0% 0 0.0% 14 28.0% 14 28.0% 2 4.0% 16 32.0% 3 6.0% 16 32.0%
Obstetrics and Gynecology 0 0.0% 1 2.0% 3 6.0% 23 46.0% 16 32.0% 1 2.0% 13 26.0% 6 12.0% 10 20.0%

Ophthalmology 7 14.0% 1 2.0% 2 4.0% 5 10.0% 11 22.0% 3 6.0% 25 50.0% 1 2.0% 17 34.0%
Physical Medicine and Rehabilitation 4 8.0% 0 0.0% 0 0.0% 13 26.0% 11 22.0% 2 4.0% 18 36.0% 10 20.0% 14 28.0%

Nephrology 2 4.0% 1 2.0% 0 0.0% 10 20.0% 10 20.0% 0 0.0% 5 10.0% 22 44.0% 12 24.0%
Neurology 4 8.0% 0 0.0% 1 2.0% 11 22.0% 15 30.0% 3 6.0% 13 26.0% 18 36.0% 8 16.0%
Psychiatry 4 8.0% 1 2.0% 1 2.0% 17 34.0% 8 16.0% 6 12.0% 9 18.0% 11 22.0% 9 18.0%

Plastic and Reconstructive Surgery 3 6.0% 0 0.0% 0 0.0% 6 12.0% 8 16.0% 1 2.0% 18 36.0% 7 14.0% 19 38.0%
Total 69 5.8% 16 1.3% 37 3.1% 412 34.3% 330 27.5% 74 6.2% 309 25.8% 205 17.1% 286 23.8%
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personality (65 %). System-related reviews deal with clinical environment (1.8 %),
medical equipment and devices (2.8 %), office service staff (7.5) and service attitude
(17.7 %). Medical-related reviews tend to focus on the diagnostic process (21.4 %),
medical advice and prescription (5.9 %), and treatment outcomes (22.8 %).
Patient-related aspect focuses on patients’ personal opinion (14.8 %) on the overall
medical encounter experience (Table 3).

This study uncovered ten types of intent that corresponded to the reviews posted.
As shown in Table 4, these intents included (1) showing praise (86.6 %);
(2) acknowledging previous comments (28.0 %); (3) asking questions (20.0 %);
(4) describing health situations (16.7 %), (5) describing treatment process (16.3 %);
(6) making recommendation (12.8 %); (7) showing gratitude (11.6 %); (8) addressing
criticism (4.8 %); (9) refuting previous comments (1 %); and (10) others (4 %). It
further calculated the number of intent that reviews of each medical discipline com-
municated, in order to examine the relationship between medical disciplines and the
variety of intent. On average, each review had 1.6 intents, while reviews of dentistry
(2.0) and ophthalmology (1.9) demonstrated the most number of intents, and reviews of
rheumatoid allergy and immunology demonstrated the least number of intents (1.2).
The results may suggest that when patients engaged in uninsured medical services,
such as jaw reconstruction or laser vision correction, they would evaluate the medical
encounter with even higher standard not only as patients, but also as consumers who
paid to receive services.

In addition to the descriptive statistics, this study further conducted three statistical
tests. To investigate how patients of different medical illness may demonstrate different
rating behaviors on the medical encounter, three sets of Chi-square tests were con-
ducted on medical specialties and the categorical variables of three research themes.

Table 3. Themes of the review by medical disciplines
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The results show that the intents of “describing health situation (χ2(df) = 55.755)” and
“describing treatment process (χ2(df) = 59.925)” are significant at the 5 % level
(p < .001), meaning patients of different illness may show different patterns in indi-
cating these two intents. Regarding moments in the medical encounter is reviewed, the
results indicate that medical discipline is a strong factor when the medical encounter
moments under review are “during examination and diagnosis(χ2(df) = 56.12),” “after
treatment (χ2(df) = 56.90),” and “physician-patient interaction in general (χ2(df) =
70.47).” Last set of chi-square test attempted to confirm that medical discipline would
be a factor in affecting patients’ priority of the evaluation criteria. This study identified
14 themes of the review, physician’s personality is the most mentioned theme. How-
ever, the Chi-square test reveals that patients of different medical illness don’t show
any difference in focusing on physician’s personality. When a Chi-square test was
further carried out to test the relationship between medical disciplines and each of the
review themes mentioned, only themes on “medical competence (χ2(df) = 86.148),”
“treatment outcomes (χ2(df) = 58.692),” “medical ethics (χ2(df) = 90.178),” “service
attitude (χ2(df) = 61.962),” and “personal opinion (χ2(df) = 59.339)” were significant.

4 Implications of the Study

Further analysis regarding the characteristics of the reviews by 24 distinct medical
specialties will be reported. Online reviews of physicians provide unfiltered and
unedited feedbacks, not only on physician-patient relationship, but also on quality of

Table 4. Intent of the review by medical disciplines
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healthcare in general. Themes of the reviews generated from this study may propose an
alternative multi-dimensional patient satisfaction measure that is patient-focused
instead of doctor or institution-centered. In addition, the intent behind the reviews
reveals that fact that the majority of the reviews are demonstrating a positive attitude
toward the medical encounter by showing praise and gratitude, or recommending the
physicians. Description of health situation and treatment process may be informative
and useful for other patients in comparing their own situation to the described situation,
and in determining how a physician being rated can be ultimately selected.
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Abstract. Social applications do not only acquire users’ personal information
but potentially also collects the personal information of users’ social networks.
Despite considerable discussion of privacy problems in prior work, questions
remain as to how to design privacy-preserving social applications and how to
evaluate its effect on privacy. Drawing on the justice framework, we identify two
key aspects of social, namely information acquisition and exposure control and
examine the effects on user evaluation of social applications. Furthermore, we
investigate the impact of this evaluation on usage intention. In doing so, we
provide new insight into embedding privacy in technology development.

Keywords: Social applications · Online social networks · Information privacy

1 Introduction

Recently, in an attempt to expand the functionality of their social platforms, online social
networks such as Facebook, Twitter and LinkedIn, have begun opening their platforms
to allow third party developers to create social applications to improve the experience
of users online. Social applications are essentially software programs that are developed
to enhance social interactivity on online social networks. These applications have funda‐
mentally augmented the online social networks experience by creating a spectrum of
new, functional and entertaining software that have become a new paradigm of social
interaction [1]. There are over 200 million users currently using social applications, with
that number expected to double within the next 5 years [2]. The surge in the popularity
of social applications has also become a significant revenue stream for these online social
networks with platforms such as Facebook Platform, yielding revenues of 1.96 Billion
dollars.

Despite the increasing popularity of social applications, the concern of users over
privacy appears to be the biggest obstacle when individuals are deciding to use these
applications [3]. As identified by prior privacy research, these may include but are not
limited to, accidental information disclosure, damaged reputation and image, and iden‐
tity thieves [e.g., 4, 5]. The advancement of technologies embedded and used in the
social environment can further raise users’ perception of privacy risk because these
applications do not only threaten personal privacy but also invade the privacy of users’
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online social network friends. For example, Angwin and Singer-Vine [6] analyzed 100
of the most-used applications on Facebook and found that users did not only expose
their own profile information, such as name, profile photo, and gender, but also reveal
their friends’ profile information (i.e., friends’ profile photos, names, and genders).
Overall, this extended scope of profile information collection has stirred concerns among
users.

The objective of this research is to enrich understanding of information privacy in
the context of social application usage. Specifically, we aim to enhance the literature by
developing and testing a model that explains social application usage. Drawing on the
justice framework, we examine how extended information collection (such as the
collection of network information) and control over profile exposure (such as the ability
to deny disclosure) can influence user evaluation, which in turn, influence their usage
intention. By doing so, we seek to provide new insight into embedding privacy proac‐
tively into the core of social application designs.

The remainder of the paper is organized as follows. The next section reviews
previous literature and discusses the theoretical foundation for this study. The research
model and hypotheses are then proposed, followed by the introduction of research
methodology and the report of the data analysis results. This paper concludes with the
discussion of theoretical and practical contributions, limitations, and avenues for future
research.

2 Literature Review

2.1 The Justice Framework

The justice framework has been vastly accepted as an important framework in under‐
standing privacy issues [7, 8]. Indeed, ample scholarly efforts have been devoted to
theoretical development for analyzing privacy through a justice theoretical lens. For
example, Son and Kim [8] examined internet users’ information privacy protective
responses and found that individuals’ perceptions of justice powerfully drove their
privacy-related behavior. Overall, a general conclusion from this stream of research is
that individuals’ justice perceptions of a firm’s information practices can have a major
positive effect on their privacy decision making [9].

In the context of information privacy, two key types of justice are found to be imper‐
atively important, namely distributive justice and procedural justice [10]. Distributive
justice refers to the evaluation of fairness of economic and socio-emotional outcomes
[11]. Distributive justice is promoted when outcomes are coherent with implicit norms
for distribution. In particular, past research found that perceptions of outcome fairness
were largely developed based on the equity principle [12, 13]. The equity principle posits
that outcomes should be distributed in accordance to the cost incurred on individuals.
This concept is consistent with the privacy calculus or a psychological tradeoff that is
widely established in privacy research, which suggests that individuals evaluate the
exchange outcome when their personal information is concerned.
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Procedural justice typically manifests in the structural aspects of procedures, such
as process control and fair allocative procedures [14]. Past research suggests that proce‐
dural justice can be enhanced when the decision processes enable the correction of wrong
decisions, represents the needs and values of all parties in the exchange, and meets the
ethical and moral values of the social system. More importantly, recent studies highlight
the importance of individuals’ ability to voice their opinions through the decision process
in ensuring procedural justice. Collectively, these studies demonstrate the viability of
procedural justice in explaining behavioral outcomes across a broad range of contexts.

2.2 Challenges to Distributive Justice – Information Acquisition

Consistent with the justice framework, in the context of social application usage, distrib‐
utive justice can be challenged when individuals’ profile information is acquired by
social applications. This study focuses on local and global profile acquisition, which is
particularly prevalent when individuals evaluate social applications. Local information
acquisition is about the collection of users’ own profile information. When local infor‐
mation is acquired, a user’s personal information, which resides on his or her personal
profile, is revealed to the social applications. Local information acquisition often
involves the collection of an extensive range of profile information, such as profile
names, email addresses, genders, and birthdays [15].

Global information acquisition does not only involve the collection of a user’s own
profile information but also entails information collection that involves the profiles of
his or her online social networks [15]. When global information is acquired, in addition
to the user’s profile information, it collects friends’ profile information, such as his or
her list of friends, their profile names, email addresses, genders, and birthdays. Since
users are entrusted with their friends’ profile information, users often assume to have a
stake of ownership over such information and expect to exercise some control over the
exposure of the shared information.

2.3 Challenges to Procedural Justice – Exposure Control

Exposure control refers to the design feature that enables users to regulate who can
access and use their personal information when they use social applications. In the
context of information privacy, fair information practice (FIP) principles serve as global
normative standards that reflect procedural justice, which include the stipulations that
users should be given control with regard to the use of their information [16]. Indeed,
according to contemporary choice theory, in privacy situations, users evaluate attributes
of choice alternatives, which may comprise both economic and psychological factors,
to make privacy decisions [17].

Consistent with contemporary choice theory, exposure control can be challenged
when users’ profile information is compulsorily acquired by social applications. This
study focuses on optional exposure and compulsory exposure of users’ profile informa‐
tion. When optional exposure is available, a user might choose the specific profile infor‐
mation to reveal to the application provider. Past privacy research indicates that users’
privacy concerns can be addressed by providing users with more control over their

Privacy by Design: Examining Two Key Aspects 43



information [e.g., 9, 18]. By retaining control over information provision, users could
protect their personal information and hence become less concerned about their privacy.

Compulsory exposure makes revelation of profile information mandatory for appli‐
cation usage. With compulsory exposure, users do not only lose control over their own
profile information, but often at times lose control over their friends’ profile information
as well. This lack of control over information engenders mistrust in the technology and
induces the perceptions of risks of data extraction.

2.4 Privacy Calculus

Whereas the justice framework sheds light on the two privacy aspects of the social
application, past work on privacy calculus helps understand individuals’ cognitive eval‐
uation processes. In particular, previous research suggests that when individuals’
personal information is concerned, they undergo a privacy calculus to evaluate the cost
and benefit of the exchange [17]. Prior IS research on privacy calculus have examined
this concept in a variety of contexts, such as online commerce, location-aware
marketing, and online social interactions [e.g., 19]. Yet little is known about the role of
privacy calculus in social application usage. In this study, individuals’ cost and benefit
evaluations are represented by perceived privacy risk and perceived application value.
Perceived privacy risk refers to the degree to which an individual believes that a high
potential for loss is associated with social app usage [20]. Prior privacy literature has
identified aspects of privacy situations that induce privacy risk, including information
collection and information control. Individuals often estimate privacy risk by consid‐
ering the types of information collection as well as their ability to control information
after revelation.

Usage of technology is typically driven by the value the technology can provide to
users [21]. Accordingly, we examine perceived application value, which refers to the
extent to which the social application fulfills user’s personal needs [22], as a major
benefit that individuals derive from using social applications. Research on value eval‐
uation theorizes that individuals’ perception of application value is highly dependent on
the types of information acquisition, which allows users to evaluate the relevance and
importance of information collection [23, 24]. Usage of social applications typically
involves information collection, which is commonly considered relevant when individ‐
uals’ personal information is acquired by an application.

Past studies examining value evaluation also suggests that subsequent control over
revealed information is an important consideration in assessing application value [20].
The value of technologies related to personal information disclosure has often been
discounted when individuals are denied control over their information [25]. Without
proper control, the information collected for one purpose can be used for another,
secondary purpose. Control is especially important in social application usage context
because users take higher risks in the submission of profile information. Several studies
have suggested that in reality, individuals want to have the ability to control information
exposure.
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3 Research Model and Hypotheses Development

We present our research model in Fig. 1 below.

Fig. 1. Research model

3.1 Information Acquisition and Privacy Calculus

Usage of social applications may involve a local scope of information acquisition or a
global scope of information acquisition. When a local scope of information acquisition
is performed, individual users’ profile information is acquired by the social application.
As a result, the decision to use the application predominately challenges users’ personal
privacy. In contrast, a global scope of information acquisition extends the extent of
information collection beyond users’ profile information by acquiring the profile infor‐
mation of their online social network friends. Consequently, a global information
acquisition scope does not only challenge individual personal privacy but also confronts
the collective privacy [26].

Previous research has shown that the relevance of information collection influences
users’ evaluation of application value [23, 24]. In particular, when the specific infor‐
mation collected is vital in enriching technology usage experience, users would believe
the information collection is relevant and hence enhance their perception of application
value [27]. However, when the information collected is deemed unnecessary in enabling
usage experience, users would deem the information collection inappropriate and hence
reduce their application value perception. Therefore, compared to a local scope of infor‐
mation acquisition, a global scope of information acquisition would escalate threats to
the privacy of individuals’ entire online social network and reduce the value of using
the application. Thus, we posit:

H1a: Compared to a local scope of information acquisition, a global scope of infor‐
mation acquisition will increase perceived privacy risk.
H1b: Compared to a local scope of information acquisition, a global scope of infor‐
mation acquisition will reduce perceived application value.
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3.2 Exposure Control and Privacy Calculus

Past IS research has identified exposure control as a key privacy consideration in
individuals’ evaluation of technology. For example, Son and Kim [8] revealed that
online consumers typically reduced disclosure of personal information to protect
privacy. Likewise, Hui et al. [25] reported that individuals did not only exercise expo‐
sure control by limiting disclosure but also reveal falsified information. Similarly, in
social application usage, when individuals are given the options to selectively expose
profile information, they might be less concerned about privacy invasions and become
more appreciative to the value derived from using the application. In contrast, when
they are not given such options, the exposure becomes compulsory and hence they
could become more apprehensive about using the application. Therefore, we hypothe‐
size:

H2a: Compared to selective profile exposure, compulsory profile exposure will
increase perceived privacy risk.
H2b: Compared to selective profile exposure, compulsory profile exposure will
reduce perceived application value.

3.3 Interaction Between Exposure Control and Information Acquisition

Referent cognitions theory (RCT) offers an explanation for the joint effect of information
acquisition and exposure control on perceived privacy risk and perceived application
value [28]. Specifically, this theory states that individuals tend to evaluate outcomes
(i.e., information acquisition) based on whether fair procedures are followed (i.e., expo‐
sure control). When users have a high degree of control over their information, they
would be less sensitive to information acquisition in using social applications. However,
if they perceive a lack of control over their information, they are more likely to focus
on attaining an equitable outcome. Thus, according to RCT, the question of whether
exposure control was faithfully facilitated moderates the way users cognitively evaluate
information acquisition.

In the case of selective profile exposure, users are allowed control over subsequent
use of their profile information, thereby reducing their sensitivity toward information
acquisition. However, in the case of compulsory profile exposure, equitable outcome
for using the application cannot be guaranteed; hence, users’ sensitivity toward infor‐
mation acquisition is likely heightened. Taken together, in the context of social appli‐
cation usage, customers who are satisfied with exposure control tend to perceive the
application to be less privacy threatening and more valuable; therefore, exposure control
could complement information acquisition in affecting perceived privacy risk and
perceived application value. Thus,

H3a: The effect of information acquisition on perceived privacy risk is weaker in the
selective profile exposure condition than in the compulsory profile exposure condition.
H3b: The effect of information acquisition on perceived application value is stronger
in the selective profile exposure condition than in the compulsory profile exposure
condition.
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3.4 Privacy Calculus and Usage Intention

Usage of social applications not only exposes individuals’ profile information to the
provider but also makes them vulnerable to further privacy invasions. Past studies
suggests that individuals’ perception of privacy invasion reduces usage intention in the
online environment. For instance, Youn [29] examined online privacy-protective
behavior and revealed that Internet users coped with privacy invasions by limiting
participation in online transactions. Accordingly, we propose that usage is essential in
realizing the value provided by the social application. For example, Grosser et al. [30]
revealed that users who found social application valuable would be motivated to use the
application. Specifically, usage was found to be determined by value, such as social
connectivity and image gain. Usage can also be understood as a manifestation of
commitment in online exchange, in that individuals acknowledge the value provided by
the application. Therefore, individuals who perceive high application value will engage
in usage behavior. This leads us to posit:

H4a: Higher perceived privacy risk will reduce usage intention.
H4b: Higher perceived application value will increase usage intention.

4 Research Methodology

4.1 Experimental Design

A laboratory experiment with 2 (Information Acquisition: Local Scope vs. Global
Scope) × 2 (Exposure Control: Selective Profile Exposure vs. Compulsory Profile
Exposure) factorial design was conducted to test the proposed hypotheses. Information
acquisition was manipulated by the type of profile information collected by the appli‐
cation. Exposure control was facilitated by manipulating the availability of selective
revelation.

4.2 Sample and Experimental Procedures

Subjects in this experiment were students at a large public university. Prior to the
experiment, subjects were asked to provide information about demographics, Internet
experience, Facebook experience, Facebook application experience, and dispositional
privacy concerns.

5 Data Analysis

5.1 Subject Demographics and Background Analysis

Among the 130 subjects participating in the study, 62 were females. The age of the
subjects ranged from 18 to 24, with average Internet experience an average Facebook
experience being 8.2 years and 3.3 years, respectively. The average Facebook applica‐
tion experience was 2.41 years. In average, a subject spent 25.23 min to complete the
entire experiment.
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5.2 Measurements

The manipulation checks were performed. Results suggest that the manipulation for
information acquisition and exposure control were successful.

Four items measuring perceived privacy risk were adapted from Folger and
Konovsky [28] (Cronbach’s alpha = 0.83) (see Table 1). Four items measuring perceived
application value were adapted from Folger and Konovsky [28] (Cronbach’s
alpha = 0.89). Four items measuring usage intention were developed based on
Mathieson [31] (Cronbach’s alpha = 0.88). Exploratory factor analysis shows that, in
general, items load well on their intended factors and lightly on the other factor, thus
indicating adequate construct validity.

Table 1. Internal consistency and discriminant validity

CR CA M PPR PAV UI

PPR 0.85 0.83 5.23       0.85

PAV 0.91 0.89 4.91       0.23 0.89

UI 0.90 0.88 5.23 −0.19 0.26 0.87
Notes: CR = Composite Reliability; CA = Cronbach’s Alpha;
M = Mean

ANOVA with perceived privacy risk as dependent variable reveals the significant
effects of information acquisition (F (1, 126) = 55.89, p < 0.01) and exposure control
(F (1, 126) = 34.50, p < 0.01). Therefore, H1a and H2a are supported. The significant
interaction effect (F (1, 126) = 26.18, p < 0.01) suggests that the effect of information
acquisition on perceived privacy risk is moderated by exposure control. Simple main
effect analysis reveals that (1) a global scope of information acquisition is associated
with significantly higher perceived privacy risk than a local scope of information acquis‐
ition under the compulsory profile exposure condition (F (1, 66) = 67.23, p < 0.01), and
(2) a global scope of information acquisition and a local scope of information acquisition
are not different from each other in affecting perceived privacy risk under the selective
profile exposure condition (F (1, 60) = 1.68, p = 0.20). Therefore, H3a is supported.

5.3 Results on Perceived Application Value

ANOVA with perceived application value as dependent variable reveals the significant
effects of information acquisition (F (1, 126) = 12.56, p < 0.05) and exposure control
(F (1, 126) = 85.48, p < 0.01). Therefore, H1b and H2b are supported. The significant
interaction effect (F (1, 126) = 22.24, p < 0.01) suggests that the effect of information
acquisition on perceived application value is moderated by exposure control. Simple
main effect analysis reveals that (1) a global scope of information acquisition is asso‐
ciated with significantly lower perceived application value than a local scope of infor‐
mation acquisition under the selective profile exposure condition (F (1, 60) = 32.04,
p < 0.01), and (2) a global scope of information acquisition and a local scope of
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information acquisition are not different from each other in affecting perceived appli‐
cation value under the compulsory profile exposure condition (F (1, 66) = 0.73,
p = 0.57). Therefore, H3b is supported.

5.4 Results on Willingness to Profile Information Provision

PLS was used to test the structural model proposed on the right-hand side of Fig. 1.
Results indicate that perceived privacy risk has a significant and negative effect on
usage intention (p < .05). Thus, H3a is supported. In line with our expectation,
perceived application value also positively affects usage intention (p < .05), thereby
supporting H3b.

6 Discussion of Results

The results are in support of our hypotheses. We seek to provide a more holistic under‐
standing of individuals’ usage of social applications by examining their privacy tradeoff
when evaluating social applications. Whereas the cost in the tradeoff is subsumed in
privacy risk, the benefit is embodied in application value. We establish that social appli‐
cation usage intention is negatively driven by privacy risk and positively motivated by
application value. We also hope to achieve a more comprehensive understanding of
privacy tradeoff in this context of social application usage by examining two antece‐
dents: information acquisition and exposure control, which are derived based on the
justice framework. Our findings show that these two antecedents powerfully predict both
privacy risk and application value.

7 Contributions

We enrich information privacy studies on several grounds. First, we contribute to the IS
literature by identifying antecedents of privacy tradeoff in the context of social appli‐
cation usage. While past studies have identified a myriad of factors pertinent to privacy
issues, rarely have researchers put forth a coherent framework of antecedents. Drawing
on the justice framework, we offer two antecedents, namely information acquisition and
exposure control. Specifically, information acquisition accounts for the important role
of distributive justice in privacy issues. The procedural aspect of justice is reflected by
exposure control in social application usage. Overall, the justice framework offers a
coherent perspective for future privacy research.

Furthermore, this study examines the interactions between information acquisition
and exposure control that are unique to our context of social application usage. As
hypothesized, exposure control somewhat complements information acquisition. Users
with the ability to control the extent of profile information exposure tend to perceive
information acquisition more acceptable than those without the ability to regulate expo‐
sure. To this end, our study offers a concrete account of how information acquisition
and exposure control jointly shape users’ evaluations of social applications.
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This study also offers several important practical contributions. We recommend that
social application designers enhance existing technical features to effectively mitigate
the impact of exposure control. This study reveals that privacy risk powerfully inhibits
usage intention. To this end, we advocate that social application designers should allow
individuals to exercise some control over the types of information exposure in using
social applications.

Recall that, in our study, exposure control moderates the effects of information
acquisition on privacy risk and application value. The results show that information
acquisition is a critical attribute of social app evaluation. To help manage the impact of
information acquisition, social application providers should exercise prudence in
collecting profile information which is relevant to ensuring usage experience.

8 Limitations and Future Directions

We acknowledge some limitations in this study. First, our findings may also be limited
by using an application evaluation scenario. While the mock-up application presented
in the scenario resembled those of a real social application, the application may not
completely reflect the actual environment. However, in the actual social networking
environment (i.e., Facebook App Center), it would be impossible to manipulate the
experimental conditions (i.e., controlling the number of friends using the application).
Therefore, despite the limitation, the employment of scenarios is necessary. We
encourage researchers to verify the impact of information acquisition and exposure
control on social application in a more natural setting.

Furthermore, it could be possible that our findings are specific to the student samples
and not necessarily generalized to other populations. For instance, our respondents might
feel that they had little to “lose” economically or socially in terms of their profile infor‐
mation and displayed more willingness to use social applications. Despite this concern,
university students are reported to represent a huge portion of the actual population
engaging actively in social application usage. More importantly, university students are
found to be vulnerable to privacy loss and become targets for physical and psychological
threats.

This study opens up a number of exciting directions worthy of further pursuit. For
example, this study examines individuals’ initial evaluation and usage of application
apps. It is likely that individuals may behave differently if they have actual usage expe‐
rience. We believe our theoretical perspective can be instrumental to these potential
future studies.

Additionally, this study has focused on willingness usage intention. In a real
setting, users might engage in other behaviors. For example, users might complain
to friends about the usage of the application in physical interactions. Likewise, users
might resign from using online social networks entirely. Hence, future research
could investigate how users react to information collection by social applications in
the offline environment.
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To Believe or Not to Believe a Call to Action: An Empirical
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Abstract. How well can individuals detect deception from information sources?
This study examines consumer evaluations of a real CRM product brochure and
a fraudulent one that imitates it. The forged brochure contains malicious manip‐
ulations designed to decrease trust in the product and oversell the abilities of
the CRM system. This study seeks to see how manipulations of the material
are perceived by the individuals and how that impacts their willingness to
believe the source credibility of a message.

Keywords: Source credibility · Deception · Trust · Media assurance

1 Introduction

Individuals acquire information from a variety of sources every day. These sources of
information vary considerably with respect to reliability and credibility of their content
[31]. For example, the Wall Street Journal might be considered a more credible provider
of information on business matters than National Geographic. Views about credibility
also develop based on the sources mentioned by or associated with sources of informa‐
tion [33]. Knowledge about an individual source (e.g., a respected multinational corpo‐
ration vs. a small regional corporation) and the quality of its presentation have been
found to influence whether readers trust on or ignore the propositions provided by that
source [38].

This paper explores the following research question: Are individuals able to
detect deceptions of printed technical advertisements from a trusted source? More
specifically, this study aims to see if deceptive manipulations of a print media’s
quality and layout can be detected if the source of the information is trusted by the
individual. To address this research question an experimental design using eye
tracking will be conducted to examine how elements of print material are used to
assess credibility. One of the contributions of this study, made feasible by the use
of eye tracking, is to open the black box of information assimilation and to study
the visual cues used by subjects to make a determination of credibility.
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2 Conceptual Background

The conceptual background in this paper draws on marketing and IS literature to look
at an understanding of how subjects may detect instances of deception that are found in
printed media (pdf file displayed on a computer screen). The theoretical approach here
looks at the concepts of perceived source credibility and deception. The model proposed
here looks at how perceived deception, trust, and risk influence a participant’s attitude
towards a particular source.

2.1 Source Credibility

Perceived source credibility is defined as judgments made by a perceiver on the believ‐
ability of the communicator of information [38]. Credibility is important in creating
effective information dissemination and acceptance by the subjects. In measuring
source credibility, several researchers have utilized the three dimensions of expertise,
trustworthiness and attractiveness [27]. Other dimensions, such as believability, lika‐
bility and attractiveness, have also been used as dimensions of credibility [1, 10]. For
the purposes of this paper, credibility is comprised of expertise (the degree to which a
perceiver believes a source to know the truth), trustworthiness (the degree to which a
perceiver believes a source will provide the truth), and goodwill (the degree to which
a perceiver believes the source to act in good faith). Research has found that increasing
source credibility positively influences a business, or brand, in several ways. For
example, credible information elicits a greater attitude change within the viewer of the
material than less credible information sources [7]. Marketing research has shown
consumers are more likely to discount communications from spokespersons that they
perceive to have low credibility [27].

Research also has demonstrated that source credibility also has a strong relationship
with brand and company reputation [19]. Consumers use reputation as a means of infer‐
ring quality of a product offering and in surmising information being sent from a
company. Credibility is whether a company can be relied on to do what it says it will
do which is based on the firm’s track record of success. Firms which value their repu‐
tation should not engage in deception due to the potential impact that deception will
have on their public image [9]. By using a firm’s positive reputation in communication
a firm is able to deliver a strong message and make an impact on the recipient. At the
same time a third party might try to use the positive reputation of a firm to their own
advantage through deception. Types of manipulations and their implications on percep‐
tions of credibility are described next.

2.2 Deception

Deception is an act in which individuals incorrectly infer that a product (or other object)
possesses certain attributes due to an information source (i.e. advertisement or other
communication medium) [30]. Within this domain, researchers have examined four
related but distinct paradigms: deception, deceptiveness, misleadingness, and legal
deception [37]. In general, academic scholars tend to take different viewpoints from
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practitioners about what a deceptive claim is and why deception matters. The Federal
Trade Commission (FTC), for example, has found deception to occur if there is a
misrepresentation, omission, or practice that is likely to mislead the consumer acting
reasonably in the circumstances, to the consumer’s detriment. Marketing researchers
have looked at deceptive claims in advertising ranging from incomplete or partial infor‐
mation, false information, manipulative claims, ambiguous information, and a variety
of customer testimonials [18]. Deception in an information source leads to a risk on the
part of the individual as they face adverse consequences from believing the source [2].

As communication media has become more impersonal the individuals are left with
fewer methods of establishing trust in a particular source. Uncertainty increases when
the person cannot observe the real quality of the product or the verify performance and
is therefore dependent on information that is provided by the information source [17].
As individuals try to deal with an information source they will use certain heuristics
when interpreting actions or motives of the source of information. Past research has
looked at ways to increase trust in communication in different contexts such as internet
transactions or social interactions [38]. Detecting deception is not automatic and can be
a daunting task for the cognitive processes of individuals. Insight into how individuals
use inference and context to establish source validity will demonstrate how these beliefs
are formed.

Figure 1 presents a model of source credibility that relates deception, perceived risk,
and trust. The model draws on the theory of reasoned action [15] and assumes that an
individual’s beliefs about a source of information affect the individual’s attitude towards
the source. These attitudes are either favorable or unfavorable evaluations of information
being presented. These attitudes towards the information source in turn influence the
behavioral intention (willingness to believe a source of information is credible).

Media Assurance Mechanisms:
  -Brand
  -Current
  -Testimonials
  -Message

User Characteristics:
  -Disposition to Trust
  -Perceived Reputation

Perceived Risk

Attitude Towards 
Source Credibility

Trust

Deception

H1

H2

H5

H4b

H4a

H3

Fig. 1. Model of source credibility and deception

To Believe or Not to Believe a Call to Action 55



2.3 Trust

Trust and trust building are key components of trying to inform an audience on how to
proceed. Kramer [24] provides a definition of trust: “a state of perceived vulnerability
or risk that is derived from individual’s uncertainty regarding the motives, intentions,
and prospective actions of others on whom they depend.” Although acknowledging that
trust can comprise emotional and social elements, the focus here is on the cognitive
processes of trust and view trust as a choice process based on how an individual
approaches the choice. Choice can depend on a calculative justification or can be
grounded on heuristics familiar to the individual [3].

The trustworthiness of a source is expected to have a significant impression on an
end user’s attitude toward the message [21]. Past studies have shown that highly trust‐
worthy sources’ arguments are more eagerly accepted than that of low trustworthy
sources [5] and that the trustworthy sources are presumed to provide truthful message
information. Priester and Petty [32] propose that messages from untrustworthy sources
come under greater inspection than those from their trustworthy counterparts. When we
consider information which is from a known source with an established reputation in
the market (SAP in this study) individuals will feel the source is able to be relied upon.
This favorable trust formation should influence the individual’s attitude towards estab‐
lishing if the source is credible. Hence, the following hypothesis is proposed:

H1: Perceptions of trust in the information source will have a significant effect on the
individual’s attitude towards the source’s credibility.

2.4 Perceived Risk

Risk refers to an individual’s perceptions of uncertainty and adversarial consequences
of participating in an activity [12, 24]. When risk is perceived to be present, trust is
needed before an individual is willing to rely on information presented by a source. The
bigger the negative consequences that an individual faces from relying on the informa‐
tion (i.e., the higher the risk), the higher the need for trust. On the other hand, if there is
nothing to risk, there is no likelihood for exploitation, and consequently there is no need
for trust to be assessed by either actor. Risk presents a test of trust through the intention
of making a person vulnerable to some potential harm [11]. Risk perception is an indi‐
vidual’s belief regarding the probability of gains or losses associated with relying on a
source of information.

As information is presented to an individual there is a real possibility that an infor‐
mation source withholds information about the quality of a product or service to seek
advantage. Information to withhold might include, for example, past performance of a
company or perhaps pending litigation. Lack of having this information is a source of
risk for potential end users to rely in this information to make a decision. This is an
example of what previous researchers describe as “social uncertainty [39].” Social
uncertainty exists when (1) an information provider has an incentive to act in a way that
inflicts costs (or harm) on the information consumer; and (2) the information consumer
does not have enough evidence to predict if the information provider will in fact act in

56 C. Claybaugh



way to cause harm. Uncertainty increases when the individual cannot observe the quality
of the product directly (as is the case for printed information) and is therefore dependent
on information that is provided by the information source. To that end the following
hypothesis is proposed:

H2: Perceptions of risk in the information source will have a significant effect on the
individual’s attitude towards the source’s credibility.

2.5 Media Assurance Mechanisms and Deception

A number of methods are available to manipulate media to improve assurance of quality
and build trust. These mechanisms are designed to reduce the appeal of the source being
valid. Assurance mechanisms act as signals of behavior which should reduce the prob‐
ability of there being a risk of relying on the information [17, 37]. Here we examine four
forms of media assurance mechanism: brand, current (copyright), testimonials, and
message.

Brand has had an impact on credibility of a message as the believability of the infor‐
mation contained in a message accompanied by a brand has been shown to decrease risk
perception [14]. Brands can function as indications of a promise since brand equity will
erode if and/or when they do not deliver what is expected [13]. Brands, and the equity
embedded within, are long term signals from the firm used to create a higher perception
of expected performance and quality [13]. When a brand holds a higher perception by
an individual this can lower the cost of information assessment and lower risks of relying
on a source with the brand. Firms build their brand reputation to increase their perform‐
ance in the marketplace. This implies a recognized brand would have a strong incentive
to provide accurate and current information. Conversely, an unrecognized brand might
imply less of a promise to adhere to the same standards.

More traditional sources of information (library books, newspapers, magazines for
example) provided organizational structures and publication dates. New trends of media
and the information contained within tend to provide fewer assurances of the currency
of their information [34]. More current information sources have been shown to increase
the perception of information trust [29]. Information media being distributed by a
corporation has a few qualifiers to signal currency namely in the form of a copyright
date. These copyright dates provide a reference point to which the information was
compiled and can be used in comparison to date the information is viewed. Including
an older copyright date or none appearing at all will increase the risk of the individual
relying on information which is not current.

Information media provide customers testimonials to help convey to the individuals
the firm’s ability to execute and achieve a stated goal. These customer testimonials also
serve to demonstrate the firm’s willingness and ability to transact in a trustworthy
manner [28]. These testimonials act as an independent verification of the claims being
made by the firm and being included in the media. These customers are providing their
name to the media such that they provide validation to the success they have enjoyed
[17]. Providing the customer testimonial from a recognized third party (large multina‐
tional firm) can further increase the trust one places in the information provided. At the
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same time if the customer is not recognized or has a negative image in the mind of the
information evaluator the sense of trust in the information decreases. This will also
impact the risk perceived from relying on the source.

Messages contain a variety of claims that convey material information about product
or service attributes [4]. A substantial stream of research has derived a variety of typol‐
ogies for messages to be considered to be deceptive [37]. The claims contained within
a message can be intentionally crafted in a way to mislead individuals to read beyond
the literal statements and to infer erroneous information about a product or service being
offered by the firm. When a message contains statements that appear too good to be true
they indicate a willingness of the information source to stretch the truth. This implies
that relying of the information is a risk for the individual.

In this study the expectation is that perceived deception will increases the strength
of the relationship between media assurance mechanism and reduced risk. This is
consistent with past studies on confirmation bias that suggests that people tend to allow
their past beliefs influence their attitude towards information [16]. The higher the level
of perceived deception a person has the more attention they will pay to assurance mech‐
anisms. The expectation is that perceived deception will trigger the individual to seek
cues about the safeguards of relying on the information source. The higher the perception
of the media assurance mechanisms the less likely they are to perceive there to be a risk
relying on the information source. Formally the following is proposed:

H3: Perceptions of risk in the information source is determined by the presence of
media assurance mechanisms.

H4: Perceptions of deception in the information source will have a significant effect
on risk perception of the information source.

H5: Perceptions of deception in the information source will have a significant effect
on trust of the information source.

2.6 Participant Characteristics

A number of individual differences have been found to influence the ability of a person
to detect deception [25]. Two of these user characteristics are examined in this study:
disposition to trust and perceived reputation.

Disposition to Trust. Disposition to trust, also called trust propensity, is an indication
of an individual’s overall willingness to depend on others within a wide variety of social
contexts [22]. This general disposition of the individual to have a trusting attitude
impacts his or her specific formation of trust towards an object (information source in
this context). Many studies have looked at disposition to trust and how different settings
influence its significance in trust formation [8, 20]. Following these other studies
example this study sees the disposition to trust having a direct effect on the formation
of trust in the information source.

Perceived Reputation. Reputation is defined as “the extent to which buyers believe a
seller is professionally competent or honest and benevolent [35]”. Past studies have
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documented that a firm’s reputation is a valuable intangible asset that necessitates a long-
term investment of resources, efforts, and attention to ensure success [6]. Reputation,
similar to brand, is an intangible, strategic asset that can be easily tarnished or damaged
if not carefully protected. A firm with a high perception of reputation is generally reluc‐
tant to jeopardize their reputation through opportunistic behavior. A firm has a high
perception of reputation from the individual is expected to have a higher perception of
trust as well.

H5. The user’s characteristics (disposition to trust, perceived reputation) will have a
significant effect on trust of the information source.

3 Method

This section introduces the proposed subject sample, the experimental design, the meas‐
ures, and the methods used to test them.

3.1 Subjects and Experimental Task

Undergraduate student subjects will be recruited to participate in the experiment. All
subjects are asked to read a set of print advertising for a CRM software system from
SAP. The subjects are instructed the task is focused on reading comprehension. The
subjects performed the task using University computers and also had the eye tracker
attached to their person. Once the subjects had read the print material they instructed to
minimize the material and perform three additional tasks: (1) fill out the first part of a
questionnaire; (2) go back to the printed material and examine five specific features of
the material (copyright, corporate logo, customer testimonial, pictures in the advertise‐
ment, and facts presented); (3) fill out the rest of the questionnaire.

3.2 Design and Manipulations

Participants will be assigned one of two conditions. Half the subjects assessed a real
print advertisement and the other half accessed a copy of the material forged by the
researcher. The forged material contains several malicious manipulations designed to
increase distrust and increase the risk of believing the source as being credible.

The forged material was built from a copy of an original print material from a real
vendor selling CRM software, SAP CRM. The five modifications were made to the real
material for the purpose of including a variety of mechanisms to see if the source cred‐
ibility of a print advertisement from an established company can be found to be un-
credible. The specific modifications were developed from previous research [17, 37].

(1) Copyright – The copyright was created blurry and of small font.
(2) Corporate logo – The corporate logo was blurry and was also slightly tilted.
(3) Customer testimonial – Existing endorsements from customers were inflated by

adding hyperboles and were from firms not internationally known.
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(4) Pictures in the advertisement – Created blurry and also slightly tilted.
(5) Facts presented – Facts from the original were created with speculative that implies

superiority without evidence to verify the claim.

3.3 Measures

The potential measures and their sources are shown in the appendix.

4 Discussion

This study has the potential to validate how individuals approach the task of validating
the source of information as being valid. Depending on whether individuals have the
ability and motivation to detect the deception contained in the study they may or may
not recognize the manipulation. Some individuals are more susceptible to deceptive
claims. Even if they detect the deception they still might not question the information
if the source is from a firm they trust and has a good reputation in the market.

Appendix: Items to Use in Study

Attitude Towards Source Credibility - The following items are answered on a 1–7 scale
of strongly disagree to strongly agree [23].

I have a favorable opinion of the information source.
I believe the information source is credible.
I believe the information source is competent.

Trust - The following items are answered on a 1–7 scale of strongly disagree to strongly
agree [17].

This information source is trustworthy.
This information source keeps customers’ best interests in mind.
The information source can be relied upon.

Perceived Risk – The following items are answered on a 1–7 scale of strongly disagree
to strongly agree [36].

I feel relying on this source of information is risky.
How would you characterize the decision of whether to believe the information from
this information source? (Anchors: Very significant risk to Very significant opportu‐
nity)

Deception - Please evaluate the quality of information provided by the source. To what
extent do you believe that the information provided by the store is (1–7) [17].

Accurate
Misleading
Truthful
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Deceptive
Factual
Distorted

Media Assurance Mechanisms [17]: Testimonials (1–7) –

How convincing are the customer testimonials?
Convincing - Unconvincing
How believable are the customer testimonials?
Believable - Not believable
How impartial are the customer testimonials?
Impartial - Partial

Media Assurance Mechanisms: Message (1–7) –

How convincing are the messages in the information source?
Convincing Unconvincing
How believable are the messages in the information source?
Believable Not believable
How impartial are the messages in the information source?
Impartial Partial

Media Assurance Mechanisms: Brand (1–7) –

This information source has a good brand.
This information source has a positive perception in the market.
This information source has a good name.

Media Assurance Mechanisms: Current (1–7) –

The information provided in the source is current and up to date.

User Characteristics: Disposition to Trust [22] (1–7) –

It is easy for me to trust a person/thing.
I tend to trust a person/thing, even if I have little knowledge of it.
Trusting someone or something is not difficult.

User Characteristics: Perceived reputation [35] (1–7) – I believe this information source:

Is well known
Has a good reputation in the market
Has a reputation for being fair
Has a reputation for being consumer-oriented
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Abstract. To better inform the users of the articles quality, Wikipedia assigns
quality labels to the articles. While most of the existing studies of the Wikipedia
phenomenon took the quality ratings provided by Wikipedia as the outcome
variable of their research, a few yet growing number of studies ask expert raters
to rate the quality of selected Wikipedia articles because of their doubts in
Wikipedia’s ratings. This study aims to check if Wikipedia’s ratings really reflect
its stated criteria. According to Wikipedia criteria, having abundant and stable
content is the key to article’s quality promotion; we therefore examine the content
change in terms of quantity change and content stability by showing the semantic
convergence. We found out that the quantity of content change is significant in
the promoted articles, which complies with Wikipedia’s stated criteria.

Keywords: Wikipedia � Article quality � Quality motion � Content change �
Semantic convergence

1 Introduction

Since its advent in 2001, Wikipedia has become the most sought after online ency-
clopedia; its free distribution and wide coverage radically changed the way people
approach knowledge. By 2014, there are more than 4 millions English articles in
Wikipedia ranging from natural science to social science. Moreover, Wikipedia pro-
vides a gold mine for researchers of various disciplines. For researchers in the social
science field, Wikipedia serves as a prominent exemplar of using wiki technology for
crowdsourcing; it offers a great source of data for researches on online collaboration,
open innovation, etc.

Typically researchers utilizing Wikipedia data would analyze the predictors of the
quality of Wikipedia articles. Ironically, the quality of Wikipedia has been a debatable
issue for long time; drawing much attention not only from the regular users who simply
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use its content as knowledge sources but also from researchers who are interested in the
study of Wikipedia. There are two main streams of researches related to the quality of
the Wikipedia articles: one stream is modeling of the articles quality, which propose
methods to help identify or distinguish article quality levels [1, 2]; another stream is to
use quality as a dependent variable for the studies of collaboration, conflicts, or virtual
teams in general [3, 4]. The studies from both streams basically rely on some sample
articles which are already rated to different quality levels. The typical ways to derive
the quality ratings are either directly making use of Wikipedia internal ratings or hiring
outer expert raters to evaluate the quality of randomly selected articles. Based on the
quality rating criteria provided by Wikipedia, about 1 million out of 4 million articles
were ever assigned one or more quality labels, moreover, many of the articles have
experienced quality promotion or demotion or both over their development history.
Kittur and Kraut [5] found significant correlation between Wikipedia’s article quality
ratings and the article quality ratings assigned by external raters. The study indicates
the high consistency in the evaluating criteria from within and outside of Wikipedia.
The main limitation of this study is that it is based on only a small number of articles.
So the question remains: Does the rating assigned by Wikipedia to around 1 million
articles really reflect the criteria in Wikipedia’s evaluation system?

We first refine this question before attempting to answer it. We notice that constant
change made to articles distinguishes Wikipedia from traditional encyclopedia; there-
fore the quality rating in Wikipedia is a dynamic process. Kane et al. [6] suggests two
stages of online collaboration, namely, the creation stage when the information is
developed and shaped, and the retention stage when the created information gets
preserved and refined through ongoing collaboration. Similarly, the development of
Wikipedia articles can also be divided into these two stages; accordingly, the
improvement for Wikipedia articles would have different focuses in these two stages. In
the creation stage, content completeness is the priority while elaboration and minor
details like having reliable references would be looked after later. In Wikipedia’s
criteria, the complete, accurate content and detailed requirements in citations and
writing styles are all taken into consideration. In our study of examining the mapping
between quality and criteria, we focus on the content change since the complete content
formed the mainframe of the articles on which any other minor changes are based.
Content change is therefore the critical factor for a significant quality improvement.

There are seven quality scales in Wikipedia, for each scale there is a corresponding
rating criterion. Observing the content-related rule in the criterion of each scale, we
noticed that splitting the seven quality scales into two groups would facilitate a better
alignment of the content rule and the article quality, since these two groups have
significant distinguishable content requirements, which only slightly differ within the
groups. This quality scales grouping is also adopted in some recent study which
propose a model to evaluate the article quality [7]. We define quality promotion as the
change of quality scale from the lower-level group to the higher-level group, and
quality demotion as the change of quality scale from the higher-level group to the
lower-level group. Having collected almost all of the English Wikipedia articles that
have experienced quality promotion and demotion in their first two quality ratings,
noted as promoted and demoted articles, we subsequently conduct a longitudinal
analysis of the content change by examining the semantic convergence during the time

Understanding the ‘Quality Motion’ of Wikipedia Articles 65



period of quality change. Semantic convergence is a measurement of content change by
computing the semantic similarity of each version with the last version of the article.

2 Quality Promotion and Demotion

According to Wikipedia quality rating system, articles’ quality level ranges from Stub,
Start, C-class, B-class, Good Articles (GA), A-class, to Featured Articles (FA) in
ascending order. Wikipedia provides guidelines for assessing the articles in a multi-
dimensional measure. For instance, a Featured Article needs to be: (1) well written;
(2) comprehensive; (3) well-researched by including appropriate references; (4) neutral;
(5) stable (no ongoing edit wars); (6) compliance with Wikipedia style guidelines, like
consistent citation and appropriate structure; (7) having appropriate media mostly in the
form of images with acceptable copyright status; and (8) having appropriate length and
focusing on the main topic.

Wikipedia has developed various mechanisms for quality rating centering around
two principles: relying on consensus of most reviewers and constraining the influence
of major contributors. To promote an article to GA or FA, it first needs to be nominated
by at least one registered editor, and all other editors excluding the significant con-
tributors can review the article and give their comments based on the corresponding
criteria, after then vote for the nomination. For a nomination to be promoted to GA or
FA, a consensus among most reviewers must be reached. But for GA assessment,
nominator is not allowed to participate in the review. The quality assessments for other
levels (e.g. B-class, C-class) are normally performed by members of WikiProject.
A WikiProject is composed of a collection of articles of the same domain or on a
specific topic, and a group of editors who collaborate in these articles. Similarly, a
consensus among WikiProject members is required for the rating.

In general, an article changing from any level to a more superior level is considered
to have been promoted or demoted in reverse. Nevertheless, instead of exhausting all
the possible changes, we simplify the problem by firstly grouping quality levels and
then adjusting the definition of promotion and demotion accordingly. We cluster GA, A
and FA as advanced group while B, C, Start and Stub as underdeveloped group. The
reason beyond this grouping is primarily based on the reader’s experience and the
Wikipedia editing suggestions. According to Wikipedia, readers tend to perceive FA
articles as professional, outstanding, and thorough; A-class articles as very useful and
fairly complete; and GA articles as useful, without obvious problems and approaching
the quality of professional encyclopedia articles. For FA articles, no further content is
needed unless new information becomes available. Some style problems may need
solving in GA and A-class articles. GA articles may need some editing by subject and
style expert.

Moving down to B-class articles, the content is probably not be enough to satisfy a
serious researcher, which means a few aspects of content and style need to be
addressed, the inclusion of supporting materials as well as a better style should also be
considered. It is worse in C-class articles as there is no complete picture for a detailed
study, and considerable editing is needed. In Start-class articles, users can find some
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meaningful content, but most readers will need more; these articles are suggested to
provide reliable sources and substantial improvement in content and structure.

From the above descriptions of each quality class provided by Wikipedia, there
seemingly exists a line to distinguish GA, A, and FA articles from B, C, Start and Stub
articles. That is, the considerable content changes. In GA, A and FA articles, an
expert-level elaboration and minor updates are needed, while the articles of the other
three lower levels require more content. This distinction matches the two dimensions of
our study: content change and quality motion. Based on the grouping, we characterize
the promotion as the change from any level in the underdeveloped group (B or C or
Start or Stub) to one in the advanced group (GA, A, FA), and the demotion as the
change from advanced group to the underdeveloped group.

As aforementioned, around 1 million Wikipedia articles have ever received quality
rating; many of them have had more than two quality assessments. In our research, we
only focus on the articles’ first quality motion. For example, when one article has
assessment history like “B → GA → FA”, we conduct the study on the content change
during the time period from B to GA. We align the promoted and the demoted articles
by their first quality motion, regardless of their age and birth date. In the following
section, we provide the details of collecting and preparing the data. We then describe
the method of semantic convergence and present the semantic convergence for the
different groups of quality motion.

3 Data Collection

We extract the data from the recent English Wikipedia as of January 2014. It includes
over 4 million articles, out of which 3,799 articles are labeled as FA, 18,616 articles are
categorized as GA, and 674 articles as A-class. There are also 64,021 B-class articles
and 118,906 C-class articles. We did not consider the articles currently rated as Start or
Stub class, since we only focus on articles that have already undergone one creation
stage.

Each Wikipedia article has its own talk page where the discussions on the article
editing take place among the editors. Wikipedia not only stores the most recent version
of the articles and their talk pages but also records every effective change made to them
in the form of revision through its lifecycle. A revision of Wikipedia article is a version
of the article and the changes made to the current revision is based on its last revision.
When a revision is submitted, in addition to the updated article content, Wikipedia
would also record the information of the editor who creates the revision and the
submission time. The same recording procedure applies for talk page. Additionally,
each version of the talk page contains new comments and new meta information about
the article. The meta information includes which WikiProject the article belongs to,
suggestions on improving the article and the current quality level of the article. We
retrieve the quality information of the articles from their talk pages.

To get articles that have been promoted or demoted, we first retrieve the quality
rating history for all the 205,987 articles, covering all articles which are presently
labeled as C-class, B-class, Good, A-class and FA. We derive the quality ratings by
checking the meta information through all the revisions of each article’s talk page.
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We finally get the quality rating history for around 201,500 articles out of 205,987
articles. About 5,000 articles were dropped because of missing information in the talk
page. The quality ratings’ are recorded in the form: q1ðt1Þ. . .qnðtnÞ; where qi is the ith

quality rating at timestamp ti. An article is considered at qi level from ti until a different
quality level is assigned, i.e., qi is different from its adjacent quality ratings.

Next, we collect all articles that have at least two quality assessments over their
histories. By checking their first two quality levels, regardless of their present quality
level, we select the articles which meet the condition that one of the two quality classes
is from advanced group (GA, A, FA) and another one is from underdeveloped group
(B, C, Start, Stub). We then cluster them as promoted articles (PA) and demoted
articles (DA) according to the quality change order. Finally, we get 7,653 promoted
articles and 525 demoted articles; both of the two clusters contain articles that are
presently assessed as C-class, B-class, GA, A-class or FA. This is our base dataset on
which we check the relation between the pattern of the first quality motion and the
present quality of these articles.

Interestingly, from all the promoted articles and demoted articles, we found out that
the first quality motion pattern indeed has an impact on its present quality status:
(1) more than 95 % of the promoted articles (7,399 out of 7,653) stay at the advanced
group and less than 5 % suffered demotion after having been promoted; (2) only about
40 % of the demoted articles (213 out of 525) get promoted to advanced group after
having experienced a demotion, while the rest (60 %) stay at underdeveloped
group. The finding in (1) shows that if an article gets promoted to advanced group from
underdeveloped group in their first quality motion, it is more likely that it will stay as at
least a Good article. Hence, this initial finding further implies the importance of the
change made in the time period between the first two quality assessments.

For all the promoted and demoted articles, we do the following: given the timestamps
t1 and t2 corresponding to the first quality rating q1 and the second quality rating q2, to
capture the content changes in the article between t1 and t2, we extract every revision of the
article which was issued during this time period for the computation of semantic
convergence.

4 Semantic Convergence to Measure Content Change

Semantic convergence measure applied in Wikipedia research was first designed to
assess stability of Wikipedia articles, in order to automatically judge their maturity [8].
In our research, we adopted the similar method to measure the content change during
the time from the first quality assessment to the second assessment. The detail of the
method and the validity of using this method for measuring content change are stated as
follows.

4.1 Vector Space Model

“Semantic” is a commonly used term in natural language processing domain. It is
normally referred in a context when comparing the similarity of two documents in
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terms of their topic and content. When two documents are matched in their contents,
they are considered to be semantically similar to each other. If a vector is used to
represent an article, then the similarity degree is typically computed by the cosine
measure of the two vectors having values from −1 to 1. The value of 1 indicates that
the two documents are the same or very highly matched, while the value of −1 tells the
opposite relation. Among all the type of vectors representing document, Term Fre-
quency (TF) vector is used in our study, which will be explained in the following.

We take any revision of an article as one single document. Suppose an article has
N revisions issued during the first quality motion time. This article is composed into a
set of N documents, denoted by:

D ¼ fdkjk 2 1. . .Ng; ð1Þ

with dk is the kth document or kth revision. We then establish a vocabulary from all the
documents in D, i.e., a list of all the distinct words appeared in D. Let w1;w2; . . .;wm

be the words in the vocabulary. The (sparse) representation of the TF value of the
words in dk is denoted by the vector

dk
!¼ TF w1;k

� �
; . . .;TF wm;k

� �� �
; ð2Þ

with TF wi;k
� �

is the Term Frequency value of word wi (i 2 1. . .m) in document dk, i.e.,
the number of occurrence of word wi in document dk. For some words listed in the
vocabulary but not appeared in this document, the TF value of those words in the
document is zero. Suppose there is a different document dl with its vector represen-

tation as dl
!¼ TF w1;l

� �
; . . .;TF wm;l

� �� �
, then the semantic similarity between dl and

dk is computed by the cosine value of the two vectors:

cos dk
!
; dl
!� �

¼ dk
!
:dl
!

dkj j dlj j ; ð3Þ

where the nominator is the dot product of the two vectors:

dk
!
:dl
!¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TF w1;k

� �� TF w1;l
� �þ . . .þ TF wm;k

� �� TF wm;l
� �q

ð4Þ

and in the denominator “ dkj j” denotes
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TF w1;k

� �2þ. . .þ TF wm;k
� �2

q
.

Following the above way, a matrix is built for every Wikipedia article with the rows
representing the different revisions in order of the date they were issued and the
columns representing words in the vocabulary, such as:

ArticleMatrix ¼
TF w1;1

� � � � � TF wm;1
� �

..

. . .
. ..

.

TF w1;N
� � � � � TF wm;N

� �

0

B@

1

CA ¼
d1
!
..
.

dN
	!

0

B@

1

CA: ð5Þ
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The reason that we think the above vector model is appropriate for measuring the
content change lies in the type of actions leading to the change. Similar to any other text
revise, the primary editing actions inWikipedia article include [4]: (1) insertion or deletion
of a sentence; (2) modification or rewording of an existing sentence; (3) linking a existing
word to another Wikipedia article to external Internet articles; (4) change the URL of the
name of an existing link; (5) deletion of an existing link; (6) adding or deleting of a
reference; (7) modification of an existing reference; (8) reverting an article to a former
version. Basically all these actions, to more or less extent, caused the change in word
frequency. For example, inserting a new sentence means the vector representing the new
revisionwill have bigger values in someof its entries. Themore the value changes, themore
it varies from the previous revision. In prior work [9], the distance of two revisions was
represented by the count of inserted and deleted words. This count is computed by a
complex algorithm, which would become quite time-consuming when the article is long
and has a large number of revisions. In our study,wefirstly index thewords of each revision
using Lucene, and then build the vectors using the indexing. This way, the matrix com-
putation is much faster than the word-counting methods and it can be even improved by
using some optimal algorithm for sparse vectors. Thus, we consider vector space model
more robust and efficient as compared to other models measuring the document distance.

4.2 Revision Milestone

After we get the article matrix that is composed of the vectors representing all the
requested revisions of the article, we start to compute the semantic similarity between
any two revisions. However, before computing the semantic similarity, there are still
some problems that need to be addressed. First, vandalism is commonly seen in
Wikipedia. Since this action was also recorded as a revision, this will add noise to the
analysis of effective content change. Second, to explore the characteristics in content
change of a group of articles, such as promoted group and demoted group, we need to
align the articles in some way, because these articles vary in the number of revisions
and timestamps for each revision.

Inspired by the work of Thomas and Sheth [8], we use revision milestone to address
the above stated problems. Revision milestone is an abstract revision that is repre-
sentative for the content change made through a cluster of real revisions. Since revision
milestone is considered as a “revision”, it then can be represented as a vector. Given
one article matrix as in Eq. (5) where each row is the vector representing one revision
and chronologically ordered by the timestamp of the revision. We now cluster the
revision vectors from top to bottom of the matrix using a one-week timeframe. That is,
the revisions belonging to one cluster are issued within one week starting from the
timestamp of the first revision in this cluster. For example, we derive the first cluster
matrix from the article matrix as:

Cluster1 ¼
TF w1;1

� � � � � TF wm;1
� �

..

. . .
. ..

.

TF w1;i
� � � � � TF wm;i

� �

0

B@

1

CA; ð6Þ
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where 1� i�N; trev1 � trevi �ðtrev1 þ 1weekÞ. The revision milestone vector of the first

cluster, denoted by RM1
		!

, is defined as:

RM1
		! ¼ median Cluster1ð Þ; ð7Þ

where the “median” is to get the median value of entries in each column of the cluster
matrix.

Using revision milestone vector, we can align the articles regardless of their dif-
ferent developing time. Moreover, taking the median value as entry of the revision
milestone helps to eliminate the impact of revert wars and random vandalism. Hence,
we represent for each article by its revision milestone vectors instead of revision
vectors; the rows of the new article matrix are the vectors of the revision milestones in
the order of the weeks and the columns are the words from the vocabulary.

4.3 Semantic Convergence

The next step is to measure the content change using the new article matrix composed
of the revision milestone vectors. Given an article having L revision milestones, we
display its semantic convergence by computing the cosine similarity, as showed in

Eq. (3), between each RMl
		!

l 2 1. . .Lð Þ and the last vector RML
		!

. In this way, we can
track the major content change towards the last version that dynamically leads to a
quality motion.

The same semantic convergence computation is applied to each article, after then
we align the articles by grouping the cosine similarity value with the same index
(correspond to the index of their revision milestones from the 1st week to the last
week).

5 Comparison of Semantic Convergence

By displaying the semantic convergence over the revision milestone index, we examine
the pattern of the content change of the promoted and demoted articles during the
period between the times of their first and second quality assessments. The promoted
articles have had their first quality level from the underdeveloped group (B, C, Start,
Stub) upgraded to one level in the advanced group (GA, A, FA), while the demoted
articles have the quality motion in the opposite direction.

In addition, when we look back to our quality levels grouping and the definition of
quality motion, we recall that (according to Wikipedia’s statements): (a) considerable
content change distinguishes the articles belonging to the underdeveloped group and
the advanced group; (b) meanwhile, the quality motion within advanced group should
be caused by other minor updates instead of significant content change. In order to
confirm these two statements computationally, we also display the process of the
semantic convergence of the articles having their first quality motion within advanced
group. We cluster the articles by their motion pattern: (1) promotion_GA → A;
(2) promotion_GA → FA; (3) promotion_A → FA; (4) demotion_A → GA;
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(5) demotion_FA → GA; (6) demotion_FA → A, and show their semantic conver-
gence process separately.

5.1 Semantic Convergence of Quality Motion Across Groups

As aforementioned, we have 7,653 promoted articles and 525 demoted articles in our
dataset. In order to balance the sample quantity in the two groups, we randomly select
600 promoted articles and take all 525 demoted articles. We filter out the articles
having less than 3 revision milestones, since we assume that content change would be
more stable and effective after at least three weeks. Further, to better align the articles,
we split the selected articles into 3 subgroups according to the number of their revision
milestones, the range of the number in first subgroup is from 3 to 20, in second
subgroup is from 21 to 50, and in the third subgroup is from 51 to 100. Finally we have
in total 358 promoted articles and 187 demoted articles. Notice that about 60 % of the
demoted articles have less than 3 revision milestones. This phenomenon already
indicates that remarkable content change should not be the main reason for quality
demotion. We further check the semantic convergence of the sampled articles.

In Fig. 1, the blue curve shows themean of semantic similarity values of each revision
milestone to its final revision milestone. We see that, in each subgroup, the similarity
distance from the first revision milestone to the final revision milestone for promoted
articles are larger than that for demoted articles. This can be interpreted as that much
editing efforts made to the content improvement for quality promotion, even though it
might experience some fluctuations during the process. In contrast, the semantic con-
vergence for demoted articles is faster, without noticeable distance in semantic. In gen-
eral, the semantic convergence patterns computationally reflect Wikipedia’s rating
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Fig. 1. Semantic convergence across groups (Color figure online)
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mechanism. On one hand, considerable improvement in content is needed for the
underdeveloped articles to be promoted to an advanced quality level; specifically it means
complete coverage of the specific topic with abundant facts and resources as well as the
professional writing style. On the other hand, there is no strong evidence that content issue
is critical for quality demotion; it is probably caused by outdated references, problems in
article structure, orwriting style. For the promoted articles, we see that themore number of
revision milestone the articles have, the larger the similarity distance is.

In terms of content stability, for the demoted articles, we don’t see turbulence in all
the three subgroups, same for the first two subgroups of promoted articles. There is
some fluctuation seen in the third promoted subgroup after 55 revision milestones, this
is mostly due to the drop in the number of articles which have more than 55 revision
milestones.

5.2 Semantic Convergence of Quality Motion Within Advanced Groups

Now we are going to show the semantic convergence of the quality motion within
advanced group to compare with the quality motion across groups. From our original
dataset, we extract all the articles matching the motion patterns within the advanced
group; Table 1 shows the number of sampled articles, since the number of articles are
less, instead of divide the articles by the number of revision milestones as did in
Sect. 5.1, we simply filtered out the articles which have far more revision milestones
than the average revision milestones of each case.

From the result in Fig. 2, we see that all demotion and promotion cases within the
advance group do not show significant semantic change over the period of quality
motion. This phenomenon seems to be consistent with Wikipedia’s suggestion on how
to improve the article quality when the current quality level is already high: instead of
content change, some knowledge from expert is needed.

5.3 Tests on the Distribution of Means Across

Now that we see the difference in the semantic convergence patterns of promotion and
demotion across groups, we are going to test the distribution discrepancy of the means
in the two groups. The mean of the semantic convergence throughout the first revision
to the final revision represents an effort needed to be either promoted or demoted.

Table 1. Sampled articles within group quality motion

Number
of articles

Samples which have at least 3
revision milestones

Final samples
after filtering

Promotion GA → A 67 41 37
GA → FA 182 139 139
A → FA 49 21 19

Demotion FA → GA 4 4 3
FA → A 14 12 11
A → GA 41 28 27
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A smaller mean shows a larger effort. As Fig. 1 depicts that the mean of promoted
articles across group is smaller than of demoted article, we performed the
non-parametric Kolmogorov-Smirnov (KS) test and confirmed that the mean in the
promotion cases is statistically smaller than the mean in the demotion cases for each
subgroup, with “p-value = 0.0003892” for the first subgroup, “p-value = 6.715e-15” for
the second, and “p-value < 2.2e-16” for the third.

6 Conclusion

Some prior studies on Wikipedia phenomena are conducted using its internal quality
ratings of the articles. Though Wikipedia provides a set of criteria and implements
voting mechanism for quality evaluation, the validity of the internal ratings is yet to be
examined. Our study is one of the first that shows the mapping between the stated
evaluation criteria and the quality rating of the Wikipedia articles. We investigate one
of the most important evaluation criteria, i.e. the content rule, in a computational way.
We check to what extent the content in terms of quantity change and stability affects
quality change in both directions (promotion and demotion) and if the result is con-
sistent with the criteria stated by Wikipedia. We measure the content change by
computing the semantic similarity of every revision of the article until the final revi-
sion, starting from the first quality rating until the first quality motion occurs to see how
the semantic converges. We define quality promotion as the change of quality scale
from the underdeveloped group to the advanced group, and quality demotion as the
reverse. In order to show the semantic convergence of a group of articles, namely a
group of promoted or demoted articles, we align the semantic convergence of the
articles by their revision milestones.

Fig. 2. Semantic convergence within advanced group
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By showing the aligned semantic convergence of the articles, we found out that the
quantity of content change is significant in the promoted articles, which complies with
Wikipedia’s stated criteria. We also saw slight content instability in some demoted
articles though the phenomenon is not as clear at the group level. We thereby conclude
that there could be other major issues which cause quality demotion instead of content
instability, such as the outdated references and the missing links. Overall our findings
suggest that Wikipedia’s evaluation for promotion is significantly influenced by content
change whereas the evaluation for demotion is influenced by other factors stated in
Wikipedia’s evaluation criteria. Wikipedia’s assigned quality rating may thus be a
reliable outcome variable for research provided that the researchers are comparing
articles from the lower-quality group (articles with B-class, C-class, Start, and Stub
ratings) with the higher-quality group (articles with Featured, A-class, and Good rat-
ings). A more fine-grained outcome variable is not suggested, as there are only slight
different content requirements’ evaluation criteria within the advanced group. Never-
theless, for the articles that experience quality promotion within underdeveloped group,
for example, from Start-class to B-class, we expect larger content change to take place.
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Abstract. To identify existing streams of research and develop an agenda for
future research, we reviewed and synthesized the existing literature relevant to
social media in health care. In particular, our review encompassed two themes -
Patient Use of Social Media and Healthcare Organization/Professional Use.
Within these overarching themes, we focused on four subthemes (i.e., two under
each main theme): community/public health and patient support/use, as well as
medical litigation & compliance risk and health education & information sharing.
From this review, we have also proposed future research topics and questions to
further cultivate this salubrious research domain.

Keywords: Social media · Health care · Patient social media use · Healthcare
organization social media use

1 Introduction

Social media provides new prospects for the healthcare industry and new avenues for
research. Social media is unique in that the content can be shared in real-time masses,
and is user-generated as well as organization facilitated. Social media is present on many
organizations’ lists of strategic media to achieve its goals and provide new channels of
interacting with relevant stakeholders. Social media has also developed a noticeable
presence in the healthcare industry and is an important domain for research [1]. In this
paper, we will review and synthesize the literature relevant to social media in health care
into thematic areas, as well as provide suggestions for future research.

Social media is being utilized by a variety of healthcare institutions. For example, it
is estimated that more than 1,500 hospitals are utilizing various types of social media
[2]. Examples of social media use include collaboration among healthcare professionals
to share information and consult with one another regarding complex or unique cases.
Healthcare organizations are also leveraging social media to support internal operations
such as providing a platform for employees to communicate. Hospitals have utilized
social media to recognize employee achievements and announce employee-related
activities [3]. Providing a new channel to connect with patients or potential patients,
social media also offer opportunities for healthcare professionals to educate the public
and healthcare institutions to extend their branding and marketing efforts [2, 4]. For
example, hospitals have promoted patient wellness activities [3].
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The amount of potential could be considered equivalent to the amount of uncertainty
surrounding social media usage in health care. Healthcare organizations are contem‐
plating managing and growing social media usage while also considering risks and legal
implications [2, 3]. Although most or all hospitals have an established Facebook page,
only approximately 19 % have been identified as actively managing it [3]. Some health‐
care providers are using Twitter and Youtube, or social media specifically dedicated to
health care such as PatientsLikeMe and Inspire [2]. However, given their limited usage,
weighing the advantages and disadvantages, as well as evaluating social media’s contri‐
bution to health care, will be pivotal and an important domain for research. Therefore,
our research objective is to explore the existing streams of social media in healthcare
research through a literature review, and identify meaningful agendas for future
research.

2 Review of Literature

During our literature review, we identified two key themes: Patient Use of Social Media
and Healthcare Organization/Professional Use, and will focus on these two themes in
the paper. Within the Patient Use of Social Media theme, we focused on two key
subthemes: Community/Public Health and Patient Support/Use. For the Healthcare
Organization/Professional Use theme, we focused on two key subthemes: Medical Liti‐
gation & Compliance Risk and Health Education & Information Sharing.

2.1 Patient Use of Social Media

Community/Public Health. Research has found that patients utilize the Internet to
address information shortfalls which can help to improve self-efficacy as well as coping
abilities [5]. However, other research found information inaccuracies to be prevalent in
websites that were studied. Additional research suggests that some social media chan‐
nels, e.g., Twitter, could be used to foster behavioral changes. For example, healthcare
organizations may alert patients who are at risk of being infected with a disease based
on their data on social media [6]. Social media can also be used to alert or notify the
public of a disease epidemic. Social media not only can be used to monitor health-related
events for public wellness, but can also be used to notify the public or specific individuals
about health-related risks. Hence, social media is a powerful means for monitoring and
managing health-related events [6].

In addition to connecting patients with their physicians and subscribing institutions,
social media also connect patients to the online medical community. For example, they
can be used to offer support for specific health related problems or solutions such as
obesity [7] and smoking cessation [8]. In the event of a health-related crisis, the public
can receive advice from healthcare organizations to manage the crisis, which could
include assistance to find the right drugs or the nearest treatment center. Social media
provide a channel for patients to share challenges and achievements in dealing with
diseases, so others can learn and benefit from them as well as contribute to them [9].
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Crowdsourcing can also be used to share knowledge and information about drug safety
and allergies, thus empowering patients in diagnosing health-related issues [6].

Patient Support/Use. Social media can be used by physicians or healthcare providers
to assist, reach out to, and offer support to their patients [10]. There are many potential
benefits to patients including conveying information or opportunities for better health
and keeping patients up-to-date on health-related information [9]. Patients may partic‐
ipate in social media that are either publicly available, such as by subscribing to a specific
healthcare provider on Facebook or Twitter, or dedicated specifically to health care, such
as PatientsLikeMe and Inspire [4]. For example, healthcare providers can maintain a fan
page on Facebook to post information and updates, and manage communications and
discussions with their “fans” or current and potential patients. PatientsLikeMe provides
a communication channel for patients, doctors and healthcare institutions to discuss
health issues, where patients can also learn from other patients who have the same
disease or illness. Inspire, on the other hand, provides a platform where patients, fami‐
lies, friends, caregivers, and health professionals can stay connected and provide support
to one another. Support groups are available in Inspire, where patients have control over
their personal information in terms of what information they choose to share and who
they share it with.

Norton and Strauss [9] reported on a study by PricewaterhouseCoopers LLP (PwC)
Health Research Institute indicating that consumers are willing to have their conversa‐
tions on social media monitored if it can help them to improve their health [11]. Norton
and Strauss [9] also reported that, in the same study involving adult consumers, 28 %
indicated that they supported health-related causes, 27 % commented on others’ health
experiences, 24 % posted about health experiences, 20 % joined health forums and
communities, 18 % tracked and shared symptoms/behaviors, 17 % posted reviews of
doctors, 16 % posted reviews of medications/treatments, 16 % shared health-related
videos/images, and 15 % posted reviews of health insurers. Hence, social media have
significant implications for health care. An example of a successful social media for
health care is Angieslist.com where it offers reviews on healthcare institutions and
providers. Other forms of social media, including Twitter and Facebook, have been used
by patients to share or comment on their health experiences. Social media not only can
support health management of patients, they can also influence patients’ choices of
physicians, doctors, medical facilities, and hospitals [10].

Privacy is a relevant consideration and concern for patients and healthcare organi‐
zations [9]. Patients may hold back from sharing information due to privacy concerns,
or friends and family members may post protected information about a patient on social
media. There are risks involved in the use of social media that will need to be carefully
monitored by patients and social media providers, and some of the information are
protected by the Health Insurance Portability and Accountability Act (HIPAA) and
cannot be shared on social media. The high sensitivity of healthcare information and
protection by HIPAA may have been a reason for the limited success of social media in
health care to date. The Health Information Technology for Economic and Clinical
Health (HITECH) Act, however, is in place to promote the adoption of health informa‐
tion technology in compliance with HIPAA.
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2.2 Healthcare Organization/Professional Use

Medical Litigation and Compliance Risk. Based on a review of the literature, topics
and objectives included reviews of applicable legislation and specific cases of violations;
suggestions for mitigating risks; and discussions of social media policies, monitoring,
inappropriate use, adoption, additional risks associated with mobile device use, and
inability to track communications and control information transmissions with certain
social media [2, 9, 12–14]. Recommendations put forth included implementing, commu‐
nicating, and updating social media policies; utilizing administrative controls; moni‐
toring social media usage and posts; correcting inaccurate information; implementing
security measures; training; posting disclosure statements; making professionalism a
priority; and holding users accountable. Also, suggestions were made regarding consid‐
erations of potential litigation or evidence for litigation, healthcare professionals’ online
relationships and communications, leadership and proactive use of social media, security
of mobile devices, data encryption, protecting privacy, and conducting risk analysis/
assessment of social media use/tools.

A previous exploratory study identified concerns with social media use by hospitals
in Spain including data security, privacy, and compliance issues with applicable regu‐
lations [15]. Challenges noted have been categorized into three areas: reputation,
productivity, and privacy [16]. For example, individual employee postings on social
media can lead to negative perceptions of the institution [9]. Privacy issues can encom‐
pass patient and organizational information. Productivity challenges include reduced
cognitive focus on work-related tasks as well as cyberbullying in the workplace.

As mentioned earlier, privacy and HIPAA are key concerns for healthcare organi‐
zations. Not only must policies on social media be in place, employees need to be trained
on appropriate usage versus inappropriate usage, as well as the implications that go along
with them [9]. A healthcare organization that maintains a social media presence needs
to ensure that its social media usage is compliant with HIPAA, regardless of the source
of the posts. Hence, careful monitoring is required for protection from HIPAA viola‐
tions. HITECH also imposes rigid requirements for reporting and violations [2]. Not
only do social media need to be monitored carefully, timely actions are needed to fix
issues or problems such as negative or inappropriate posts on social media [9].

The literature has identified specific and potential unintended consequences from
negative social media use [1, 14, 17–19]. Some examples include the lack of filtering
information leading to frauds, issues with billing and insurance reimbursements for
social media based communication and care, questions regarding quality of care via
social media versus in-person visits, distractions from social media messages being the
impetus for errors during medical care, and losing the trust of stakeholders.

Health Education and Information Sharing. The literature has identified benefits that
social media can provide to the healthcare industry including real-time access to health
and medical information, the ability to share or collaborate (e.g., pictures as well as text),
mass communication of health- or wellness-related instructions or information
concerning health-related debates or conditions, educational opportunities (e.g., posting
educational videos, and podcasts), assisting with treatment and supporting patients
managing certain health conditions and diseases using various methods (e.g., games),
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and increased speed of information sharing or transfer as well as more rapid collabora‐
tion and knowledge acquisition [4, 10, 19, 20]. To successfully utilize social media for
public health initiatives, the literature has identified the importance of engaging content
and interactivity (e.g., games) [21]. However, in a study that analyzed hospitals’ social
media pages’ posts and tweets, the majority were made by the hospital indicating a
greater unilateral dialogue versus an interactive exchange [22].

Social media has been viewed as a tool to accumulate patient experiential knowledge
such as effects of or reactions to medication as well as educate patients on medication
management [23]. In a case study of a medication review site, the study identified the
vetting process that occurred with the information patients submitted. The process
entailed the site developers restricting some information from being posted but was done
for quality control purposes and information integrity. The study proposed that social
media sites can help educate patients which can facilitate greater compliance with medi‐
cation regimens, but can also be shared with other stakeholders such as pharmaceutical
companies. Social media has also been viewed as a data collection tool for healthcare
research and monitoring [24]. However, potential ethical issues have been associated
with this practice such as protecting identities as well as differentiating public and private
spaces regarding privacy expectations.

Social media has been used by physicians to collaborate with or garner opinions from
other physicians, gain different perspectives on a healthcare topic, become educated on
recent healthcare advances and issues, and provide advice to patients [17, 25]. Social
media has also been used by healthcare organizations to provide health-related infor‐
mation such as information regarding illnesses and treatments [14]. An exploratory study
of social media use and impact in a public healthcare context found social media use to
facilitate productivity and efficiency improvements for physicians and healthcare
employees, and improve access to quality and quantity of information for patients [26].
Also, information on social media was noted as being used to identify potential
epidemics, as well as facilitate patients sharing information with one another leading to
additional questions to be addressed and interactions with their healthcare provider.
Concerns, however, were identified regarding expanding the impact of the digital divide
for those unable to access social media in health care to benefit from it. In another
exploratory study, findings suggest that hospitals promoting health education and quality
performance outcomes on their websites are more likely to be engaged in social media
use [27]. Also, hospitals are more likely to distribute information versus facilitate
engagement.

In one study of Twitter usage regarding the topic of childhood obesity, suggestions
were made to utilize social media tools such as Twitter to provide evidence-based infor‐
mation from credible or expert sources to educate individuals on healthcare topics [7].
Applying the persuasion knowledge model in another study of perceptions of commer‐
cial websites as sources of health information, results indicate that adolescents are less
likely to trust and rely on commercial websites in comparison to other websites (e.g.,
government) even after receiving eHealth literacy training [28]. Therefore, even if
commercial or brand websites are providing reliable information or engaging in corpo‐
rate social responsibility initiatives, adolescents may still not trust or rely on the Web
site for health information.
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In a descriptive research study of health organizations’ (i.e., government, healthcare
institutions, educational institutions, corporations, community, and others) use of social
media, it was found that photo sharing was the most salient interactive tool utilized by
all health organizations studied [29]. The interactive tool utilized the least was e-news‐
letters. From a literature review of Web 2.0 in the health domain (e.g., impact on atti‐
tudes), the commentaries reviewed indicate that social media is instrumental in enhanced
interactivity, extended engagement, personalization, and cost efficiencies [30].
However, it was also noted that social media’s impact may be inconsistent. For instance,
variations may exist due to different socioeconomic statuses. Also, assessing the effec‐
tiveness of health-related interventions facilitated by social media was noted as a chal‐
lenge. The descriptive studies that were reviewed suggest that social media has the
potential to facilitate health improvements. Intervention studies varied in topics (e.g.,
behavior changes, training employees) and included methods such as competitions and
providing patient support.

Although social media research in a healthcare context has become a proliferating
topic, additional research is vastly needed and has much potential for practical and
theoretical contributions. Based on the findings from our literature review, we propose
directions for future research next.

3 Directions for Future Research

3.1 Community/Public Health

Given the many positive implications and benefits of using social media for monitoring
and managing health-related events and crises, more research is needed to understand
how the process and results of social media usage can be managed efficiently and effec‐
tively. For example, how could we use existing social media and their associated data
to make accurate predictions on health-related risks and to control or mitigate the risks?
Can social media be used more effectively to manage health-related crises and public
health, and if so, how? We also need to assess and evaluate the reliability and accuracy
of using crowdsourcing for supporting health-related issues or problems. Are there reli‐
able mechanisms that can be used to gauge or assess the degree of trustworthiness or
accuracy of information on crowdsourcing sites and to discount those that are not reliable
or accurate? How can trust be assessed on crowdsourcing sites and what are their impli‐
cations (both positive and negative) on health care? Would offering trust ratings on
healthcare social media and crowdsourcing sites be helpful? If so, what are the appro‐
priate sources for such ratings? An important overarching research question relates to
the need to assess the effectiveness of social media in supporting public health in order
to identify the areas for improvements.

3.2 Patient Support/Use

Future research may explore patient use of social media in which inappropriate amounts
or types of uses generates negative consequences. For example, patient overuse of social
media may lead the patient to become more stressed about a condition, side effects of a
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medication, or risks associated with a medical procedure. This stress may result in the
patient experiencing anxiety or hypertension. Hence, research can identify effective use
of social media to address a patient’s health questions or concerns to avoid possible
negative outcomes.

Research is also needed to examine how to reach out to remote patients who need
immediate attention in times of crises and how assistance can be offered in the most
effective way. Given the power of collective knowledge and intelligence, it would be
particularly helpful to create an online community or environment where healthcare
experiences can be shared across a critical mass. Research on the critical success factors
(e.g., needs and desired functionality) of such an online community is also warranted.

Given the privacy concerns of patients and the protection of patient information by
HIPAA, what is the best or appropriate mechanism for protecting such information in
social media? Can users be prompted about or prevented from carrying out an action
when they attempt to share protected information on social media? Would the system
be able to detect such violations and warn the user or prevent him or her from taking the
action? Would the social media provider be liable for such violations? The next section
will discuss this issue further.

3.3 Medical Litigation and Compliance Risk

In the domain of social media and health care, there is a paucity of medical litigation
and compliance risk research which generates a future research agenda replete with
opportunities. For example, the existing literature supports the creation and implemen‐
tation of social media policies which provides a rich area for research. For example,
research questions to be pursued may include: What specific policy or guidance is
appropriate for social media use by healthcare organizations, healthcare providers, and
employees? A previous study indicated inappropriate use of social media by medical
students at 60 % of U.S. medical schools [12]. Policies that are too restrictive will inhibit
the use of social media to foster relationships with patients and other healthcare
providers, but too little restriction could create legal or ethical ramifications or hinder
employee productivity.

Issues of privacy continue to challenge healthcare organizations and professionals,
and the use of social media presents another consideration for compliance risk. Consid‐
ering the pervasiveness of individuals accessing social media content and sites with
mobile devices, additional risks are introduced. Research can explore appropriate risk
assessments of social media use and controls to mitigate the risks. Future research may
pursue appropriate methods of monitoring social media and mobile device use by
employees. Also, studies regarding accountability that can be fostered in employees
using social media, as well as embedding accountability within the IT infrastructure can
be undertaken. Studies can be conducted in which software applications are utilized to
monitor relationships and behaviors on social media using data mining and analytics.
Future research can also evaluate the use of nondisclosure statements or reminder
messages regarding protection of personal health information, for example, to evaluate
the effectiveness of increasing intentions to use social media professionally and reducing
noncompliant behavior. Related questions include: What are the risks for a healthcare
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organization to offer social media? Would the benefits outweigh the risks? Can health‐
care providers implement mechanisms to increase patients’ comfort in using social
media by eliminating the risks associated with them? To what degree do patients trust
social media? Factors that impact trust and behavioral intentions also need to be
assessed.

3.4 Health Education and Information Sharing

Providing patients with information needed to comprehend, treat, or manage a health
condition or issue is essential, and social media may be a potentially effective tool to do
so. Future research may explore the potential of patients to trust information that is
provided through social media channels. The literature has proposed that many patients
make health care decisions based on individuals’ opinions they trust (e.g., family
members) [4]. Research studies may explore methods of instilling a sense of trust in
healthcare organizations’ or professionals’ social media posts, tweets, or blogs.

Social media provides a platform for rich and extensive dialogue regarding health‐
care matters, such as becoming a parent or managing diabetes, in which patients can
share their experiences and opinions. Albeit with the best of intentions, patients may
provide information that is idiosyncratic or not completely accurate. Hence, future
research may explore appropriate methods of evaluating information shared by patients
for content accuracy while still encouraging open sharing of patient information and
experiences.

Future studies may explore individual tendencies or factors influencing acceptance
and use of social media among healthcare professionals. These studies may identify
contributory factors to acceptance as well as aversion. Factors to be explored may be
studied at the individual, organizational, societal or environmental level.

4 Conclusion

The categories that have emerged in the literature review accentuate the efforts that
healthcare organizations are making to connect with patients to provide information and
support. It also notes the concerns that healthcare organizations have regarding compli‐
ance with regulations and addressing the risks posed by social media. The literature has
viewed multiple participants’ social media use in health care, e.g., healthcare providers/
professionals, patients, and support groups. Future research can explore the various
themes and questions that we have identified in this review using a variety of research
methodologies including action research, case studies, and experiments.
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Abstract. Online health communities are becoming an important source of
information whereby users of these platforms, especially patients, participate for
knowledge sharing and emotional support. This research examines the perceived
value of expert generated information and user (patient) generated information
and how it is influenced by different types of information that a user seeks. First,
we propose a framework to classify the types of information based on the
different types of information patients typically seek out on online health
communities using a knowledge based perspective. Then based on this frame-
work, we provide a set of propositions on the perceived value of expert gen-
erated versus user driven responses derived by patients. We expect that expert
generated responses to have greater perceived value by patients as compared to
community driven responses depending on the type of information patients are
asking. Specifically, information uncertainty requiring tacit knowledge and high
affect such as treatment experiences has greater value when generated by other
patients. On the other hand, information uncertainty requiring explicit knowl-
edge and low affect such as understanding the nature of diseases has greater
value when generated by expertise. The proposed framework can help to extend
the line of research on online health communities and inform health profes-
sionals, health organizations or developers of such communities.

1 Introduction

Online communities serve as an important platform that can have significant impact on
health care and health care organizations. Patients can gain access to health information
from a larger group of people than ever before (Viswanath et al. 2007). In many
websites of health care organizations, message boards, messaging, mailing lists and
chat rooms are provided, allowing individuals and patients to forge online communities
through their platform. Prominent examples of online health communities include those
offered by digital businesses such as WebMD and non-profit health care organizations
such as American Cancer Society.

There are several reasons why patients participate in online communities. Previous
studies have documented the main functions of Internet use for health such as searching
for information about the disease, for coping and social support (Kalichman et al. 2003).
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Some studies have shown that the World Wide Web is an important channel for patients
to source information on health conditions (Berland et al. 2001; DeGuzman and Ross
1999; Loader et al. 2002). This is made possible because increased access to health
information allows patients or individuals who are concerned with their health to gain
knowledge about symptoms, treatments and conditions.

In addition to fulfilling information needs, the social fabric of the Internet enabled
through online communities has increased the possibility of fulfilling emotional needs
required by patients or individuals who are concerned about their health. Leimeister
et al. (2008) corroborated that virtual relationships formed among social networks of
cancer patients indeed provide informational and emotional support. They also showed
that Internet usage behavior, motives and perceived advantages of computer mediated
communication affect virtual relationships positively.

Patients are linked to similar others who encourage each other, provide social
support, share and evaluate treatment options, and build effective coping strategies.
Cohen et al. (1985) found that social networks have a direct effect on reducing physical
symptoms. Previous studies on online support groups have corroborated the notion that
online support is beneficial to patients through empathetic support and supportive
communication. Mickelson (1996) has found that individuals from electronic support
groups perceive their electronic friends with similar problems higher than their family
and non-electronic friends. Other studies have shown that technology is an important
channel for patients to source information on health conditions (Maloney-Krichmar and
Preece 2003; Berland et al. 2001; DeGuzman and Ross 1999). Access to these com-
munities is twenty-four hours by seven days, making it convenient and flexible for
users (Maloney-Krichmar and Preece 2003). Additionally, diversity of the communities
is also valued by users of such communities (Maloney-Krichmar and Preece 2003).

The way information is delivered through these technological platforms has also
seen tremendous changes from purely informational websites to user-driven websites
where patients themselves interact and provide information with one another via online
message boards (or forums). This in part drives one of the major problems faced by
patients that is the credibility of information they received via online communities. This
is especially true when the information is provided by anonymous others who partic-
ipate in the community as it is difficult to verify the identity of the users of the
community. This problem is compounded because patients try to hide their identity
under the veil of anonymity to avoid the stigma of suffering from a disease. At the same
time, people who intend to market their health products use these platforms as a way to
disseminate product information and this could be harmful when misinformation is
generated. To ameliorate these problems of user-generated information, some online
web portals engage medical experts (e.g. physicians) to moderate the communities.
Health sites such as WebMD provide a solution to this problem by introducing medical
experts on their technological platform to allow medical experts to respond to patients’
queries.

Korp (2006) suggested that the Internet has the potential to displace experts and
professional interests and that it is imperative to examine how expert versus user
(patient) generated knowledge relate to each other. However, previous studies have
not investigated the comparative value of expert generated information versus
user-generated information in online health communities. Furthermore the impact of
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medical experts on these communities has not been explored in previous research and a
comparison between the perceived value from medical experts versus peers has not
been examined. Thus, the goal of this paper is to tease out the value of expert and
user-generated information in online health communities. While the provision of
medical knowledge in the real world is largely dependent on experts like medical
experts, technology provides a platform where knowledge is generated and transferred
between different types of users. Although this bottom up generation and transfer of
knowledge may have less credibility, it poses an interesting research question: What is
the value of the information provided by experts compared to user (patient) generated
information? We propose a comprehensive framework to link the major types of online
health discussion (expert or user) generated information to the perceived value of
information to patients. Results from testing the proposed hypotheses can help to
inform health professionals and organizations or online community developers.

2 Theoretical Lens

Drawing from literature across different disciplines, we attempt to examine the question
of whether expert generated or user generated information is more valuable for online
health communities using a knowledge based lens.

Uncertainty. To understand the value of online health communities to patients, we first
need to understand that one of the fundamental reasons for patients to visit online
health communities is to seek information. The relationship between information
seeking behavior and uncertainty has been well established (Berger and Calabrese
1975). Dosi and Egidi (1991) define “substantive uncertainty” as lack of information
and introduce the notion of “procedural uncertainty” which reflects the gap between the
complexity of the situation and the agents’ competence in processing information. This
gap can be addressed with greater knowledge.

Uncertainty exists when there is inadequate, inconsistent or unavailable information
arising from complex, ambiguous and volatile circumstances (Brashers 2001). In the
health context, patients often feel uncertain about their situation with respect to their
disease condition. Individuals may have questions about verifying symptoms, their
ability to manage illness, making sense of medication, treatment and even their health
care provider’s skills and abilities. These questions are usually resolved through a
search for answers and then employing certain heuristics to make sense of the infor-
mation provided.

In the literature on cognitive processing, it has been suggested that judgment under
uncertainty is driven by heuristics. Some of the heuristics identified in the notable work
of Tversky and Kahneman (1974) are: (1) representativeness, (2) availability and
(3) anchoring.

1. Representativeness refers to the stereotypical impression of types that people use to
make judgments.

2. The availability heuristic refers to the number of times a class or the probability of
an event by the ease with which instances or occurrences can be recalled and
brought to mind.
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3. Anchoring refers to heuristic where people judge the new probability with respect to
the original value.

These heuristics suggest that people tend to err in their judgments because of the
fundamental flaws inherent in these heuristics and will be used to explain our
hypotheses.

Knowledge Based View. Nonaka and Takeuchi’s (1995) knowledge creation model has
been widely cited in previous literature. They popularized two different types of
knowledge: explicit knowledge and tacit knowledge. In this knowledge creation model,
the authors propose that human knowledge is created and expanded through social
interaction between tacit knowledge and explicit knowledge. This interaction is the
knowledge conversion process whereby one state (explicit or implicit knowledge) is
converted from one form to another.

In this paper, we propose a knowledge based lens on online health communities and
suggest that the value of the expert generated information versus user-generated
information depends on the type of knowledge the patients seek for. Specifically the
perceived value of knowledge generated will depend on what type it is: explicit or tacit,
as this will change the associated uncertainty gap. The organizational literature is
replete with attempts to distinguish tacit knowledge from explicit knowledge. We use
the definitions of the various types of knowledge following Grant’s model (1996).

Explicit knowledge is objective and refers to the knowledge about “facts and
theories”. It is rational and has some form of sequential processing involved. Typically,
explicit knowledge refers to knowledge that can be easily codified and transferred.
Therefore, uncertainty that needs to be addressed by explicit knowledge tends to rely
on experts or top management in providing explicit knowledge to bridge the
gap. Instructions and guidelines (e.g. medications to treat high blood pressure) will fall
into this category of knowledge. An alternative conceptualization to explicit knowledge
is that it is somewhat like declarative knowledge, which includes factual knowledge.

On the other hand, tacit knowledge refers to the “know-how”, about how to do
something. This can refer to the way tasks are carried out or the methods involved. This
knowledge manifests itself in the doing of something. This type of knowledge is not
easily transferable. Tacit knowledge cannot be articulated easily and often creates a
large uncertainty gap. This knowledge is embedded in the engagement and exchanges
between individuals that includes the interactions between the patients seeking for
information and the medical expert, or patient seeking for information and other
patients. Tacit knowledge is knowledge gained from experience that cannot be found in
manuals or books. To a certain extent, tacit knowledge requires personal judgment and
skilful action. However, the individual performing the action may not be even aware of
the details and how he has performed the action. Tacit knowledge transfer is an emergent
process where the knowledge comes from coordination and self-organizing of indi-
viduals. These individuals can be both experts and non-experts. Thus, tacit knowledge is
linked to procedural knowledge where important differences of opinions exist.

Uncertainty can be managed through articulation (Afifi and Burgoon 2000). To
reduce uncertainty that needs to be addressed with tacit knowledge, individuals can
benefit from exchanges with one another collating diverse opinions and options.
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Because tacit knowledge may not be captured easily and may even be missed by the
individual with tacit knowledge, pooling knowledge from many individuals may
reduce uncertainty further by building on top of existing knowledge. A similar notion
of “collective intelligence” or user-generated information has been suggested in the
community of practice literature. In communities of practice, people come together as a
group to share knowledge, learn together and create common practices. Thus, it has
been suggested that in these communities, the complexity of knowledge requires that
no one expert can provide the “best” answer and thus, collective intelligence is a better
alternative in giving this answer.

Information Needs. We propose that the perceived value of information generated by
experts or users is contingent on the information needs of the information seeker. In the
information science literature (Wilson 2006), there are three types of information needs
which interrelate with one another: physiological, affective and cognitive. Physiolog-
ical needs refer to basic needs like need for water, air and other essentials. Affective
needs refer to the needs related to emotional and psychological needs such as the need
for attainment and support. Cognitive needs refer to the need to plan and learn a certain
skill. However, this approach is limited when applied to domains such as health
information seeking.

Context is an important factor for information seeking (Johnson 2003). In the
marketing health literature, Moorman (1994) defines health information acquisition as a
process where consumers obtain and assimilate “knowledge relevant to physical and
mental well-being” and it involves “[…] decision making and the implementation and
confirmation of health related behaviors”. From the previous studies, there is a need to
fill this gap of information seeking in the health context. Thus, we will integrate the
above literature and formulate a framework for classifying health information needs. In
the information seeking literature, Graydon et al. (1997) has identified five information
needs categories—(1) nature of disease, its process and prognosis, (2) treatments,
(3) investigative tests, (4) preventive, restorative, and maintenance physical care, and
(5) patient’s psychosocial concerns. A recent study (Medlock et al. 2015) identified
similar topics by examining the information seeking behavior and the types of infor-
mation seniors seek online. The first four types of information needs can be categorized
according to the uncertainty framework except for the last dimension of affective needs.

There are two dimensions of information need that we used to classify the types of
information users seek in online health communities. Firstly, information can be
classified based on the type of knowledge is used to fill the uncertainty gap. Explicit
knowledge and tacit knowledge are the different types of knowledge that are required to
fill an uncertainty gap. Secondly, the affective need refers to the type of information
that invokes emotions such as supportive information. Based on the two different
dimensions, we classify four different types of information needs (Fig. 1): (i) infor-
mation needs that require explicit knowledge and low affective need, (ii) information
needs that require tacit knowledge and low affective need (iii) information needs that
require explicit knowledge and high affective need and (iv) information needs that
require tacit knowledge and high affective need. Patients with illnesses experience high
uncertainty about their prognoses, potential treatments, social relationships and identity
concerns.
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3 Proposed Theoretical Model

Based on the framework in Fig. 1, we propose the hypothesized relationships in the
research model shown in Fig. 2.

Expert generated information. Studies have found that cues to assessing credibility for
web sites include the site’s identity, currency and authoritativeness of its information,
its sponsors, business partners and privacy practices. Expert knowledge is usually
judged as having greater credibility (Stanford et al. 2002). Since greater credibility
instills confidence in the information that is being read, experts can positively influence
the perceived value of information received.

P1: The presence of expert is positively associated with the value of information
generated within the online community.

User (patient) generated information. The value of user (patient) generated information
in online health communities can increase with the diversity of the patients’ back-
grounds and the sheer quantity of peer patients. This prediction is in line with the
theory of weak ties of Granovetter (1973) and that of Friedkin (1982). Granovetter
(1973) suggests that weak ties can provide more useful information as opposed to
strong ties because diverse set of people provides different information. Weak ties serve
as a way to bridge across different groups of people thereby increasing access to
different resources. Additionally, Friedkin (1982) attributed the success of weak ties
through the sheer number of ties. Quantity is a major factor to increased availability of
resources because as more people see the request, the chances that there is somebody
who has the knowledge will be able to provide a helpful response. The number of users
is likely to be positively associated with the value of information generated by the
community because of the higher levels of social support that can be garnered. This
means that more responses will be provided to an information seeker.

P2: The number of users is positively associated with the value of information
generated by the community.

Uncertainty

Explicit (i) Explicit, Low affect
e.g. Nature of disease, 
medication, treatment 
types

Expert preferred

(ii) Explicit, High affect
e.g. Restorative tips, cop-
ing tips

Either

Tacit (iii) Tacit, Low affect
e.g. Symptoms and diag-
nosis

Either 

(iv) Tacit, High affect
e.g. Disease experience, 
treatment experiences 

User (Patient) preferred

Low Hi
Affect

Fig. 1. Dimensions of information needs and examples
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Information Need. The value of information provided by experts or users (peer
patients) can differ as a result of differences in terms of information needs. Certain
types of information provided by medical experts will be perceived as having greater
value compared to those provided by other patients. As suggested in the proposed
framework in Fig. 1, this information need could be categorized into four types. Each
of these four types of information needs affect the perceived value of expert generated
information versus user (patient) generated information.

The first type of information need, i.e. explicit knowledge, is required to fill the
uncertainty gap when affective need is low, expert opinions are judged as having
greater value. This is because users regard an expert opinion as more credible because
of the specialized knowledge held by the experts. Information needs that are explicit
and low affect, usually require answers based on some codebook of instruction.
Examples of information needs in this category include questions about nature of
disease, medication and treatment types. Although the information may not be widely
available, it can be learned through books or manuals. Higher uncertainty requiring
explicit knowledge is more likely to induce information seekers to use the heuristics as
described earlier. In this case, this type of information needs can be best addressed by
experts who possess sound and more accurate answers for such questions. Thus, we
propose that:

P3a: The value perceived by information seekers with explicit and low affect
information need is greater if answers are provided by experts as compared to other
users.

The second type of information need is characterized by explicit knowledge and
high affect. We contend that this type of information need may be fulfilled by either
users or experts. It is an integration of the top-down and bottom-up knowledge and
support that enables the reduction of uncertainty at the individual level. Experts can

Community Size 
- # members

Value

Information Need
- explicit, low affect
- explicit, high affect
- tacit, low affect
- tacit, high affect

Expert Moderation
- Present/Absent

Fig. 2. Proposed model
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provide value by providing information based on their knowledge and both experts and
users can provide social support. Social support can be used to assist in uncertainty
management. In general, when affective needs are high, both expert and user generated
social support can fill the information need of the individual. For instance, social
support is often requested in online health communities by patients or family of
patients. There are two reasons: first, the user will share a common attribute such as an
illness and invoke some form of empathy, which is not present when the user is dealing
with the experts. Second, the mass of users as compared to a single expert can create a
greater amount of social support.

Similarly, it has been argued that to reduce uncertainty, knowledge does not need to
be entirely accurate (Brashers 2001). As long as the knowledge is coherent, it can
reduce uncertainty to a certain extent. Kahneman and Frederick (2002) argued that
attribute substitution happens when one attribute which is usually used as the judg-
mental criteria is not available, another more readily accessible attribute is used in the
assessment. Thus, in this case when the expert is not available, other users who provide
information becomes important. Thus, we posit that:

P3b: There is no difference in value perceived by information seekers, on explicit
and high affect information needs, between the answers provided by experts and users.

The third type of information need requires tacit knowledge and low affect. We
argue that there is no difference between the perceived value of the information gen-
erated by the experts of users. The reasoning is similar to hypothesis 3b. In this case,
just as tacit knowledge creation is enabled through a “spiral conversion process”
(Nonaka and Takeuchi 1995), tacit knowledge elicitation is enabled through the
exchanges between information seeker, expert and users. Thus, this knowledge not
only helps the user to reduce uncertainty, it also helps the user to make sense of a
circumstance such as interpreting an unknown symptom that others have experienced
(Brashers et al. 2000). Thus, we posit that

P3c: There is no difference in value perceived by information seekers with tacit
knowledge and low affect information need between the answers provided by experts
and users.

On the other hand, when affect is high and tacit knowledge is required, user is
judged as having greater value than experts. In a previous study, it was shown that
online social network helps patients manage uncertainty through information provision
(Brashers et al. 2004). Representativeness, one of the judgment heuristics that people
use, plays a central role for information need requiring tacit knowledge and high affect.
This judgment heuristic refers to the impression of others being similar to the object of
interest (Tversky and Kahneman 1986). Based on implications, people view the value
of information on treatment experiences and psychosocial support provided by users
similar to themselves, to have greater value when the information sourced are treatment
experiences and psychosocial support as compared to an expert. The diverse opinions
across many different individuals create a pooled intelligence resulting in substantial
value. Users are more valuable in answering such information needs because they have
undergone similar experiences. The affective need is provided through the mass of
users.

P3d: The perceived value tacit and high affect information (such as treatment
experiences) is greater if it is user generated as compared to expert generated.
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4 Conclusions

This study attempts to tease out the value between user (in this case the patient)
generated information and expert generated information. Starting with an information
needs framework, we provide an integrative information need framework and proposed
a research model that suggests that the perceived value of expert generated or user
generated content by patients is contingent on information need of the patient.

A recent study finds that 59 % of US adults look online for health and medical
information (Fox and Duggan 2013). As such, the findings from this study will be
highly relevant as it will help to answer the question of when user generated infor-
mation may be a better approach than expert generated information and vice versa
when individuals seek health information in online health communities. Further, this
study provides a theoretical basis for future research on online health communities and
has practical implications such as informing health professionals, health organizations
or online health communities’ developers in the use of technological platforms.

Acknowledgement. The first author is grateful for generous financial support from Simon
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Abstract. In recent decades, the pervasiveness of information and communica‐
tion technologies (ICTs) has changed the communication patterns of the majority
of the Internet users. This phenomenon is further intensified by the popularity of
instant messaging (IM) chat. IM-chat has not only impacted on personal social
communication, but also has significantly changed the way organizations commu‐
nicate internally and externally. This study aims at examining the impact of three
personal level factors on workplace IM uses and the associated communication
satisfaction. Our findings reveal that habit and boundary crossover have positive
impact on workplace IM uses and communication inhibition has a positive influ‐
ence on the relationship between workplace IM uses and the associated commu‐
nication satisfaction. Based on our findings, implications for research and prac‐
tices are discussed.

Keywords: Instant messaging · Habit · Boundary crossover · Spiral of silence ·
Communication satisfaction

1 Introduction

Information and communication technologies (ICTs) had existed in the workplace over
a century. One of the oldest and most popular telecommunication devices, telephone
was introduced to the public in the 1890s. Emails appeared in the business since the
1990s, and more recently, instant messaging (IM) starts to play an important role for
business to communicate internally and externally. Although the concept of instant
messaging has existed since mid-1960s, it does not become ubiquitous until the popu‐
larity of the Internet, especially the emergence of social networking sties.

It is almost undeniable that communication is a very important component in organ‐
ization operations [1–4]. More and more enterprises, including governments, are using
emergent ICTs to create participation, transparency and accountability [5]. Being the
anchoring of regions, governments should understand how ICTs can be used effectively
and efficiently within and beyond the government offices. We believe that internal busi‐
ness process is the base for a government to provide services to her citizens, therefore,
it is important for a government to realize the benefits brought by certain type of ICTs.
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This study aims at studying how ICTs in general, with instant messaging (IM) in
particular, are used in government offices for work-related purposes. We targeted at the
employees working in Macau government offices. Government offices are believed to
have their unique organizational culture, for instant, bureaucratic and conservative
culture. Such culture, first, may not encourage the uses of emergent technologies in their
enterprise telecommunication network. Second, management may have skepticism
toward the fruitfulness of adopting emergent social communication technologies in the
workplace because such kind of technologies is originally designed for social interac‐
tion. Thirdly, the worry about security is another major hurdle. Although governments
may be able to ban the implementation of social communication technologies in the
enterprise network, it is almost impossible to forbid the uses because civil servants are
able to bring their own devices to the workplace. Such BYOD (Bring your own device)
or BYOA (Bring your own apps) phenomenon allows users to perform communication
without the restriction of devices provided by organizations. BYOD phenomenon
encourages IM users to use their own mobile phone to perform personal communication
in the workplace. Furthermore, many instant messaging users have already built up their
habit of using IM tools for social communication and the uses become automatic even
the action is performed in the workplace. To understand the IM workplace uses, IM
habitual uses and the perceived boundary crossover between workplace and social
domains could be the exogenous factors influencing the workplace uses. Furthermore,
we want to examine whether IM uses can encourage communication inhibitors to gain
communication satisfaction through IM uses.

The rest of this paper is structured as follows: first, we describe the building blocks
of our research model and hypotheses, followed by the research method. Findings and
discussion are then presented, and the paper is concluded with implications and future
research direction.

2 Background

Communication is inevitable in any organizations. It involves information collecting,
disseminating, sharing, decision making, coordination and motivation [6]. Communi‐
cation process starts when the message sender encodes the message, transmits it to the
message recipient through a communication channel. The recipient then decodes the
message and provides feedback through the same or other channel [7]. Organizational
communication can be multiple directional – vertical (upward or downward) and lateral.
Robbins and Judge [7] point out the downward communication usually is the message
sent from the superior to assign tasks, explain policies, give instructions, or provide
feedback to the subordinates. Upward communication is mainly reporting to the senior
or seeking clarification. Lateral communication is mainly the collaboration with peers.
Communication in organizations can be verbal, non-verbal (e.g. body language) or
written [7]. In government offices, lateral communication may occur within or beyond
departments, while, cross departmental vertical communication is rare.

Email can be considered as the most important business communications tool since
the 1990s. However, after the first Internet-based free IM, ICQ, was introduced in 1996,
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the daily IM uses has grown dramatically [8, 9]. Although the original design of IM was
for social personal communication, it has now entered the business territories, and is
adopted in many organizations for internal and external communication. Not only for
social interaction, IM has already been widely used in the business environment [10].
IM is a real time communication system, allowing two or more people to communicate
with test, audio, video or file transfer. Because of its low cost and high reward attributes,
IM has grown significantly popular in business [11]. Its real time communication and
online presence further promotes its uses by greatly reducing the time for communication
because instant reaction can be expected [12]. In addition, its emoticons can reduce the
negligence of facial cues and be able to show friendliness as if the communication is
performed F2F [8]. IM also provides a soundless communication channel for co-workers
to communicate without the notice of other colleagues [11]. Although IM is almost
universally accepted as one major communication medium in the business world, it may
not be the case in government offices. In a bureaucratic and conservation environment,
IM may still be considered as an informal communication tool and should not be used
for official purposes. Despite the bright sides of using IM in the workplace, the draw‐
backs which catch the management’s attention include: the not-organized messaging
will increase the communication loads, the increase of polychromic communication,
and IM provides a seedbed for hackers and virus attack.

2.1 Habit

Habit is a learning process [13, 14] and a practice of the prior behavior [14]. For any
habitual reaction, it is not necessary for an individual to exert much effort for that action
or behavior. The higher the proficiency of mastering that behavior, the higher it becomes
automatic. Repeating actions will result in habit [15] and the majority of habitual behavior
is efficient, effortless, unconsciousness [15] and sometimes cannot be controlled [16].

Habit in using information systems is defined as “the extent to which people tend to
perform behavior (use IS) automatically because of learning” [13]. We believe that the
majority of Internet users, especially the younger generations, would have already built
up their habit of using IM for social communication purposes. To understand how instant
messaging is used in government offices, it is essential for us to know whether habitual
IM uses will encourage civil servant to bring IM to the workplace for work-related
purposes. We, therefore, hypothesize,

H1: The higher the habitual uses of instant messaging in the social environment, the
higher the uses of instant messaging in the workplace.

2.2 Perceived Boundary

Boundary theory helps to explain how an individual switches across the boundary
between the workplace and the family and manage a balance between work and family
lives [17]. Boundary permeability allows an employee to perform other role or behavior
in the workplace [18], for example, an employee is able to accept personal calls and visits
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in his workplace [19, p. 474]. Boundary permeability helps employees to manage their
time between work and social (including family) domains, resulting in the increase of the
quality of life [20]. If an individual has more power on controlling his own work, his
intention to leave, work/family conflict and depression will be decreased as well [21].

Instant messaging can increase the boundary permeability between work and social
domains because individuals can easily communicate with anyone if they have brought
their own devices. Senarathne and his colleagues [22] find that if ICT uses in organiza‐
tion is effective, the uses in social environment is effective as well, and vice versa. We,
therefore, believe that IM, besides being used for social interaction, can also be a good
tool being used in the workplace for work-related purposes. Although Avrahami and
Hudson [10] find that communication patterns in workplace and non-work environment
has significant differences, we think that such uses will contribute to increase the
harmony of the domains shifting. To understand how civil servants bring social-oriented
IM to the government offices for work-related purposes, we hypothesizes,

H2: The higher the crossover between workplace and non-work, the higher uses of
instant messaging in the workplace.

2.3 Instant Messaging Uses and Communication Satisfaction

Workplace communication plays an important role in influencing employee productivity
and workplace satisfaction [23]. Gregson [24] finds that communication satisfaction has
impact on overall job satisfaction because better communication brings need satisfac‐
tion, expectation fulfillment and decreases uncertainty. Better communication helps to
increase knowledge management, more accurate prediction, understanding better the
environment and resulting in the reduction of uncertainty [25]. Clampitt and Downs [26]
also point out that the higher the communication effectiveness, the lower complaints and
absenteeism happened in the workplace. Flanagin [27] highlights the positive relation‐
ship between interpersonal relationship with IM and evidence IM users are more satisfied
while carrying on multiple simultaneous conversation. Therefore, we hypothesize,

H3: The higher the uses of instant messaging, the higher the communication satisfac‐
tion in the workplace.

2.4 Spiral of Silence

When individuals sense that their opinions are the majority within a group, they tend to
voice out their opinions. On the contrary, people tend to hide their opinions if they sense
that their opinions are at the side of the minority [28]. Individuals rely on their quasi-
statistical organ to sense the climate of opinion to see whether their opinion is on the
majority or the minority side, so as to decide whether they voice out or suppress their
ideas [28, 29]. When an individual sense his opinion is at the minority side, he will
further hide his own opinions which result in the deeper he falls into the spiral of silence
(SoS) [29]. One of the reasons people keep silence in the group is the fear of being
isolated [30] or considered as aliens [31].
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With the willingness to self-censor [30], individual will measure the climate of
opinion to decide whether to voice out. Self-censorship does not imply obedient to the
majority, just keep quiet to protect them from being isolated. However, even when an
individual’s opinion sinks to the bottom of the spiral, it doesn’t imply they give up their
own belief, they just don’t want to express the ideas publicly [28]. Although keeping
silence may lead to the reduction of conflict and increase seeming harmony, it is not
health to the overall benefit. In the working environment, silence can be the symptom
of low employee morale. Liu and Fahmy [32] find that individuals tend to voice out their
own ideas in the online environment compare to offline situation. We believe that IM
provides a good channel for civil servants to express their ideas to their friends in a safer
way without being noticed by the third person in the workplace, which ultimately will
increase the communication satisfaction with IM, we therefore, hypothesize,

H4: The relation between IM uses in the workplace and communication satisfaction
will be stronger for communication inhibitor than non-inhibitor.

3 Research Method

Our research model was tested with a sample of civil servants working in multiple Macau
government offices. The Macau SAR is one of the special administrative regions of the
People’s Republic of China. There are around 30,000 civil servants working in the 81
Macau government offices (source: 2013 MSAR Public Administration Human
Resource Report).

3.1 Data Collection

Data were collected from respondents through paper-based and online questionnaires.
A referral sample was used through the connection of one of the authors. Paper-based
questionnaires were sent through the chain of our acquaintance and the online one was
posted to several social networking sites to invite Macau civil servants to participate.

3.2 Measures

Our questionnaire items were mostly adopted from established measures from prior
studies. All constructs were measured with at least two items by a five-point Likert scale,
ranging from strongly disagree (1) to strongly agree (5). Habit items were adopted from
[13] scale with SmartPLS composite reliability (CR) of the items of 0.8733; Perceived
Boundary crossover items came from [21] and Work-related IM uses in the workplace
were adopted from [21, 33] with CR of the items 0.8504 and 0.8235 respectively. The
SoS items had been measured in [30]. Composite reliability of the items is 0.7508. IM-
based communication satisfaction items came from [34] and [35] with CR of 0.8733.
In addition, the outer loading of almost all variables are all above 0.707, with one SoS
item scores 0.5605 and one Work-related IM uses 0.6101. The AVE values of all
constructs are between 0.6006 and 0.7753. Since all AVE values are higher than 0.5,
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convergent validity are guaranteed. Furthermore, the AVE values are all higher than the
latent variable correlation with other variables, discriminant validity is also confirmed.

3.3 Sample Profile

A total of 141 valid questionnaires were collected, with 106 paper-based and 35 online.
Response rate of paper-based questionnaires (excluded invalid ones) was 85 %. It is not
possible for us to get the response rate of the online questionnaires because the link was
posted to different social networking sites and the click rate could not be obtained.
Among the respondents, 56.7 % was male and 43.3 % was female. Almost 80 % of the
respondents had an education level of university or above. Around 48 % of the respond‐
ents had more than 10 years working experience in the government offices.

4 Data Analysis and Results

To perform the path analysis of our research model, with moderating and mediating
effect being measured, we adopted Structural Equation Modeling (SEM) technique. We
used SmartPLS 2.0 to test our research model. The results of the measurement model
have been discussed in the previous section. Figure 1 shows the results of the hypothe‐
sized structural model test. All hypotheses are supported. The R2 value demonstrates
that the model explains 24.9 % of the variance in IM-based Communication satisfaction.
The results of the structural model will be explained in the following section.
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Habit

Boundary
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(Note: #p<0.10,* p<0.05, **p<0.01. ***p<0.001)

Fig. 1. Results of the proposed research model

5 Discussion and Conclusion

The objective of our study is to explain the impact of three individual level variables,
namely habit, perceived boundary crossover, and SoS, on IM-based communication
satisfaction. First, we consider habit and perceived boundary crossover as two inde‐
pendent variables and examine whether they have impact on workplace work-related
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IM uses. Results show that these two independent variables have positive impact on the
mediating variable, with habit stronger than perceived boundary crossover. Instant
messaging has been widely used by the majority of mobile device users and many of
them have already built up the habit of using this tool for daily communication. There‐
fore, it is not surprise that Macau civil servants also have built up similar habit and carry
this habit to the workplace of using IM for work-related communication. However, from
the responses, we find that 54 % of the respondents mentioned there was less than 20 %
of their IM content was job-related. It implies that although IM is used in the workplace
for communication, the communication was still mainly social-oriented. The proportion
of work-related content was comparatively very small.

Bring-your-own-device (BYOD) or bring-your-own-application (BYOA) phenom‐
enon strengthens the flexibility and permeability of the boundary between work and non-
work domains. Although it is not officially mentioned that Macau civil servants are
allowed to use their own mobile devices in the workplace, mobile devices uses are not
banned. Almost all of this group of public servants can use their own devices for external
and internal communication. Because of BYOD and BYOA, the boundary permeability
greatly allows government office workers to switch their roles between work and non-
work domains.

Although both path coefficients are significant, the R2 value of workplace work-
related IM uses is relatively low. There are many possible explanations. First, the nature
of tasks assigned influences the use of IM in the workplace. IM is good for quick inter‐
action, so, when the tasks are relatively simple, IM is one of the best choices. However,
when the tasks are complicated and need detail explanation, other communication tools,
such as F2F or telephone, will be more appropriate. Second, the immediate workplace
objective norms play an important role in influencing IM uses. Although IM is an
efficient communication tool, it is still perceived as mainly for social interaction, espe‐
cially in a conservative and bureaucratic working environment. Thirdly, using self-
owned mobile device may give an impression to the senior that the communication is
mainly personal. Fourthly, the degree of boundary crossover directions between work
and non-work domains differs. We infer that the civil servants tend to bring their social
roles to the workplace and perform social interaction with IM.

The support of H3 reveals an important message. When an individual has already
used IM for their social interaction and brings it to the workplace for work-related
purposes, the use of IM requires almost no effort to them. Communicating with own
device and using a familiar tool for communication may also imply communication
effect can be optimal. Finally, IM provides a very efficient and effective channel for
employees to seek help from their peers without the notice of others. Quick answers to
questions would result in a quick job completion. All of the above provide explanations
to why workplace work-related IM uses has a positive relationship with IM-based
communication satisfaction. This message is important because communication satis‐
faction is positively related to job satisfaction [24] and negatively related to complaints,
absenteeism and turnover [26].

According to the spiral of silence theory, an individual falls in the spiral of silence
is not necessary a person who is afraid of expressing himself in front of others [29].
When an individual senses that his idea is in the minority side, being afraid of breaking
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the harmonious atmosphere and therefore be isolated [30], he will swallow his words
and remains silence. The more he swallows his words, the higher degree he perceives
himself as the minority and then to the lower the bottom of the spiral he is sinking. With
IM, his ideas may have an outlet to be released to the persons this individual trusts. Fear
of being isolated may be reduced accordingly. When his ideas are agreed by more people,
this individual may rise in the spiral of silence. When it comes to the situation that a lot
of people accept his ideas, his ideas may become the majority, and he may have the
confidence to voice out his opinions. Based on this logic, we believe that IM can increase
the level of an individual’s voice being heard, and therefore, is able to increase the
communication satisfaction. The support of H4 reveals that IM is one of the potential
vehicles to promote balance of an office’s various opinions.

In most government offices, bureaucracy is not uncommon. Individuals tend to keep
silence so as not to break the harmony. Discussing about different opinions and heard
by other colleagues may create disturbance in the office. But, if agreement has been
made through IM conversations, individuals will have more confidence to voice out
because support has already gained. For communication inhibitors, using IM in the
offices would therefore increase higher communication satisfaction.

6 Implications and Future Research

The contribution of this study is two-folded. Theoretically, this study integrates spiral
of silence theory into the explanation of IT-based communication effectiveness. Prac‐
tically, this study provides evidences to the government that allowing social communi‐
cation tools in the workplace will increase employee communication satisfaction and
ultimately will bring higher productivity to the government. Since it is difficult for any
organizations to ban IM uses in the workplace, governments should impose policies to
regulate the uses so as to grasp the benefits brought by this emergent technology.

To keep the model parsimonious, we only include the factors of habit and the boun‐
dary crossover as independent variables. However, the R2 of workplace work-related
IM uses demonstrates that there should be other uncontrolled variables influencing this
mediating variable. Possible constructs are nature of assigned tasks or immediate work‐
place objective norms. Our future research aims at considering more group level and
organizational level factors in influencing workplace IM uses. The second limitation
comes to the referral sampling. Due to the nature of referral, respondents might share
similar traits and behavior characteristics because they were recruited by the chain of
friends. Finally, to further increase the external generalization of the research result,
employees working in other nations’ government office will be our research targets.
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Abstract. One of the main challenges in the fishing industry today is the art of
connecting buyers and sellers effectively so that information about products, price,
quantity and location is synchronized. A lack of communication and technology
skills has forced fishermen and fishing industry authorities to depend on inter-
mediaries to market their products, leading to higher prices for consumers. This
paper explores the potential use of social media to reduce intermediaries in the
fishermen market supply chain. It also aims to understand the critical success
factors in using social media as a platform to promote the market.
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1 Introduction

In Malaysia, the Fisheries Development Authority of Malaysia (FDAM) is an autho-
rized body that is responsible for developing the fishing industry. FDAM continually
strives to create a developed, independent and progressive fishermen community
nationwide. Unfortunately, the marketing of marine produce in Malaysia still relies
heavily on a large number of intermediaries. From traditional landing sites to vendors
or consumers, there are auctioneers, agents, exporters, wholesalers and other agents
who play specific roles in the marketing of fish. The price differences between what the
fishermen receive at landing sites and what the consumers pay is due to the handling,
transportation and marketing costs of intermediaries. This price spread may be largely
due to the vagaries of supply and demand, or even due to profiteering. The existence of
many intermediaries in the supply chain ultimately influences the higher price of fish to
the consumer. In a study conducted by Haque [1], fishermen were found to be the
poorest actors in the supply chain due to the failure to enhance their bargaining power
and access to market information. This dilemma is also happening in the fish marketing
channel in Malaysia.

To improve the wellbeing offishermen, new fishermen markets have been developed
by the government in certain seafood landing sites in Malaysia. This initiative hopes to
reduce the number of intermediaries, thus reducing fish and seafood market prices.
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However, to date, there is no coordinated mechanism to promote, create awareness,
or educate consumers on these new markets in remote landing sites. As a result, people
are currently not aware of the existence of fishermen markets. We believe there is a lack
of information online to persuade people to visit these fishermen markets.

Thus, this study aims to explore the use of social media marketing in helping
government initiatives to promote the new fishermen market program. It also aims to
understand the critical success factors in using social media as a platform to promote
the market. This study combines both qualitative and quantitative approaches to
answer the research questions. For the purpose of this paper presentation, only
findings from our quantitative study will be elaborated. This research hopes to
contribute to the growing literature on social media marketing. Although many
studies have been conducted on the usage of social media as marketing tools, there
are hardly any that focus on the fisheries industry. Thus, this research hopes to fill
this gap in the literature.

2 Literature Review

This section presents the proposed research framework and hypotheses constructed for
the study. The four variables being studied are: perceived knowledge about fish, type of
content sharing in social media, credibility of information, and purchasing decision in
the fishermen market. Previous research and studies will also be discussed to provide
better insights on the factors that influence consumers to purchase their fish supply at
the fishermen market.

2.1 Perceived Knowledge About Fish

One of the crucial elements in the thinking process is the relationship between per-
ceived knowledge about products and the consumers’ motivation to make a purchasing
decision. Many researchers that studied the fishing industry found a positive rela-
tionship between knowledge and need for cognition (NFC) [2, 3]. Need for cognition is
the tendency of people to engage in and enjoy thinking by using the richness of
information they gather from a variety of sources [4]. Therefore, using a rich medium
of communication enhances the efficiency of the thinking process [5]. A similar study
by Aurier asserts that the knowledge of consumers affects their personal search
behaviour to acquire information regarding products [6]. According to the cue utili-
zation theory [7], assessing the quality of products is carried out in terms of identifying
and defining the information cues that consumers use as indicators. A recent study by
Gaviglio et al. [8] classifies product information cues into two categories, which are
intrinsic and extrinsic cues. Intrinsic cues are those inherent in the product, such as
taste, smell or colour, while extrinsic cues include external features of the product, such
as price, brand, or packaging. Both information cues are perceived as important
knowledge about fish [8]. Hence, the following hypothesis is drawn:

H1: There is a positive relationship between the perceived knowledge about fish
and purchasing decision in the fishermen market.
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2.2 Type of Content of Social Media

Consumers are turning more frequently to various types of social media to conduct
their information searches and to make their purchasing decisions [9]. The contents
of information must be objective, trusted, and relevant to be shared on the social
media platform. Richer media have significantly positive impacts on decision quality
when consumers have sufficient knowledge about the products/services [10]. This
argument confirms the study conducted by Verbeke et al. [11], which found that less
confident consumers need to seek more knowledge about quality of fish before they
purchase the right species. Therefore, they tend to search for trustworthy information
to build their confidence before finalizing their purchasing decision. This is consistent
with the media richness theory (MRT) introduced by Daft and Lengel [12] whereby
the communication efficiency between people is affected by the fitness of the media
and the characteristics of the communication task. When more information is com-
municated in the online medium, the richer the medium will be. It is important to
determine whether the type of content shared in social media has a relationship with
purchasing decisions at the fishermen market. Hence, the following hypothesis is
drawn:

H2: There is a positive relationship between the type of content sharing in social
media and purchasing decision in the fishermen market.

2.3 Credibility of Information in Social Media

Kautsar et al. [13] define credibility of information as how consumers view infor-
mation as a source of knowledge which is trustworthy, objective, relevant, and free
of biasness. In this research, the subject of credibility refers to the information
sought with regard to apparel and not the trusts or beliefs about an individual or an
organization. Consumers will be more willing to accept information when the
information source has high credibility. As a result, consumers’ attitudes become
more positive [14]. A recent study by Neti [15] concluded that social media is
probably the only marketing platform that encourages fool proof communication and
accountability among sellers as well as consumers. Yoon [16] strongly agreed that
credibility is closely linked to trust and satisfaction. When consumers feel the
information can be trusted, they will secure that information as knowledge that
intrigues their desire to purchase products. In a study conducted by Abraham [17],
information was found to be a crucial element to manage fish supply chains from
producers (fishermen) to consumers. The entire supply chain involves different roles
of market players who need to make instant decisions on purchasing fish. This is
because fish is a perishable item and fish quality drops with its price [17]. Thus,
consumers’ purchase decisions at the fishermen market may be influenced by
whether or not they believe the information in social media to be credible. Hence,
the following hypothesis is drawn:

H3: There is a positive relationship between the credibility of information in social
media and purchasing decision in the fishermen market.
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2.4 The Theoretical Framework of the Research

Figure 1 below depicts the theoretical framework proposed in this research. This
theoretical framework is to introduce and describe the theories and hypotheses
explained in the earlier section. Thus, it helps the researcher understand the underlying
research objectives of this study. On the left of the diagram there are three (3) inde-
pendent variables. These independent variables comprise perceived knowledge of fish,
type of content sharing in social media, and credibility of information in social media.

The variable on the right of the diagram is the dependent variable. This variable
represents the purchasing decision at the fishermen market, which is determined by the
independent variables mentioned earlier. The relationships between the three (3) inde-
pendent variables and the dependent variable are denoted as H1, H2 and H3 respec-
tively. This theoretical framework was adapted from studies by [18, 19, 20].

The researcher is therefore compelled to explore how the perceived knowledge of
fish, type of content sharing in social media, and credibility of information in social
media influences consumers to buy fresh fish at the fishermen market.

3 Research Methodology

The previous section has deliberated and presented the conceptual model and
hypotheses of the study based on prior research. This section will focus on the methods
of research, including data collection methods, instrument design, sampling, and data
analysis.

3.1 Quantitative Method

In this study, questionnaires were used as the data collection instrument. The designed
questionnaire combined closed questions and interval questions, and was made up of

Fig. 1. Proposed theoretical framework
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five (5) parts, namely Section A, B, C, D, and E. Section A covered the
socio-demographic profile of the respondents. In Section B, respondents were asked
about the existence of fishermen markets developed by FDAM. Section C posited five
(5) close-ended questions and four (4) interval questions. It solicited data on fish
consumption and consumers’ perceived knowledge about fresh fish that may influence
their purchasing decision in the fishermen market. To understand the usage of social
media in promoting the fishermen market, Section D and Section E covered the type of
content sharing in social media and credibility of information in social media,
respectively, as variables that may influence consumers’ purchasing decision in the
fishermen market.

After the questionnaire was constructed, it was then pre-tested, checked and rec-
tified to ensure that the items will help the researcher answer the research questions and
achieve the research objectives.

3.2 Participants and Data Analysis

Questionnaires were distributed to 235 Malaysian consumers who are regular eaters of
fish, live in urban areas and are social media users. The sample is relatively homog-
enous in terms of its demographics, and thus has high internal validity. This study
undertakes convenience sampling, which is based on the availability of respondents for
the study. A computer program for statistical analysis, Statistical Package for Social
Sciences (SPSS) Version 20 was used to process data collected from the question-
naires. Using this software, descriptive analysis, reliability and validity testing, and
Pearson Correlation analysis were conducted.

4 Findings

This section will present the results of the data analysis as well as discussions following
those results.

4.1 Demographic Analysis

Of the 235 respondents, 131 (56.0 %) are female whereas 104 (44.0 %) are male. Most
respondents, namely 133 (56.6 %), are in the range of 30–42 years old, while only 12
(5.1 %) were in the range of 18–23 years old. The remaining 90 respondents (38.3 %)
were between 23–30 years of age. The respondent age range measured in this study was
determined at a maximum of 42 years old under the assumption that this range has the
highest purchasing power. Apart from that, the younger generation, between the ages of
18 and 23, is less motivated to participate in this survey. Thus, the response of this
survey is primarily from those aged 24 and above. This is because most of them have
their own families and have decision-making power in terms of purchasing food items.
Most respondents (170, or 72.0 %) in this study are married, while there are 60 (26.0 %)
single respondents and 5 (2.0 %) widowed respondents. In terms of occupation status,
191 (81.3 %) respondents are full time workers, whereas 26 (11.1 %) are students.
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Self-employed respondents comprise 10 (4.3 %), followed by 7 (3.0 %) part-time
workers and 1 (0.4 %) retiree. These numbers indicate that most of the participants in the
survey are people who are currently working and have purchasing power.

4.2 Social Media: An Alternative to Communicate Information

The dominant Social Media communication devices used by the respondents to search
for online information were identified. The data shows that a majority of 192 (81.7 %)
respondents prefer to use their Smart Phones to gain online information, whereas only
17 (7.2 %) of respondents prefer to use their PC/Desktops. Meanwhile, other devices
such as tablets are dominantly used by 12 (5.1 %) respondents, while Laptops are used
by 9 (3.8 %) respondents and iPads are only dominantly used by 5 (2.1 %) respondents.
The results indicate that respondents feel more at ease searching for online information
through smart phones compared to other devices. This trend is an opportunity for
marketers to disseminate information to target consumers on a 24–7 basis.

Additionally, the dominant Social Media networks used by the respondents were
also investigated. The data shows that 113 (48.1 %) respondents use Facebook as a
dominant social media network, while Google+ is a close second with 94 (40.0 %)
respondents. Other social media networks show lesser value to consumers, as less than
10 respondents prefer to use these networks. For example, Email is preferred by 8
(3.4 %) respondents, followed by Instagram being preferred by 7 (3.0 %) respondents
and YouTube being preferred by 6 (2.6 %) respondents only. The least preferred social
media network is Twitter, which recorded only one (0.4 %) respondent who domi-
nantly used the application. Thus, Facebook is at the top of the popularity list for
respondents to seek online information. Therefore, FDAM should consider developing
their digital marketing strategy by creating new FDAM Facebook pages. This Face-
book page is to disseminate information to Malaysian consumers, especially infor-
mation about the fishermen market.

Table 1 below shows five (5) statements that measure the type of content sharing in
Social Media. All five (5) statements are viewed as important, as they have mean scores
that are greater than 3.00. With a sample of 235, the highest mean score is 4.03, while
the second highest is 3.48. Based on these scores, it can be surmised that most
respondents agree that content on criteria to determine the freshness of fish should be
shared in social networks. A recent study by [9] has classified product information cues
into two categories, intrinsic or extrinsic. Intrinsic cues are those inherent in the
product, such as taste, smell or colour, while extrinsic cues include any external fea-
tures, such as price, brand or packaging. Both information cues are perceived as
important knowledge about fish [9]. Thus, freshness is one example of an intrinsic cue
to consumers. This cue is important because it helps the consumer choose fish that offer
value for money. Usually, people learn this cue through experiences of consuming
many different types of fish over the course of their lives.

Therefore, content sharing on how to measure freshness is important in this subject
matter. Neti [15] and Golden [21] describe that content sharing includes media such
as internet forums, message boards, weblogs, wikis, podcasts, pictures, and videos.
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Providing respondents with more input using these media channels, gives them an
opportunity to review comments, seek testimonials and browse through recommen-
dations before they buy fresh fish at the fishermen market.

This affirms the idea of Daft and Lengel [12] that when more information is com-
municated in the online community, the richer the medium used will be. Consequently,
[10] concluded that the richness of media has significant positive impacts on decision
quality when consumers have sufficient knowledge about the products/services.

Table 2 below illustrates the credibility of information in social media. All five
(5) statements are viewed as important as they have mean scores that are greater than
3.00. The data shows that the highest mean score is 3.78, indicating that respondents
will ensure the contents of information sought are reliable, trustworthy and correct
before they make any purchasing decision at the fishermen market. This finding is
similar to [9] recent study, which stated that consumers have a perception that social
media is a more trustworthy source of information. Meanwhile, according to Yoon [16]
credibility is closely linked to trust and satisfaction.

Table 3 below shows five (5) statements regarding purchasing decision at the
fishermen market. All statements that are viewed as important have a mean score
greater than 3.00. The data reports that the highest mean score is 4.13. This shows that
most respondents agree that distance and time is the most influential factor for con-
sumers in selecting where to buy fresh products. Therefore, points-of-differentiation
(POD) or unique selling points (USP) are necessary as new motivating factors to make
consumers feel the worth of buying fresh fish at the fishermen market despite its
distance.

Meanwhile, the second highest mean score of 3.85 was recorded by two (2) state-
ments. These statements suggest that consumers with knowledge and interest in
browsing attractive online information regarding fish are those who might be interest in
visiting fishermen markets. Further, this finding indicates that to be successful in social

Table 1. Type of content sharing in social media

Statements N Mean Std deviation

I need to look at the customer reviews, testimonials and
recommendations to motivate me prior buying fresh fish
at the fishermen market

235 3.43 0.982

I need to view at the pictures to see the ambience to
motivate me prior buying fresh fish at the fishermen
market

235 3.48 0.975

I need to acquire information on location, landing time and
personal contact number to convince me prior to buying
fresh fish at the fishermen market

235 3.41 1.019

Information on species and price is not important prior to
buying fresh fish at the fishermen market

235 3.09 1.074

Criteria on determining the freshness of fish should be as
part of content sharing

235 4.03 0.776

Valid N (listwise) 235
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media marketing, marketers must be able to handle two-way communication between
consumers and their brand. Marketers must respond quickly to increase the credibility
of their information, as that information will determine the consumers’ decision to visit
fishermen markets.

4.3 Testing the Pearson Correlation Between the Variables

To investigate whether the three independent (3) variables used in this study are
correlated to the dependent variable, Pearson analysis was conducted to assess the
relationship between perceived knowledge about fish, type of content sharing,

Table 2. Credibility of information in social media

Statements N Mean Std deviation

Video sharing about the landing site activities clarify my
perception on fishermen market

235 3.64 0.812

I need to ensure that the information sought is relevant and
related to my needs prior to buy fish at the fishermen
market

235 3.73 0.806

I need to ensure that the contents of information sought are
reliable, trustworthy and correct prior to buy fish at the
fishermen market

235 3.78 0.802

I need to ensure that the information is unbiased and free
from emotion prior to motivation to purchase fish at
fishermen market

235 3.70 0.850

I believe that well-presented information reflects the
believability of the information

235 3.66 0.813

Valid N (listwise) 235

Table 3. Purchasing decision in fishermen market

Statements N Mean Std deviation

Knowledgeable consumer on fish products is motivated to
seek information on fishermen market

235 3.85 0.721

I feel that information in social media generating exposure
to fishermen market and attract people to buy fish

235 3.85 0.767

Distance and time is the most influence factor to buy fresh
and quality products

235 4.13 0.748

I do not feel confident that information search in social media
will improve purchasing decision in fishermen market

235 3.16 1.105

I will recommend others to search for information on
fishermen market to assist them in making purchasing
decision

235 3.79 0.732

Valid N (listwise) 235
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credibility of information and purchasing decision at the fishermen market. The
hypotheses to be tested using the Pearson correlation analysis are as follows:

H1: There is a positive relationship between the perceived knowledge about fish
and purchasing decision in the fishermen market.

H2: There is a positive relationship between the type of content sharing in social
media and purchasing decision in the fishermen market.

H3: There is a positive relationship between the credibility of information in social
media and purchasing decision in the fishermen market.

Figure 2 represents the results of the Pearson correlation analysis in detail. The
analysis shows that for H1, the correlation coefficient r = .084, N = 235 and the
significance level at 5 %, p = .201. Thus, there was a positive but weak correlation
between perceived knowledge about fish and purchasing decision. However, the
p-value = .201 is more than the acceptable value of .05. Therefore, H1 is statistically
not significant. There is no significant relationship between perceived knowledge about
fish and purchasing decision at the fishermen market and H2 is rejected.

Meanwhile, the data shows that the correlation between the type of content sharing
in social media and purchasing decision at the fishermen market is significant at 0.000
(p < .05). There is a positive correlation between the two variables, as r = .527.
Therefore, there is a strong positive relationship between the type of content sharing in
social media and purchasing decision at the fishermen market. Thus, this analysis
supports the H2, so it can be deduced that the type of content sharing in social media
will influence the purchasing decision at the fishermen market.

There is also a strong positive correlation between the credibility of information in
social media and purchasing decision at the fishermen market, where r = .600, N = 235
and p-value = .000. Since the p-value is less than .05, it can be concluded that there is a
statistically significant correlation between those two variables. Hence, H3 is sup-
ported. As mentioned by [14] credibility of information is defined as how consumers
view the information as a source of knowledge which is trustworthy, objective, and
relevant to the consumers as intrinsic and extrinsic types of information. Based on this
finding, this study suggests that consumers who believe that the information they seek

Fig. 2. Summary results of Pearson correlation analysis based on the relationship between
independent and dependent variables.
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is reliable, unbiased, and believable will be reaffirmed to make their purchasing
decisions.

The results of this study also show that two independent variables, type of content
sharing in social media and credibility of information, (DSM and DCI) have the
strongest and most significant positive correlations with purchasing decisions of the
respondents. This shows that the credibility of information and type of content sharing
in social media are the most important elements that need to be paid particular attention
to in influencing the consumers’ purchasing decision at the fishermen markets.

However, the variable ‘perceived knowledge about fish’ was found to have a small
and non-significant correlation to purchasing decision at the fishermen market. Thus,
this variable is a weak predictor of purchasing decision on fresh fish at this market. In
conclusion, the most significant variables with the highest correlations are as follows:
credibility of information in social media (DCI) and type of content sharing in social
media (DSM). Thus, the two hypotheses tested are accepted. However, the variable
perceived knowledge about fish (CPK) is not statistically significant. Thus, the
hypothesis is rejected.

5 Discussion

The results of this study are consistent with Stoke [20], who asserted that customer
reviews, testimonials and recommendations posted in social media open a huge
opportunity for marketers to create intention to buy. In the context of this study,
consumers may share information about the fresh fish or fishermen markets if they are
provided with social media platforms that are reliable and trustworthy. According to
Golden, social media needs to be transparent and honest [21] to ensure that the mes-
sages and information are credible and reliable to the online community. Marketers
need to monitor and respond to the reviews, testimonials, or recommendations of
consumers as quickly as possible, perhaps using a 3-h rule of thumb as a good social
media response rate. Hence, two-way communication will increase consumer aware-
ness and promote the exchange of ideas and perceptions. When marketers, especially in
the fishery industry, decide to use social media as a promotion tool, they need to
stimulate consumers by enhancing their content strategy in marketing. A study by
Drury [22] also supports this view of marketing as no longer one-dimensional; instead,
it is now a two-way process engaging a brand and an audience. By implementing the
usage of social media, businesses are not just limited to giving messages, but also
benefit from receiving and exchanging perceptions and ideas [22]. This proves that
consumers may rate the content of social media in evaluating the credibility of infor-
mation to help them in the decision-making process.

6 Conclusion

The explosion of mobile Internet connectivity and social media has given the
Malaysian fishing industry wider access to new marketing tools to reduce the depen-
dency on intermediaries. Social media is a vital tool to promote, educate, and create
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awareness among consumers about the new fishermen markets. This study posits that to
make the initiative a successful one, FDAM must adhere to information credibility,
frequency of information updates, and sharing of informative articles in their social
media channel. A high level of product awareness may influence consumers’ pur-
chasing behaviour, and thus could lead them to the fishermen market -no matter how
remote the location is.
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Abstract. Online education has progressed from having students passively read
and watch materials to having them proactively engage in interactions with other
students and teachers. Social network technologies enable students to interact
with each other, leading to a new platform for online education. Based on the
social learning theory, we design a new social learning network system, named
IdeaWorks. Two empirical studies, a usability study and an impact study, were
conducted to examine how the social learning network system (i.e., IdeaWorks)
has an impact on students’ learning activities. The results of the usability study
show that IdeaWorks’ design performs well on user interface, functionality, and
process. Generally, users have a high level of usage intention towards Idea-
Works. The results of the impact study show that learning via IdeaWorks, as
well as learning in traditional classrooms, enables users to perceive a high level
of social presence, cognitive presence, satisfaction with the course, and satis-
faction with the group. However, the impact study also showed that we should
enhance IdeaWorks to support instructional communication and group com-
munication in the context of online education.

Keywords: IdeaWorks � Social learning networks � Online education �
E-learning

1 Introduction

The advance of information technologies has lead to new education systems that extend
traditional classroom teaching. The concept of blended learning describes courses in
which the learning activities take place partly in the classroom and partly on the
internet. Studies of blended learning explore how to maximize the advantages of both
face-to-face learning and electronic learning by combining various learning delivery
methods (Alonso et al. 2005; Osguthorpe and Graham 2003; So and Brush 2008).
Though these studies discuss the advantages and disadvantages of blended learning, we
still have little knowledge about how learning activities are influenced by the social
networks that are becoming more and more popular. Powered by Web 2.0 technolo-
gies, social networking is penetrating all sectors of society, including tertiary education,
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to transform the way that we connect and communicate, leading to unprecedented
changes in the way social ties are formed and understood (Park et al. 2014). A social
learning network is defined as the online social network platform that supports uni-
versity learning by connecting students and instructors beyond class-centric activities.
As social network sites such as Facebook and Twitter are becoming increasingly
popular among learners, the social learning platform will enable connections with other
social networks to achieve a broader impact. Guided by pioneering thinking in edu-
cational theories, this research strives to investigate and demonstrate how social
learning networks (SLN) can be incorporated into tertiary education with the end goal
of enhancing students’ learning performance.

In order to achieve this goal, we develop a SLN platform, called IdeaWorks, to
support learning activities in the online environment. Blended learning, social learning
theory, and innovation-centered learning are used to support the design of IdeaWorks.
IdeaWorks is built on Web 2.0 technologies, particularly social networking and
instructional techniques. This platform implements the “learning through socialization”
approach among the partner universities to facilitate courses that require individual and
group projects. Three groups of essential features of social learning networks are
developed in this platform. First, the system provides exploration functions for the
users to find students/advisors and build their social learning networks; explore
projects/groups and join projects/groups of interest; and search for relevant events.
Second, collaborative learning management functions are also offered by IdeaWorks to
help users store important information (e.g., ideas), develop and conduct group pro-
jects; and manage social networks with their friends, team/project members and
advisors. Third, additional collaboration tools such as Skype and GoogleDocs are also
integrated into the system. Figure 1 shows the interface of IdeaWorks.

Two empirical studies were conducted to evaluate IdeaWorks. A usability study
was conducted to evaluate the usefulness and ease of use of the system from the
perspective of the system users. Undergraduate students, who are the potential users of
the system, were invited to participate in the study to experience the system and give
their feedback on its usability. We find that the major feature of IdeaWorks (i.e.,
conveniently explore and extend social networks for learning) is recognized by users.
An impact study was conducted to compare the learning outcomes of using IdeaWorks
and learning outcomes via face-to-face teaching. A foreign language (i.e., English)
learning program was organized for experiment participants, who were randomly
assigned into two study groups. While the experimental group had online sessions
using IdeaWorks, the control group had face-to-face classroom sessions. By comparing
students’ perceptions under two different environments, we found that there is no
significant difference in students’ perceptions of social presence, cognitive presence,
satisfaction with the course, and satisfaction with the group. However, the analysis
results show that instructional communication and group communication are better
supported by classroom teaching.

The objective of this study is to contribute to previous research and to provide
useful guidance to education practitioners on how to facilitate students’ learning
activities via social learning networks. This IdeaWorks research makes two significant
contributions that we believe are worth highlighting. The first important contribution of
our research is our designed social learning network platform - IdeaWorks. Though
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scholars and practitioners have noticed the value of social networks for education, there
is little research on designing a social learning network platform to support students’
learning activities. In this research, social connection functions, collaborative man-
agement functions, and additional collaborative tools are integrated to assist
social-oriented learning. The usability study shows that students are satisfied with the
functionality and interface design of IdeaWorks. Second, the impact study shows that
IdeaWorks can effectively support students’ learning activities as well as classroom
learning. Our empirical study shows that students’ perceptions of social presence,
cognitive presence, satisfaction with the course, and satisfaction with the learning
group have no significant difference under the two different contexts, namely learn in
classroom and learn through IdeaWorks. Such findings contribute to current literature
of e-learning by demonstrating that facilitating social connections via SLNs also
enables students to perceive social presence and cognitive presence in the learning
process. Additionally, students’ are still satisfied with the course and learning groups
after they move from the classroom to IdeaWorks.

2 Theoretical Foundation

Social learning networks are designed based on several key domains that are partic-
ularly relevant to the requirements of students and instructors: blended learning, social
learning theory, and innovation-centered learning. Blended learning, which combines
online technologies with traditional face-to-face teaching methods, has emerged as an
alternative mode of traditional classroom teaching. Social learning theory emphasizes
social interactions among people in the teaching and learning process. Innovation-
centered teaching cultivates creativity, motivation, and knowledge among students in
their learning processes.

Fig. 1. An illustration of the social learning network platform – IdeaWorks
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2.1 Blended Learning

As the “third generation” of distance education systems, blended learning maximizes
the best advantages of face-to-face learning and multiple technologies to deliver
learning. It is particularly suitable to the process of transferring from traditional forms
of learning and teaching towards e-learning (Hoic-Bozic et al. 2009). It combines many
different learning delivery methods, such as face-to-face instruction and electronic
learning methods (So and Brush 2008). Blended learning could facilitate learners to
have both online and offline interactions with their classmates and teachers. This is
effective in encouraging the process of online collaborative learning. So and Brush
(2008) found that this collaborative learning could improve student perceptions of
satisfaction and social presence in the learning process. The effectiveness of blended
learning is confirmed in the research of (Al-Qahtani and Higgins 2013).

Osguthorpe and Graham (2003) suggested that three types of mixing could be
identified in blended courses, namely online and face-to-face learning activities, online
and face-to-face students, and online and face-to-face instructors. Importantly, they also
identified six goals which are expected in the blended environments: (1) pedagogical
richness, (2) access to knowledge (3) social interaction (4) personal agency (5) cost
effectiveness and (6) ease of revision. For instance, Hoic-Bozic et al. (2009) developed
a learning management system (LMS) to make a mixture of different learning activities,
including collaborative learning, problem-based learning and independent learning.
Their evaluation results show that students were satisfied with the pedagogical
approach, and had a better academic performance. Schnurr et al. (2013) also integrates
three education delivery methods-preparatory learning, face-to-face learning, and
online collaborative learning-to simulate negotiation.

2.2 Social Learning Theory

Bandura’s (1977) Social Learning Theory proposed that people learn from others via
observation, imitation, and modeling. The theory emphasizes the importance of
observing and modeling the behaviors, attitudes, and emotional reactions of each other.
“Most human behavior is learned observationally through modeling: from observing
others, one forms an idea of how new behaviors are performed, and on later occasions
this coded information serves as a guide for action” (Bandura and McClelland 1977).
An important point of this theory is that learning occurs in a social context, which is a
weakness of our current online systems design.

There are three major arguments in his social learning theory. (1) Observation
learning includes live model, verbal instructional model, and symbolic model. Live
model is when an actual person demonstrates a behavior; verbal instruction is when an
individual describes and explains a behavior; symbolic model is when a real or fictional
character demonstrates the behavior through media, such as television and internet.
(2) Intrinsic reinforcement, as well as environmental and external reinforcement,
influence learning behavior. (3) Four steps are involved in the modeling process. First,
attention should be paid to observational learning. Second, retention (i.e., the ability to
remember) is necessary to reproduce the behavior. Third, reproduction makes people
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improve their learned behavior with practice. Fourth, individuals have to be motivated
to imitate the behavior which has been modeled. There are many studies and guidelines
on the learning process. We are interested in how this concept supports blended
learning in our IdeaWorks design.

In the blended learning context, Wu and Hwang (2010) found that intrinsic rein-
forcement (e.g., learning attitude) influences the effectiveness of e-learning for blended
courses. Hill et al. (2009) further analyzed different social learning perspectives and
discussed how they could be adopted in the design and implementation of e-learning.
Three general directions are proposed for future research and practice: (1) examine
students’ personal characteristics through e-learning; (2) identify strategies for
encouraging social interaction in e-learning systems; (3) develop effective design
principles for e-learning. In addition, Vassileva (2008) identified that the new learning
technologies should perform three main roles to support social learning: (1) enable the
learners to find the appropriate content; (2) support them to connect with the right
people; (3) motive individuals to learn.

Based on a blended and eclectic view of different learning theories, Alonso et al.
(2005) designed e-learning mechanisms following different approaches: (1) look at the
content structure; (2) focus on the cognitive process of understanding how the mind
works during the learning process and what factors determine and condition the success
of the process; (3) understand that human learning is constructed not only by inter-
acting with the content but also by working together with colleagues and instructors.

2.3 Innovation-Centered Learning

The goal of innovation-centered learning is to improve learners’ innovation ability
through a series of methods. Numerous training programs were developed to improve
learners’ innovation ability in the last half century. Scott et al. (2004) conducted a
meta-analysis of the program evaluation efforts and found that more successful programs
were likely to emphasize development of cognitive skills and the heuristics involved in
skill application, using realistic exercises appropriate to the domain at hand. Three
components are the sources of innovation, namely knowledge, creative thinking, and
motivation (Adams 2005). (1) Knowledge is all the relevant understanding an individual
brings to bear on a creative effort; (2) creative thinking relates to how people approach
problems and depends on personality and thinking/working style; and (3) motivation is
generally accepted as key to creative production, and the most important motivators are
intrinsic passion and interest in the work itself. Innovation-centered learning tries to
improve these three components of the individual learning process.

Innovation is not so much an individual trait but rather a social phenomenon
involving interactions among people within their specific group or cultural settings
(DeHaan 2009). For instance, brainstorming methods are used to improve group
innovation. Groups of interacting individuals were better at solving complex, multipart
problems than single individuals. Many scholars acknowledge that creative discoveries
in the real world, such as solving the problems of cutting-edge science—which are
usually complex and multipart—are influenced or even stimulated by social interaction
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among experts. By integrating social learning theory, six techniques are suggested to
improve student innovation in the classroom: model creativity, cross-fertilize ideas,
repeatedly encourage idea generation, build self-efficacy, constantly question
assumptions, and imagine other viewpoints. Clements (1991) investigated the effects of
information technology usage on creativity improvement. The results showed that
computer-based training could improve learner innovation. This is also confirmed by
Benedek et al. (2006).

3 Design of IdeaWorks

IdeaWorks is a web-based collaborative group learning system which aims to facilitate
discovery-enriched teaching and learning by using social network functions. The
system is designed for users to conveniently explore and extend their social networks
for learning; efficiently manage their ideas, interest groups, projects, and events;
facilitate group learning efficiency; and support innovative thinking.

Key functions in IdeaWorks can be found in MY SPACE and SEARCH SPACE,
which help students manage and explore their resources. Under MY SPACE, students
can store and manage their ideas in My Ideas. My Projects shows a list of projects that
a student has joined. Project-related information (introduction, members, milestones,
and outcomes) is shown to provide students a platform to interact with other project
members and advisors. Students can also initiate new projects and invite other students
to join. My Groups shows a list of groups that the student has joined. Students are able
to manage their group resources, submit their individual or group assignments, and
communicate with group members and teachers under My Groups. They can also
manage their social learning networks and events related to their projects or groups in
MY SPACE. Under SEARCH SPACE, students can further explore and extend their
social learning networks in IdeaWorks by searching for learning buddies and advisors
and inviting them to join their social learning networks. Public projects and groups can
also be found in SEARCH SPACE. Other functions in USEFUL LINKS and
IDEA TOOLS are designed to provide students with important information to facilitate
collaborative group learning. For instance, Skype and Google Calendar are embedded
in IDEA TOOLS to encourage student interaction. We conducted usability and impact
studies to evaluate IdeaWorks.

4 IdeaWorks Usability Study

The goal of the IdeaWorks usability study is to invite users to evaluate the usefulness
and ease of use of this system. Eight first and second year students from four
departments at one university were invited to participate in the study. We believe that
students with different backgrounds can better evaluate the usability of the system,
since they will complete multi-disciplinary tasks to highlight the collaborative feature
of the system.

The usability study is comprised of two stages: online tutorial and offline tasks.
During the online tutorial, which takes one hour, students are gathered in a lab to learn
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how to use the IdeaWorks system. We assign small tasks for them to complete. Before
each task, we teach them relevant functions and basic operations of the system. After
finishing each task, they are required to complete a portion of the questionnaire based
on their experiences on the system. The questionnaire is designed to test three aspects
of the system: user interface, functionality, and process (Chin et al. 1988; Lewis 1995).
The first two aspects (i.e., user interface and functionality) are evaluated in the lab,
while the system process is tested offline. Seven-point scales are used to measure the
usability, with 7 indicating the greatest user satisfaction (Fig. 2).

First students were asked to register and browse the system, which gave them a
general understanding and some user experience on the system. They then gave
feedback (i.e., give scores) on the relevant user interface questions on the question-
naire. These questions ask for users’ overall reaction to IdeaWorks, followed by
questions on screen, terminology and system information, learning, and system capa-
bilities. Then, the students explored each key function of IdeaWorks (i.e., functions
under My SPACE, Search SPACE, Useful Links, and Basic Tools) and completed the
functionality relevant questions in the questionnaire. Functionality relevant questions
are designed to evaluate user satisfaction with the system functions. Usefulness, ease of
use, and reliability are the key criteria for user satisfaction (Segars and Grover 1993).
Students completed the assigned tasks successfully in the lab.

At the end of the lab experience, we assigned an offline task for the students that
simulated the group forming and group project development process. This is a common
process for university students. We expect that experiencing this process will increase
students’ understanding of the usability of the IdeaWorks system. Each student was
required to create an interest group, search other interest groups, join interest groups
after communication with these interest group members through the forum, discuss
ideas with group members via a message board that is only visible to members, and

Fig. 2. Project Module in IdeaWorks
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develop projects based on the ideas. Using IdeaWorks, students successfully created
interest groups and developed projects through cooperation. Questions on the system
process were answered after they finished the task. Process relevant questions ask about
user experience regarding smoothness, consistency, and ease of use. Overall assess-
ment of IdeaWorks and usage intention are also included in the questionnaire. In
addition to the Likert questions, there’s also an open question on the advantages and
disadvantages of the system.

Table 1 summarizes the results of the Likert questions.As suggested in the table,mean
values of all dimensions are above average (i.e., 3.5 points), which suggests a satisfying
result on the prototype system in general. Based on the average values of the constructs,
we conclude that the users are satisfiedwith the user interface design and the functionality
of our system. System capabilities and the functionality of search space achieved notably
high scores (i.e., 5.94 and 5.38 respectively). The results also demonstrate that the
functionality is recognized by the users. Generally, the users agree thatMYSPACEAND
SEARCH SPACE are convenient for them to use. The results for the open question were
similar. From the perspective of users, advantages of the system include “easy to contact
buddies,” “easy to find projects done by others for reference,” “encourage innovative
ideas,” “user-friendly,” and “easy to find friends with similar interests.”

Compared with user interface, functionality, and overall assessment, the scores of
process relevant questions are not high, indicating the ease of use of IdeaWorks could
be further improved to meet user requirements. Feedback from the open question on the
disadvantages of the system also shows that the convenience of using the system is
questioned. Some users also feel that the system is dull and not attractive enough. This
user feedback helps us identify needed improvements. In the following, we summarize
the areas of improvement for IdeaWorks based on user feedback from the usability
study. (1) Improve system robustness by consummating basic functions (e.g.,
enhancing core features and fixing bugs). (2) Simplify and smooth the operation
process to improve the ease of use of the system. (3) Add more attractive features to
make the system more fascinating. (4) Enhance the security of the system through
advanced access control mechanism (e.g., multilevel privacy control), data protection,
and communication security maintenance.

To summarize, we achieved a satisfying result from the usability study. The
undergraduate student participants recognized the core features of the system and found
the social network expansion useful for learning, group collaborative learning, and
innovative idea generation. However, the system still needs improvements on robust-
ness, ease of use, attractiveness, and security to achieve higher user satisfaction.

5 IdeaWorks Impact Study

The impact study is intended to evaluate how IdeaWorks influences students’ learning
process. We propose that learning in IdeaWorks is as useful as learning through
classroom-centric courses. The education research shows that perception of presence,
communication, and satisfaction are important for students’ learning activities. The
experiment is designed to compare students’ perceptions in the context of IdeaWorks
and traditional classrooms.
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An English learning program was designed for the experiment and divided into two
equal sessions. An experienced instructor was invited to teach this course. Thirty-three
undergraduate students from the department of information systems were invited to
learn business report writing. They were randomly assigned into two different groups

Table 1. Measurement items

Construct Item

Social presence (SP) SP1
SP2
SP3
SP4
SP5

I formed distinct impressions of some students
I felt comfortable participating in course discussions
I felt comfortable interacting with other students
I felt comfortable with other students while still maintaining
a sense of trust

I felt my point of view was acknowledged by other students
Cognitive presence
(CP)

CP1
CP2
CP3
CP4
CP5
CP6
CP7
CP8

Problems posed increased my interest in course issues
Course activities piqued my curiosity
I felt motivated to explore content related questions
I utilized information sources to explore problems
Brainstorming and finding relevant information helped me
resolve content related questions

Discussions were valuable in helping me appreciate various
perspectives

Combining new information helped me answer questions in
course activities

Learning activities helped me construct
explanations/solutions

Instructional
communication
(IC)

IC1
IC2
IC3
IC4
IC5
IC6
IC7

I can easily ask questions and get answers
I freely discussed with instructor
The instructor provided answers to my questions
I can understand the focus of the content
I can frankly tell my thoughts to the instructor
Q&A with instructor about learning content helped me
I can understand the content of the class

Group
communication
(GC)

GC1
GC2
GC3
GC4

Communication with group members helps me to learn
more knowledge

Communication with group members enhances my
understanding of the knowledge
Communication with group members corrects my
miss-understanding of teachers’ delivered knowledge
Generally, communication with group members helps me to
learn in this course

Satisfaction with the
course (SC)

SC1
SC2

I am satisfied with the teaching method in this course
I am satisfied with student-to-faculty interaction

Satisfaction with the
group (SG)

SG1
SG2
SG3
SG4
SG5

I am glad to be part of the group
I am satisfied with the learning in this group so far
I like to learn with this group
I would like to work with this group again in future
I am satisfied with the decision of the group
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(16/17). Conducting the t-tests of demographics in two groups of students enabled us to
determine that the assignment process is appropriate. The 16 students in the first group
was taught the first session of the course through traditional classroom learning and the
second session via IdeaWorks. The other 17 students learned the first session via
IdeaWorks and the second session in a traditional classroom. After each session, the
students were required to evaluate the courses on the following constructs: social
presence, cognitive presence, instructional communication, group communication,
satisfaction with the group, and satisfaction with the course.

Students were asked to respond to a questionnaire based on a 7-point Likert scale
(1 = strongly disagree; to 7 = strongly agree) at the end of each session. The validity of
the questionnaire was reviewed by a panel of 4 educational technology experts and
adopted items were revised based on their comments and recommendations. The
questionnaire items are presented in Table 2.

T-tests were conducted to compare students’ perceptions under two different
environments. The results are shown in Table 3. Our results reveal that there was no

Table 2. IdeaWorks usability study results

Construct Dimension Mean St.
D.

User Interface
(Mean: 5.25)

Overall reaction to IdeaWorks 5.06 0.34
Screen 5.38 1.21
Terminology and system
information

4.81 0.95

Learning 5.05 1.35
System capabilities 5.94 0.68

Functionality
(Mean: 4.82)

MY SPACE 4.66 1.18
SEARCH SPACE 5.38 0.67
Useful links and basic tools 4.42 0.94

Process
(Mean: 4.13)

Easy to learn 4.20 1.30
Consistency 4.20 1.48
Smoothness and efficiency 4.00 1.22

Overall assessment and usage
intention

(Mean: 4.53)

Usefulness 4.60 1.67
Satisfaction 4.60 1.14
Usage intention 4.40 0.89

Table 3. IdeaWorks impact study results

Construct Learn in classroom Learn through IdeaWorks T-value

Social presence 5.70 (0.77) 5.33 (0.94) 1.74
Cognitive presence 5.65 (0.77) 5.32 (1.02) 1.43
Instructional communication 5.90 (0.66) 5.26 (0.94) 3.21
Group communication 5.93 (0.71) 5.17 (1.00) 3.60
Satisfaction with the course 5.74 (0.88) 5.29 (1.02) 1.94
Satisfaction with the group 5.70 (0.91) 5.32 (0.93) 1.68
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difference in students’ perceptions of social presence, cognitive presence, satisfaction
with the course, and satisfaction with the group under the two different environments.
Using the social media functions in IdeaWorks, students can perceive a high level of
social presence (mean = 5.33) and cognitive presence (mean = 5.32). The analysis
results also show that students are satisfied with the course (mean = 5.29) and the group
(mean = 5.32) when they learn with IdeaWorks. Unfortunately, the communication
support is still limited in IdeaWorks. Students perceive a higher level of instruction
communication (p < 0.01) and group communication (p < 0.001) in the context of a
traditional classroom.

6 Conclusions

Building on the social learning theory, we designed a new online education system,
called IdeaWorks, to support students’ online learning activities. IdeaWorks functions
include idea management, project management, and group management, which support
learning activities through interaction with students and instructors. The system is
evaluated by a usability study and an impact study. The results of the usability study
show that students are satisfied with the user interface and functionality of IdeaWorks
and would like to use it in their learning activities. Impact study results showed that
IdeaWorks could help students achieve a high level of social presence and cognitive
presence. Additionally, students are satisfied with the course and group when they learn
via IdeaWorks. In the future, IdeaWorks will be further improved to help fulfill stu-
dents’ growing networking needs and, thus, improve their social learning effectiveness.
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Abstract. This study focuses on continued knowledge contribution. We
hypothesize that continued knowledge contribution of members in
opinion-sharing communities is influenced by five factors: the number of
reviews written, the average of helpfulness scores received from other members,
the average of helpfulness scores given to other members, the ratio of the
number of negative reviews to the total number of reviews, and the number of
trustors. We collect data from Epinions.com and find that these five factors have
significant impacts on continued knowledge contribution. These findings have
significant theoretical and practical implications for knowledge sharing.

Keywords: Knowledge contribution � Knowledge contributor � Online
community � Trust network

1 Introduction

Knowledge is power. People leverage knowledge to solve problems and make deci-
sions. Because of the Internet, people can rely on online communities to find out
knowledge needed and solve problems, such as evaluating products and learning
domain knowledge. Substantial studies and reports have offered evidences supporting
the idea that electronic word-of-mouth (eWOM) has a significant impact on consumers’
purchase decisions and their perception of product value [21, 35]. For instance,
eMarketer has found that 61 % of consumers read online reviews and other kinds of
online customer feedbacks before their purchasing [11]. On the other hand, a nation-
wide survey conducted in 2012 by the Pew Internet & American Life Project found that
72 % of U.S. adults who use the Internet have searched online for health information in
the past year [16]. Hence, online knowledge has been an important reference for
consumers when they are making decisions.
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The purpose of opinion-sharing communities is to facilitate knowledge sharing.
However, researchers argued that the creation of an online social platform does not
guarantee that knowledge exchange will actually take place [10]. These scholars
suggested that the success of an online community depends on whether members use
the online community persistently and contribute their knowledge to the online com-
munity continuously [10, 23, 26]. Specifically, because knowledge shared in an online
community is generally public goods, its members can easily free-ride on the efforts of
other contributors [33]. Therefore, it is a critical challenge for practitioners and scholars
to understand how to facilitate social interaction and encourage knowledge contribution
in opinion-sharing communities [29]. Despite a significant growth in the number of
opinion-sharing communities, recent studies show that limited online communities are
successful in terms of retaining their members and motivating future contributions of
knowledge [14]. Joyce and Kraut [24] described that the high turnover rate in online
communities is because most newcomers (56 %) only contributes their knowledge once
in their online community. It implies that the most members who did initial knowledge
contribution in an online community will not contribute knowledge continuously.
Thus, how to encourage members to contribute and update current knowledge within
online communities is one of the biggest challenges [18], which justifies the importance
of investigating continued knowledge contribution in online communities.

Cheung et al. [12] summarized 35 studies related to knowledge-sharing behavior in
online communities to explore the factors influencing knowledge contribution. They
found that 29 out of 35 studies collected data by survey, 3 studies adopted case study,
and the rest adopted an interview study or mixed method. The findings of these recent
studies have important implications for both research and practice. However, most of
these studies investigated sample members’ opinions directly. These empirical surveys
suffer from some limitations. Since a survey measures respondent’s psychological
status and subjective intentions rather than actual continuation, the results of the studies
might not be sufficiently representative of the actual knowledge contribution behaviors.
Although behavior intention is an appropriate proxy to understand the beliefs and
actual knowledge contribution behavior, we argue that it will be more robust to
measure the actual behavior than behavior intention in order to understand the con-
sumers’ knowledge contribution behaviors. Furthermore, most of the previous studies
adopted a belief-based view to understand how continued knowledge contribution is
associated with a variety of individual users’ beliefs [19]. However, it’s almost
impossible for a practical website to ask all members’ beliefs to predict their intention
to share knowledge continuously.

To address these limitations of the previous research, we determine the continued
knowledge contributors in opinion-sharing communities based on users’ profiles and
actual behaviors. We propose a prediction model to discriminate the continued
knowledge contributors from the others. Since a practical website can record all users’
profiles and usage behaviors, our method is more applicable to practitioners to predict
whether a member will continue sharing knowledge in an online community or not. We
collected archival data and examine our research model from Epinions.com. Epinions.
com is a third-party product review website which facilitates the exchange of consumer
reviews about a variety of products. Our findings reveal that a continued knowledge
contributor could be predicted by her/his profiles and online behaviors, i.e., number of
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reviews, average helpfulness score received, average helpfulness score given to other
members, number of trustors, and ratio of negative reviews.

The remainder of this study is arranged as follows. Prior works on knowledge
contribution are reviewed in Sect. 2. We describe the hypotheses and research method
in Sect. 3. The findings are discussed in Sect. 4. Finally, some research and practical
implications are discussed in Sect. 5.

2 Literature Review

Knowledge contribution has been investigated at different levels. Some studies investi-
gated knowledge contribution behaviors from the perspective of institutional-level
[2, 17]. Since our study investigates how individuals contribute their knowledge into their
online community, we focus on summarizing the findings of the knowledge contribution
at the individual level in this section.

2.1 The Value of Continued Knowledge Contribution

Because an online community usually involves a large number of participants with
different social backgrounds and perspectives, it is more difficult to establish mutual
understanding and share valuable information in an online community than traditional
face-to-face communication group [14]. In particular, knowledge in online communi-
ties is public goods [7]. Many people read or use knowledge accessible in an online
community without contributing to the community. Hence, how to enhance knowledge
contribution in an online community is an important research topic. Although
knowledge sharing includes knowledge seeking as well as knowledge contribution
[8, 25], some previous studies used “knowledge sharing” to denote the knowledge
contribution behavior [12, 26, 32]. Following the prior studies, we focus on knowledge
contribution instead of knowledge seeking because rich knowledge capital drives
knowledge seeking and enhances the value of the online community. Therefore this
study reviews the previous studies which focused on knowledge contribution
behaviors.

Knowledge contribution occurs in an online community when individuals con-
tribute useful, valuable, and practice-related knowledge that can be accessed and reused
by other individuals [19, 33]. Knowledge contribution accumulates knowledge and, in
turn, makes value (even revenue) for an online community. For example, Kim et al.
[26] indicated that “knowledge contribution is one of the essential factors behind the
success of blogging communities (p. 1760)”. Travel information sharing website—
Tripadvisor, an practical example, successfully capitalizes on its traveler forum, which
has accumulated more than 150 million reviews and opinions covering more than
3.7 million accommodations, restaurants and attractions in 2013. These valuable
reviews and opinions attract travelers to seek useful travel information and become a
source of revenue for Tripadvisor. Knowledge contribution may take on a variety of
forms. This study focuses on product reviews that evaluate a variety of products or
answer questions related to products in a third-party review website. While knowledge
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contribution will create value for an online community, one of the basic requirements
for a successful online community is that contributors have to continuously make active
contribution [15]. Therefore, understanding the factors influencing continued knowl-
edge sharing behavior is an important research issue and critical challenge to admin-
istrators of virtual communities.

2.2 Factors Influencing Continued Knowledge Contribution

Researchers have put considerable attention to factors that motivate people to share
knowledge in online communities [5, 9, 10, 20, 22, 23, 28]. Some studies proposed
their research model based on IS adoption models or social psychology theories, such
as expectation-confirmation theory [12–14] and the theory of reasoned action [6], and
social exchange theories [25], to investigate the factors influencing knowledge con-
tribution intention or continued knowledge contribution behaviors. For instance, Chen
[9] investigated the impacts of members’ expectation confirmation on continuance
intentions in professional virtual communities. In particular, both extrinsic motivation
and intrinsic motivation are two dimensions which were frequently adopted to explain
members’ sustained participation in virtual communities [30]. Other studies investigate
the specific factors influencing continued knowledge sharing behavior. For example,
from the perspective of justice, trust, and organizational citizenship behaviors, Fang
and Chiu [15] found that the knowledge-sharing continuance intention in VCoPs
(virtual communities of practice) is affected by altruism and conscientiousness. We
summarized the research findings and methodologies of recent studies related to
continued knowledge contribution in Table 1.

3 Hypotheses and Research Method

3.1 Hypotheses Development

Previous studies enrich our understanding of continued knowledge contribution. The
success of an online community depends primarily on the extent to which members use
their community as well as the extent to which members continue to contribute
knowledge in the community. Therefore, it is more critical to understand how to
encourage online community members to contribute knowledge continuously than how
to attract a crowd. Cheung et al. [12] have defined “intention to continue sharing
knowledge” as “the likelihood a member will continue sharing knowledge in an online
community of practice (p. 1360).” Since our study focuses on a continuance behavior,
the “continued knowledge contribution” can be defined as “users’ repeated act of
contributing what they know in an online community.”

Self-efficacy can motivate members to contribute knowledge with other members
[25]. Prior research on cognitive theory has suggested that people act on a certain
behavior based on their judgment on the likely consequences [4]. Knowledge
self-efficacy is typically manifested in people believing that their knowledge can help
others to solve specific problems. A member will be more likely to contribute
knowledge continuously in an online community when she/he has a high level of
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knowledge self-efficacy [12]. In other word, knowledge contributors who are confident
in their ability to provide valuable knowledge will develop more positive attitudes and
intentions toward knowledge contribution. Therefore, if a member contributed more
reviews in previous period, she/he is expected to be more confident in her/his ability to
provide valuable knowledge and consequently to be more likely to contribute
knowledge continuously. Hence, we hypothesize:

Table 1. Factors influencing continued knowledge contribution

1. He and Wei [19]
• Theoretical foundation: belief-based IS continuance model
• Methodology (method/community): a web-based survey in an international IT company with
161 participants
• Significant predictor variables: contribution intention which is significantly affected by
contribution belief (second-order construct) and contribution attitude, facilitating conditions
• Knowledge contribution measurement: The actual continuance behavior was measured via the
usage time spent in the system which was transferred into 5-point scales ranging from rarely
used (1) to extensively used (5)
2. Fang and Chiu [15]
• Theoretical foundation: justice, trust, and organizational citizenship behaviors (OCB)
• Methodology: survey (a sample with 142 members of JavaWorld@TW)
• Significant predictor variables: altruism (affected by trust in members which was affected by
distributive justice and interpersonal justice) and conscientiousness (affected by trust in
management which was affected by procedural justice and informational justice)
• Continuous knowledge contribution measurement: continuance intention was assessed with
items adapted to reflect the likelihood that an individual will continue sharing knowledge in the
future
3. Sun et al. [30]
• Theoretical foundation: expectancy-value theory and a social learning process
• Methodology (method/community): survey (a sample with 205 subjects in a transactional
virtual community, Taskcn.com website in China)
• Significant predictor variables: extrinsic motivation (which is contingent on task complexity)
and intrinsic motivation
• Continuous knowledge contribution measurement: Sustained participation was measured using
the instrument of continuance intention adopted from Bhattacherjee [5].
4. Cheung et al. [12]
• Theoretical foundation: expectation disconfirmation theory/social cognitive theory
• Methodology (method/community): online survey with 124 contributors in an online
community of practice, Hong Kong education city (hkedcity.net)
• Significant predictor variables: (1) knowledge self-efficacy which was affected by
disconfirmation of helping others and (2) satisfaction which was affected by disconfirmation of
reciprocity, disconfirmation of helping others, and knowledge self-efficacy
• Continuous knowledge contribution measurement: intention to continue sharing knowledge
was defined as the likelihood a member will continue sharing knowledge in an online
community of practice. Two items modified from [3] were adapted to measure the degree of
intention to continue sharing knowledge
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H1: Knowledge contributors who have contributed more reviews will be more likely
to continue contributing knowledge in an online community.

Knowledge contributors’ behaviors are influenced not only by contributors’ char-
acteristics, but also the interactions among the members in an online community. Since
community members’ positive feedbacks will encourage knowledge contributors to
enjoy helping others, community members’ helpfulness votes will encourage knowl-
edge contributors to contribute knowledge continuously [12, 19]. After receiving
positive feedbacks from some knowledge seekers, knowledge contributors are likely to
have a high level of enjoyment of helping other knowledge seekers. Such enjoyment
leads to continued knowledge sharing [12, 19]. In the context of a knowledge sharing
website, a helpfulness vote is one type of positive feedback. Therefore, we hypothesize:
H2: Knowledge contributors who received higher average helpfulness score from

others will be more likely to continue contributing knowledge in an online
community.

Kankanhalli et al. [25] investigated the effects of cost factors, benefit factors, and
contextual factors on knowledge contribution behavior based on social exchange
theory and social capital theory. Their results show that EKR (electronic knowledge
repository) usage by knowledge contributors is positively associated with intrinsic
benefits (e.g., knowledge self-efficacy and enjoyment in helping others) and extrinsic
benefits (e.g., reciprocity and organizational reward). A member learns product
knowledge from the introduction of products provided by opinion-sharing websites and
product reviews written by other members. If members found that the products
introduced by an opinion-sharing website are not useful for their decision making, they
have lower intention to stay or contribute knowledge in the website. Therefore, a
knowledge contributor who has a high ratio of negative reviews will be dissatisfied
with the products introduced by the website. Moreover, based on social exchange
theory, individuals will contribute knowledge because of the expectation of obligation
and reciprocity from the receivers. Knowledge contributors will contribute more if they
can reciprocally learn knowledge from others. Since a member will vote positive
helpfulness score to a useful review provided by another member, knowledge con-
tributor will be benefited if she/he gave higher average helpfulness score to others, and
vice versa. Therefore, we propose hypothesis 3 and hypothesis 4 here,
H3: Knowledge contributors who gave higher average helpfulness score to others

will be more likely to continue contributing knowledge in an online community.
H4: Knowledge contributors who had a higher ratio of negative reviews will be less

likely to continue contributing knowledge in an online community.

Previous studies have used social capital and social ties to investigate the contin-
uous contributing behaviors of knowledge contributors. For example, Wasko and Faraj
[32] examined intention to contribute knowledge in electronic networks of practice and
found that both reputation and individual network centrality have positive effects on the
helpfulness of contribution and the volume of contribution. From the perspective of
social capital, the structure of ties within a social network is an important predictor of
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collective action and knowledge change [34]. Individuals occupying central positions
in an organization have the high degree of work reputation and performance [32] and
have high intention toward helping others [1]. Since a member who has higher trust
density implies that she/he is a more reputable reviewer [27], we argue that a member
who has the higher number of trustors will has the higher likelihood of contributing
knowledge continuously. Hence, we propose hypothesis 5 as follows,
H5: Knowledge contributors who have a higher number of trustors in a

community will be more likely to continue contributing knowledge in an
online community.

3.2 Data Collection

We collected data from Epinions.com. To examine our hypotheses, we retrieved the
profiles of 3,298 members with Most Popular Author badge from 2007 to 2011, such as
Web of Trust, review history, and membership history. Table 2 provides the details of
variable operationalization.

Epinions.com is a product review website for people to obtain information about
products of their interest for supporting their purchase decision. Reviews typically are
composed of a review title, review content, product’s pros and cons, and a product
rating (1–5 stars). Other members can rate reviews as ‘not helpful,’ ‘somewhat helpful,’
‘helpful,’ ‘very helpful,’ and ‘off topic.’ In addition, Epinions.com provides a unique
mechanism, Web of Trust, to allow all members to indicate whether a focal member is
trustworthy or not. Specifically, if a focal member is trusted by other members, they
can follow the focal member. On the other hand, a focal member can trust other
members.

4 Findings and Discussions

Since our dependent variable (continued knowledge contribution) was converted into a
categorical scale, this study adopted logistic regression to discriminate contributors
who will continuously contribute knowledge in a virtual community from those con-
tributors who may share knowledge occasionally. Although some of our variables (e.g.,
number of trustors) do not follow the normal distribution, it’s valid to develop a logistic
regression model to discriminate continued contributors from the others. The logistic
regression model is as follows,

Logiti ¼ b0 þ b1X1 þ b2X2 þ b3X3 þ b4X4 þ b5X5;

where
Logiti = The logit value as the dependent measure,
X1 = Number of reviews,
X2 = Average helpfulness score received,
X3 = Average helpfulness score given to other members,
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Table 2. Operational definitions of all variables

Variable Operational Definition

Continued knowledge
contribution (dependent
variable)

Assume that member i has contributed some product
review(s) in period t−1 (in this study, each time period
covers three months). If member i writes any review in
period t, this variable will be coded 1 which means that
member i contributes knowledge continuously.
Otherwise, this variable will be coded 0 which means
that member i did not contribute knowledge
continuously

Number of reviews The number of reviews written by member i in period
t−1

Average helpfulness score
received

The average helpfulness score given to the reviews
written by member i in period t−1. This variable
measures, on average, the helpfulness level of a review
written by member i during period t−1. We convert the
helpfulness levels into a numerical scale as follows:
“Very Helpful” = 3, “Helpful” = 2, “Somewhat
Helpful” = 1, “Not Helpful” = −2, “Off Topic” = −4.
Because a review may receive several helpfulness
votes from other members, we take the macro-average
helpfulness score for the reviews written by member
i. The formula for this variable is: (Σ average
helpfulness score for each review written by member i
in period t−1)/(number of reviews written by member
i and received some helpfulness vote(s) from other
members)

Average helpfulness score given
to other members

The average helpfulness score given by member i to the
reviews written by other members in period t−1. The
formula for this variable is: (Σ helpfulness score that
member i gave to a review written by other member in
period t−1)/(number of times that member i give
helpfulness scores)

Ratio of negative reviews The ratio of negative reviews across all reviews written
by member i in period t−1. A positive or negative
review is determined by that review’s product rating
score, which is normally between 1 to 5 stars. Reviews
with 5 or 4 stars of product rating are considered
positive reviews, those with 2 or 1 stars are negative
reviews, and those with 3 stars are regarded as neutral
reviews. The formula for this variable is: (negative
reviews written by member i in period t−1)/(number of
reviews written by member i in period t−1)

Number of trustors The number of member i’s trustors in period t−1.
Trustors of member i refer to the members who trust
member i. Since the number of trustors follows a
power law function, this variable was transformed into
log (the number of trustors + 1) when we test our
research model to avoid bias
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X4 = Ratio of negative reviews, and
X5 = Log (number of trustors + 1).

Then the logistic regression model was tested by the sampling dataset. The sta-
tistical results show that the omnibus test is highly significant (χ2 = 1003.406,
p < 0.001) and the Hosmer and Lemeshow measure of overall fit is not significant
(χ2 = 5.488, p = 0.704), which jointly indicate that the goodness of fit of the model is
acceptable. The Cox and Snell R2 and Nagelkerke R2 values are 0.316, and 0.437,
respectively, suggesting a satisfactory explanatory power of the logistic regression
model. We therefore use this logistic regression model to test the research model and
attain the results in Table 3.

We also analyze the classification accuracy of the logistic regression model. The
overall classification accuracy is 78.5 %. Our evaluation result thus suggests that the
logistic regression model we propose is capable of predicting the continued knowl-
edge contributors in an online community. As illustrated in Table 3, the significance
level for the Wald statistic and the value of Exp (β) show that all five hypotheses are
significantly supported. Especially the number of trustors is a powerful predict var-
iable. This result supports our argument that the number of trustors reflects knowl-
edge contributors’ social capital and benefits. The members who have a greater
number of trustors will be more likely contribute their knowledge continuously in
online communities.

In addition, the ratio of negative reviews is a significant but negative predictor. It
implies that knowledge contributors are more likely feel discouraged and disappointed
when they found the products presented in the website are not good enough so that they
may not contribute knowledge in the future. Our analysis also shows that the number of
reviews has a significant effect on members’ continued knowledge contribution, which
coincides with the findings in prior studies, which indicate that members who have
confidence in contributing knowledge are more likely to devote themselves to the
community. Furthermore, our analysis results also show both the average helpfulness
score received from and the average helpfulness score given to other members are two

Table 3. The result of logistic regression analysis

Variables Logistic
coefficient (S.E.)

Wald
statistic

Exp
(β)

Hypothesis test

Number of reviews .086 (.008) 110.715*** 1.090 H1 is supported
Average helpfulness score
received

.334 (.079) 17.718*** 1.397 H2 is supported

Average helpfulness score
given to other members

.095 (.043) 4.929* 1.099 H3 is supported

Ratio of negative reviews −.635 (.199) 10.160** .530 H4 is supported
Log (number of
trustors + 1)

.750 (.069) 116.736*** 2.117 H5 is supported

Constant −1.796 (.205) 76.569*** .166

*: p < 0.05; **: p < 0.01; ***: p < 0.001
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significant predictors. It implies that knowledge contributors will be encouraged to
contribute knowledge continuously if more members consider their contributions
helpful. On the other hand, knowledge contributors will continue to contribute
knowledge if they find that the other members’ reviews are helpful.

5 Implications and Conclusions

This article makes two major research contributions. First, this study adopted lon-
gitudinal data to define and test continued knowledge contribution. Although the
behavioral intention is a reliable proxy to actual behavior, there is still a gap between
behavioral intention and actual behavior. For example, the knowledge contribution
behavior was explained or predicted by behavioral intention construct in several
previous studies [19, 31], but the R-squares are not high enough (lower than 0.25).
Prior studies also suggested that future research can address the connection of psy-
chological intention and actual knowledge sharing behavior even behavior intention
is a reliable proxy to actual human behavior [14, 36]. This study measured continued
knowledge contributing behavior by longitudinal data instead of users’ behavioral
intention or cross-sectional data. The results of this study provide robust evidence
on the knowledge contributing behavior in a third-party opinion sharing website.
Second, all variables in our model were measured by the members’ profiles and
online behaviors in Epinions.com. We adopted objective behavioral data instead of
self-reported data, e.g., online survey. This method is more appropriate to practi-
tioners to implement, because all users’ profiles and behavioral data can be accessed
via the database of website. It’s unnecessary to ask members to answer online survey
to obtain self-reported data.

The findings of this study also provide significant insights for practitioners. First,
we found that knowledge contributor’s behavior is influenced by the knowledge
seekers’ feedbacks. Therefore, the results of this study are consistent with the find-
ings of previous studies which indicated that supporting social interaction among
members will encourage knowledge contribution in an online community [15, 29].
Hence, building a reputation system and trust mechanism will enhance knowledge
contributors to contribute their knowledge continuously. Furthermore, an online
community can adopt our prediction model to find out the members who may
contribute knowledge continuously. It would be beneficial to provide incentive
benefits to enhance these members’ loyalty to enrich the value of community. An
online community should have a group of valuable knowledge contributors who can
continuously contribute their opinions, experiences, and knowledge. Otherwise, this
online community will lose their reliability [23] and lose its value – updated
knowledge.
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Abstract. An emerging elder-living centric concept has brought a new cate-
gory of potential business opportunities into the needs of aging and aged
societies. This emerging concept is nourished by the diverse applications of
information and communication technologies; Smart Home is one of the killer
applications integrating the technologies of the Internet-of-Things and the Social
Network to facilitate a better elder-living and to maintain the family values and
traditions. This article identifies the needs of various types of the elderly and
elaborated what applications can facilitate the elder-living, and thus a new
concept of Smart Home is positioned.

Keywords: Social media � Smart home � Open innovation model � Service
science � Strategic planning

1 The Aged Society Is Coming

The aging and aged societies, according to the definitions from the WHO (World
Health Organization), the population proportion of the aged over 65 exceeds 7 % is
classified as the “aging society” and classified as the “aged society” if the proportion
exceeds 14 %, have been more and more common in the globe. There are two major
reasons behind this, one is the fertility rate is declined and reaches a stable level, at the
meantime the other is the life expectancy is increasing. This aging trend will impose
major social and economic consequences against the societies from various perspec-
tives (Department of Economic and Social Affairs Population Division 2013). Taiwan
is inevitably moving toward an aged society rapidly and will be a hyper-aged society—
20 % of the population will be the age over 65 years old—by 2025, predicted by the
Council for Economic Planning and Development of Taiwan. However, this paper
argues that many elderly are not disable and can still lively pursue their meaningful
lives such as taking care of the youngsters of the family, maintaining their social
connections, doing the physical-appropriate jobs, learning new skills, or exploring the
philosophic spiritual world.

Based on the Employment Analytic Data prepared by Taiwan National Statistics
from the year 1993 to 2013, this paper has found that the workforce of age over 45 is
increasing from 23.88 % to 37.27 % with 2.25 % year-to-year growth illustrated in
Fig. 1; and furthermore, the workforce of age between 50 and 64 contributes more
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growth of the proportion illustrated in Fig. 2. This implies that the age of retirement is
delayed and should be a strong employment market demand for the senior workforce in
Taiwan (Directorate General of Budget 2014). In this senior population, a concern of
Digital Divide—the gap between the underprivileged members of society, who do not
have the access, or reluctantly approach, the computers or the internet—will restrict the
capability of seniors from taking advantage of technologies and information to interact
with the innovating world as the new generation do.

According to the report of World Knowledge Competitiveness Index 2008, Taiwan
was top ranked the 6th of broadband access and the 9th of Internet hosts, per thousand
users (Centre for International Competitiveness 2008). This implies that the population
of using the Internet is considerably high; the digital divide is on the way of closing the
gap at least in the metropolitans of Taiwan. On the other hand, the population of higher

Fig. 1. Taiwan annual employment rate trend

Fig. 2. Taiwan annual employment rate stacks
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education (above the college graduated) is annually increasing illustrated in Fig. 3;
another interesting finding is that more elderly of Taiwan are using the mobile devices
and the apps to reach out their connections. This means that the aging and aged people
should be more capable to apply the new services brought by the information and
communication technologies to facilitate their works and living than before (Direc-
torate General of Budget 2014) (Fig. 4).

In the Confucius world such as Taiwan or China, a society that is honoring and
paying the respect to the family value—taking care of the youngsters and look after the
elderly (Zhengkun 2012), most of these family structures can be understood from
various perspectives: (1) having/no children, (2) having/no elders or disabled, (3) single
parent/both parents, (4) living with/without children, (5) living with/without elders or
disabled, (6) single/both income, (7) leased/own premises, or (8) living in city/rural; the
family types can have up to 28 combinations. It is almost impossible to design or

Fig. 3. Taiwan annual employment rate stacks

Fig. 4. Taiwan higher education/k graduation trend
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explore the requirements of specific services without aiming the target family structure
first. On the other hand, there are core values centered in the Confucius families;
therefore, despite of the numerous structure combinations, exploring the needs from
any particular structure will result the similar essence of family needs. Observing from
such a social reality, among these family structures, this paper argues that, it is very
common that the elders, usually the grand-parents assist in taking care of children and
doing the miscellaneous chores for the family; the adults always care about the elderly
and their youngsters when they are out for working.

Based on the aforementioned viewpoints—the aging and aged less-digital-
divided-population trend, the increasing educated people, and the ubiquitous com-
puting environment—this paper argues that the technologies related to maintaining the
family value can fulfill the social needs of nowadays families from the perspective of
the elderly.

2 Smart Home Versus Digital House

The definition of Smart Home is still under developing; it is very vague between the
differences of the terms of Smart Home and Digital House. These terms are used
alternatively in various occasions. There is a common definition about the smart home
or smart house that incorporates advanced automation systems to provide the inhab-
itants with sophisticated monitoring and control over the building’s functions (Smart
Home Energy 2014). This paper looked up the abstracts of the first 50 of the 170
published articles collecting total 73,691 words in 2014 from Google Scholar by using
the keywords of “Smart Home” and “Elderly” surveyed on 21st, Dec., 2014. Most
frequent words occurred in these abstracts were about the concepts of: (1) video,
sensors, tool, robot, technologies; (2) patients, adults, citizens, persons, users, people;
(3) products, design, development; (4) falls, assistive, prevention, health, medical, care,
environment: (5) settings, activities, detection, monitoring, living: (6) need, require-
ments, project, platform, system; (7) process, service, industry; and (8) issues, chal-
lenges, social. It is worth noted that the term of Gerontechnology—an interdisciplinary
field of scientific research in which technology is directed towards the aspirations and
opportunities for the older persons and aiming at good health, full social participation
and independent living, development or design of products and services to increase the
quality of life for the elderly (Bouma 2014)—plays significant role in the concept of
Smart Home. The Tag Cloud—a visual representation of context driven tags or key-
words based on their occurrences—illustrated in Fig. 3 explains the most frequently
addressed words among these abstracts.

It is obvious that the meaning of “home” and “house” should be with two different
concepts; the “house” refers to a premises or a building while the “home” is more
toward spiritual belongingness. This paper argues that the concept between the Smart
Home and the Digital House is a different idea. The Digital House applies the tech-
nologies to automate the command-and-control activities to provide a more convenient
living and accommodated environment to the people; while the Smart Home is not just
about automation but more toward human-centric concept that connects to people and
brings meaningful social values to the family (Fig. 5).
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3 Lifestyle and Daily Activities of the Elderly

In order to design the potential required services of Smart Home to the elderly, this paper
identified twometropolitan but with different aspects about lifestyle as the sample, Taipei
and Kaohsiung, to conduct a series of interviews to understand whether the elderly would
accept and be willing to adopt the concept of Smart Home to retain their family value by
taking advantage of technologies. These interviews collected the information of family
structure from the interviewees and inquired them about what the common daily
activities are. The interviewers chose the elderly, one hundred samples of each metro-
politan, from the city parks, the elderly communities, and the apartment builders.

This paper prepared a structure questionnaire in the Mind-map form as the basis
for the interviewers. The survey team used the mobile pad-device and a shared folder
over the Internet to facilitate the interview. The interviewer denoted the competence
score from 1 to 5 for each links between nodes and could also develop a customized
questionnaire from the basis to collect the unplanned information. For example, “Do
you wish to have the parents to watch the children home activities remotely?” the
interviewer recorded the proper score on the link between the nodes “Children” and
“Remote Care” on mind-map questionnaire, based on the confidence of the inter-
viewee’s answer. Each interviewee had his/her own questionnaire file stored on the
shared folder. This paper consolidated all questionnaire files, derived a superset
mind-map to cover various aspects, and aggregated the scores between nodes to
imply the degree of need about the concept represented by the nodes respectively
(Fig. 6).

The questionnaire consisted of four concepts namely: (1) Digital Devices—to
understand the degree of digital product manageability of the interviewee; (2) Living—

Fig. 5. The tag cloud of Smart Home for the elderly
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to understand the degree of adoptability of the digital house appliances; (3) Care—to
understand how the interviewee manage his/her health related activities; and
(4) Actualization—to understand the need of learning and employment. The inter-
viewer introduced the potential Smart Home services during the survey; for example,
when asking the attitude about “Remote Care” under “Health”, the interviewer
explained the features of video surveillance and how they can be used to re-exam the
reasons causing the elderly falls; when asking whether the interviewee uses popular
instant messenger such as LINE or Hangout to chat with their friends, the interviewer
explained how these features could help in extending the social connections. Therefore,
the training of the interviewer took quite some time and practiced what was the better
way of eliciting the information from strangers in the field. Some of the elderly were
very protective and not willing to share their daily activities.

Fig. 6. The elderly lifestyle and daily activities
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4 Findings and Implications

Based on the analysis of the aforementioned questionnaires, this paper posits that there
will be a strong demand of Smart Home services for the elderly. First watching the
television is still a part of the daily family life; the television has been in the focus of
the living room since it was brought into the families as one of the information delivery
channels. The Smart TV—enables the audience to use apps and browse the Internet
directly on the television–embraces the traditional programs from the stations and the
rich content from the Internet through applications to extend the boundaries of infor-
mation. Recently, as the emerging development of mobile and cloud computing, the
Smart TV can share the content with the friends of the family social network and
collaborate the tasks with the family partners such as supermarkets, school teachers,
and health care centers. Therefore, this article extends the concept of the Smart TV and
continuously positions it as the focus of the family and the channel of value exchange.

There are four categories of the elder-centric activities: (1) Family—shares family
responsibilities and helps family members things or doing the activities for them;
(2) Social—connects to people and maintains social relationships, such as friends,
members of communities, school teachers; (3) Healthcare—keeps physical and mental
condition healthy including seeing the doctors, replenishing the chronicle prescription
or wellness foods; and (4) Actualization—learns interesting things and make self
usefulness. The Fig. 7 illustrates the aforementioned idea of Smart Home applications
for the elderly. Furthermore, this paper identifies the user scenario for the elderly
illustrated in Table 1 and depicted as follows:

Fig. 7. Smart Home activities of the elderly
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Table 1. The user scenario for elderly

Activity Explanation
Reminders • Check the to-do list of a day.

• This to-do list can be input by the members of the family.
• Environment hazard checks such as from gas, CO2, and fire.
• Safety monitoring through surveillance cameras at home.

Gathering • Watch the TV news.

• Read the headlines of major newspapers from the Internet, col-
lected by the news delivery predefined application.

• Comment on the interesting topics.
• Initiate a virtual conference, picnic, with the family members not 

nearby. 
Medical • Make a reservation to see the doctor.

• Invite the friends who are also going to the same hospital.
• Check the waiting-list of the reservation.
• Read the patient instructions from the doctor.
• Update family expenditure records.

Pharmaceutical • Order the prescription medicines or the wellness foods.
• Check the waiting-list of the orders.
• Receive the goods from the purchased stores.
• Update family expenditure records.

Grocery • Read the promotion items from the neighbor supermarkets.
• Share the item information with the friends.
• Order the desired items.
• Check the waiting-list of the orders.
• Receive the goods from the purchased stores.
• Update the to-do list if the items were on the reminder.
• Update family expenditure records.

Connections • Read the status updates of friends through the social network ap-
plication.

• Chat with the friends about the interests.
• Join the virtual organizations and share thoughts.

Exploration • Enjoy the sightseeing, update the status and upload photos 
throughout the journey for the sharing.

• Read the promotion from various exhibitions and the travel 
agents.

• Share the information and hear the comments from the friends.
• Make a reservation and travel plan.
• Check the travel status and the weather condition.
• Update family expenditure records.

Training • Participate in the spiritual or philosophic gatherings, the trainings 
for new skills of interests.

• Initiate a virtual classroom to make contribution to the society.
• Share the knowledge and experience to virtual attendees.

Jobs • Seek the appropriate jobs for the elderly.
• Check the hiring status from the employment agencies.
• Receive the hiring recommendations from the agencies.
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5 Service Realization and Business Potentials

The Smart TV is emerging as an important medium for advertisements to reach out to the
target audiences—family members—by grabbing their attention through multi-screens,
driving the market growth not just of the Smart TV but also of the applications and the
associated content providers business (Wood 2014). This trend implies that more
applications running on the Smart TV can get revenue from the associated advertise-
ments, which is similar to the mobile business model for the applications. There are
many existing applications for reminders running on the Smart TV and the mobile
devices—similar to the “TODO list”—such as the “24me” (Pozin 2014) which is a
task-management and able to send-and-receive notes for family and social events. To
link the frequently contacting friends or groups of shared interests, it is very common to
gather the people using the instant messenger applications such as “Ekiga” providing the
video conferencing and text messaging features. The Fig. 8 illustrates the holistic con-
cept of Smart Home applications from the elders’ perspective. Many concepts of Smart
Home for the elderly have been already realized by the existing business applications.

The healthcare is one of the major concerns of the elderly; using the sensors to
monitor the living safety—such as the surveillance camera can be used for detecting the
location of the sound source where the special events occurred (Ou et al. 2013)—and
the functional status—such as for fever thermometers, skin sensors, blood analyzers,
etc. (GE Sensing 2007)—; using the online hospital reservation application—such as
the one offered by the “Taipei Medical University Hospital”—to book the regular
health examinations, will significantly alleviate the stress of the caregivers (Tomita
et al. 2010). Selling the wellness foods and the prescribed medicines from the online
drug stores such as “Drugstore” and “Walgreen” has been a mature business model—
retail clinic—for years. The role of these ubiquitous “retail clinic” is expected to
exchange of health information among the medical specialists and hospitals to let the

Fig. 8. Potential business opportunities of smart home from the elderly perspective
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relevant clinician to access the patient’s health information by taking advantage of the
convenience brought by the information technologies (Cassel 2012).

Grocery shopping is one of the important daily family activities, has been addressed
in many literatures (Hollywood et al. 2013; Nilsson et al. 2015). An interesting finding
was that many people at work agreed to the convenience—access, search, evaluation,
transaction, possession, and post-purchase (Jiang et al. 2013)—could be brought by the
online shopping but not had the enough time to shop online purposely (Noor et al.
2011). This implies that the elderly can take the advantage of the convenience of online
grocery shopping with less time constraint.

It is evident that the elderly using the social media tool to connect people and to
explore the interests are increasing. The social media is also widely used to promote
products and services by the business owners. This hybrid element of the promotion
mix gives a new way of communication directly to the customers and the potential
influencers through their social network (Mangold and Faulds 2009). The social media
can bring much benefit for the elderly such as: (1) keeping in touch with friends,
(2) learning new things, (3) asking questions especially the health related, (4) enter-
taining themselves through multimedia contents and online games, (5) finding jobs,
(6) entrepreneuring the existing or a new business, and (7) seeking the opportunities of
big sales (Ng 2012).

Based on the aforementioned elaboration from the existing applications and the
literatures, the potential business cases of Smart Home for the elderly are solid. The
technical challenge will be the integration of these applications as the Smart Home
service portal for the elderly on a single Smart TV.

6 Conclusion

The Smart Home services base on the top of Digital House to provide environment
sensing and appliances control capabilities to offer a new lifestyle for the elderly, not just
taking care of themselves but also making contribution to the family, most of all,
retaining the family value through the daily activities that bind the family members in
more interactive and concerning way by taking advantage of technologies. The afore-
mentioned findings can be served as guidance of the service design in the Smart Home
industries. Considering time-to-market, the vendors of Smart Home service industries
should apply the Open InnovationModel—to collaborate with other vendors, to share the
resources, and bring the tangible services to the market—would be sooner and effective
than trying to reinvent-the-wheel or replicate less competitive me-too by oneself.
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Abstract. The increasing use of social media has transformed the way that
individuals interact with each other and has accelerated the exchange of infor-
mation and knowledge. Social media has also created the phenomenon of social
capital defined as the expected collective or economic benefit derived from the
cooperative interaction between individuals and groups. Our research paper
explores the effect on structural holes on social capital and participant perfor-
mance. Structural holes have been defined as weak links to other social media
groups outside the primary social network group. Research posits that weak
links generate more alternate sources of new information and knowledge than
strong links and thus, create more social capital and affect individual perfor-
mance within a social network. Our results discuss the effect of frequency of
user logins, posts counts and hierarchy (as a measure of structural hole) on
experience and activeness as a measure of individual performance.

Keywords: Social media networks � Social capital � Structural holes � Hier-
archy � Virtual community

1 Introduction

Social media (e.g., Facebook, Twitter, and LinkedIn, etc.) represents one of the most
influential forces in our society and impacts all aspects of IT and information sharing
[3]. Social media provides interaction among individuals in virtual communities and
social networks which are created to share or exchange information, ideas and
knowledge [1]. Social media has also been defined as a group of Internet-based
applications that build on the ideological and technological foundations of Web 2.0
technologies which include social networks, blogs, wikis, video sharing, and
web-based applications to create user-generated content [13].

The increasing use of social media has transformed the ways that individuals
interact with each other [3]. Additionally, social media has accelerated the exchange
and the transfer of knowledge and information to further create “social capital” [6].
Social capital has been defined as the expected collective or economic benefit derived
from the preferential treatment and cooperation between individuals and groups [18].
Although different social sciences may emphasize different aspects of what constitutes
social capital, these disciplines agree that social networks generate “value” and social
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contacts which may positively affect the productivity of individuals [18]. The devel-
opment of social capital engenders competitive advantages similar to the benefits
derived from financial and human capital. The social capital embedded within social
networks may engender more information and knowledge sharing, career opportunities,
and other intrinsic rewards.

A widely accepted social capital metaphor is that people who are successful are
somehow better connected [8]. But how does one define a “better” connection? Burt
[6–8] posits that the “structural” position of a participant within a social media network
determines his/her access to social capital. Therefore, a better structural position within
a social media network may lead to “better” connections. Our research paper explores
the effect of structural holes on social capital and individual performance. We begin
with a brief review of the literature and propose hypotheses to be tested. Next, we
describe the empirical data used for our study using the Social Network Analysis
(SNA) tool to analyze the social structure of our data set. We then test our hypothesis
using structured equation modeling (SEM) techniques. Finally, we discuss our results,
their implications for future research and conclusions from our findings.

2 Literature Review

Social capital exists where individuals exert a competitive advantage because of their
relative location within a social structure [7]. The relationship between social capital
and success was observed as early as the 19th century by Alexis de Tocqueville. The
proliferation of various social media networks has created new social capital applica-
tions which generate new and interesting trends and developments. The link between
social capital and success has been related to the structural “position” of a particular
individual within a social media network [6]. Individuals whose social networks bridge
across different and external sources of information appear to have a competitive
advantage in detecting new and rewarding opportunities [7]. These individuals are
better positioned to broker new information and translate it into a “vision” [7].

However, researchers differ with regard to what constitutes a “better” position
within a social network. The “Strong Link” theory posits that opinions and behavior are
more complete and homogeneous within groups than across different groups [7].
Additionally, social media groups with dense internal connections facilitate the rapid
spread of key information [8]. However, while individuals within strong link social
media groups may efficiently regenerate the same information, new or incremental
knowledge is not being distributed. Additionally, members from “strong link” groups
often require higher “maintenance” in the form of continued communication and
periodic “touching base” with other group members. Subsequently, “strong link” social
media may not be effective in disseminating new information or new knowledge [7].

Conversely, the “Weak Link” theory posits that while participants within the same
social media group may efficiently disseminate existing information, connections that
span across different social media networks are more effective in generating new
sources of information. Alternative viewpoints are the mechanism by which social
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capital is created [7]. Weak links or sparse connections between heterogeneous social
media participants facilitate the diversity of information diffusion across different
groups. Additionally, weak links do not require the same level of communication
maintenance as strong links do. Weak links to social media groups outside a primary
group are referred to as “structural holes” [6]. Prior empirical evidence supports the
effectiveness of structural holes in disseminating new information and knowledge that
creates social capital and enhances individual performance [7].

Researchers propose different measures of structural holes. Among them are ego
and constraint. Ego is defined as the smallest unit of analysis (as an individual “focal
point”) in a social network node [12]. An individual (i.e., ego) possesses high bar-
gaining power if other participants within a particular social network are restricted to
trade or interact only with that particular individual. Conversely, such individuals will
have low bargaining power if other individuals are not constrained to a particular
individual network and can interact with other participants. Constraint measures the
extent to which ego is restricted by its the relationships to participants [8, 9, 11].

Another measurement of structural holes is hierarchy. Hierarchy measures whether
structural constraint is concentrated on certain users or if it is distributed evenly among
other participants [8, 9, 11]. The value of hierarchy indicates dependency (of ego on the
social network neighborhood) and inequality (of the distribution of constraints across
the social network neighborhood). The higher the value of hierarchy, the more unequal
the strength of the relationships distributed across a particular social network, creating a
greater probability that new information and will more easily diffuse among hetero-
geneous participants.

Research suggests that individual performance within social media networks may
be approximated by the quantity and the quality of interaction between users and the
information shared on a website [15]. For our study, experience is defined as the
frequency a user accessed and interacted with the MITBBS website. The more fre-
quently a user accessed a website, the more experienced a user becomes with the
website and related virtual community of that particular discussion forum. Activeness is
an indicator of the quality and frequency of meaningful posts and replies to queries by a
user within a particular discussion forum. The value of activeness for example, is
increased if the user actively replies to other posts and queries and created discussion
threads that were, for example, selected as “top ten threads” on a certain day.

3 Research Model and Hypotheses

Prior research supports the fact that information brokers whose social networks span
across diverse sources of information can provide critical information and knowledge
to organizations [7]. Individuals whose social network span across structural holes have
easier access to diverse information and knowledge which may provide them with a
competitive advantage in generating new ideas and innovations. Individuals with a
“better” structural position such as hierarchy within a social media network may
engender better performance in the form of experience value and activeness value.
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Based upon the previous discussion and prior research findings relating to social
capital, structural holes and individual performance within social network communities
we propose the following research model (see Fig. 1) and related hypotheses.

H1. The higher the value of hierarchy, the higher the user experience value.
H2. The higher the value of hierarchy, the greater the extent of user activeness.

We propose that the frequency of online behavior on social network websites affects
individual performance. For example, the more frequently a user logs on to a particular
discussion forum, the more experienced that user becomes with that website and the
related virtual community of that particular discussion forum. Additionally, the more
frequently a user logs onto a particular discussion and maintains interaction with other
forum users, the higher the activeness value of that user. Therefore, we propose the
following hypotheses:

H3. The more frequently a user logs on to a website, the higher the experience
value of the user.
H4. The more frequently a user logs on to a website, the greater the extent of
activeness of the user.

We also propose that the frequency of user posts comments within a particular social
network website affects individual performance. For example, the more frequently a
user posts comments, replies or opinions to queries and threads on a particular dis-
cussion forum, the higher the experience value of that user with that particular social
website. Additionally, the more frequently that a user maintains interaction with other
users by posting comments, opinions and replies to other users, the higher the
activeness value of that user Therefore, we propose the following hypotheses:

H5. The more frequently a user posts comments on to a website, the higher the
experience value of the user.
H6. The more frequently a user posts comments on to a website, the greater the
extent the activeness of the user.

Fig. 1. Preliminary research model

156 Y. Long and R. Mejias



4 Data Collection

We selected the social network website MITBBS (www.mitbbs.com), a Chinese bul-
letin board system to explore how structural position (i.e., structural holes) affects
social capital and individual performance. The MITBBS website was built in 1997 by
Chinese students from the Massachusetts Institute of Technology. MITBBS provides
the most popular discussion forums for Chinese students studying abroad with a large
variety of bulletin board topics such as entertainment, sports, literature, career advice
and employment opportunities.

Data from the MITBB was selected for our study for the following reasons. First,
MITBBS is an active discussion forum with intensive social interactions. Second, while
the users of MITBBS are primarily Chinese students studying abroad, these students
are located throughout the world and have varied backgrounds and interests. Our
sample data sample therefore, was diversified and the social media networks they
formed demonstrated various configurations. Third, the MITBBS website maintains
records of all online discussions for several years and publishes usage data (e.g., actual
posts, log times) by individual user account. These archival features provided
researchers the opportunity to collect and mine data from the MITBBS website.

MITBBS possess hundreds of thousands of registered users which does not include
guest users who may browse in and out without posting comments or replies to threads.
MITBBS hosts over 300 discussion forums which are classified into 13 major cate-
gories. Table 1 displays the range of discussion forums hosted on the MITBBS website.
Chinese students studying abroad and away from their families often must become
self-sufficient within a completely new environment. Websites like MITBBS become a
valuable virtual community where users can share and search for information, find
friends and obtain news and entertainment. Within virtual communities such as
MITBBS, social interaction occurs extensively online. Once a discussion “thread” is
posted, an ID (i.e., registered user of the website) will receive responses from other IDs
within that discussion forum. ID users become familiar with each other by posting and
replying to discussion queries and threads.

As the purpose of our research was to explore how the structural position of users
within social media networks would enhance social capital and individual performance,
our study focused on analyzing interactions from those discussion forums that
exchanged information and knowledge instead of forums that supported sports or pure
entertainment. We selected “Academic Disciplines” from the major categories in
Table 1 and then selected the “Business” discussion forum under this category. Within
the Business discussion forum we analyzed IDs (users) that focused on school ranking,
major areas of study, career development, professional licenses, job interviews and
topics related to the study of business and business career opportunities.

5 Data Measurement

Two types of data were collected to empirically test our hypotheses. First, we collected
data which recorded the behavior and the performance of individual users. This data
was found via the user’s personal page posted on the MITBBS website. Each MITBBS
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user has a personal webpage which lists how frequently the user logged in, the number
of comments posted and user status (e.g., regular user, system admin or forum host,
etc.). Additionally and more importantly, MITBBS website offers information on
performance measures such as experience and activeness (the dependent variables in
our study). Second, data was collected on “social interaction”. Social Network Analysis
(SNA) was used to collect social interaction data from the Business discussion forum
data sample and was used to analyze the related social structures. SNA uses network
theory to analyze social networks and social relationships [17]. Relationships between
participants such as friendship, kinship, organizations and sexual relationships are
depicted in a “social network diagram” where nodes are represented as points and ties
are represented as lines [17]. SNA is a distinctive methodology that encompasses
techniques for data collection, statistical analysis and visual representation [14]. To
analyze the interactive data from the MITBBS Business forum, the researchers fol-
lowed a three-step procedure as detailed in Table 2 [16].

Step 1. Thread Downloads

The MITBBS website archives all threads posted since May 2001. Each thread may
include more than one message (e.g., the original message and several replies to that
message). Each message contains both the content and the sender of the message. The

Table 1. Discussion forums on MITBBS

Primary discussion forum
category

Examples of specific forums under each
category

No. of forums
in each category

News Overseas News, Business News, China News,
Salon, etc.

32

Life Living, Parenting, Food, Family, Money,
Investment, etc.

50

Regional discussion USA, Canada, Europe, and Australia, etc. 70
Sports and fitness Football, Baseball, Swimming, Outdoors, and

Travel, etc.
44

Entertainment Music, Movie, TV, Gardening, Fashion, and
Photo, etc.

43

Love and emotion Dreamer, Lover, Les, Rainbow, and Piebridge,
etc.

21

Literature Arts, Chinese Classics, Comic, Poetry, and
Prose, etc.

24

Alumni Beijing University, Fudan University, Etc. 62
Hometown Beijing, Shanghai, and Hubei, etc. 25
Computers and networking Computer Science, Database, Linux, and

Apple etc.
26

Academic disciplines Business, Biology, Psychology, and
Engineering, etc.

41

BBS system maintenance Announcement, Complaints, and Tests, etc. 19
Clubs A Variety of Clubs (Hobby, Technology,

Games)
2000
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data was analyzed to determine the interaction between IDs, specifically, who sent
message to whom. Starting from May 2001 to May 2014, there were approximately
5000 threads with over 30,000 messages posted by 350 different users. A web spider
program was developed to download all these threads across 13 years, which then
generated the data for our analyses.

Step 2. Thread Analyses

After threads were downloaded, the SNA process generates a matrix displaying the
social interaction between each pair of user IDs. A Web parsing program was devel-
oped to produce the matrix as shown in Fig. 2. The rows and columns of the matrix

Table 2. Social network analysis process

Steps Summary Software Input Output

Step 1.
Threads
download

Download all the threads
from Business forum
from May 2001 to May
2014

Web spider
programa

Business
forum on
MITBBS

Threads with
sender and
replier

Step 2.
Threads
analysis

Generate a matrix
revealing the interaction
among users IDs (i.e.,
who replied to messages
from whom)

Web
parsing
programa

Threads Matrix showing
interaction
between each
pair of user
IDs

Step 3.
Statistical
analysis

Calculate network
structure indices

Ucinetb Matrix Social network
index
indicator
(e.g.,
hierarchy)

aPrograms were developed by the author. bSoftware was developed by Borgatti et al. [9]

Fig. 2. An example of the generated matrix
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represent participants in the social network, which are identified as the unique user IDs
who posted messages on the MITBBS Business forum. The cells represent the inter-
actions between each pair of IDs which are determined by the number of messages sent
from row A to column B. The matrix is asymmetric since the reply message determines
the direction; A may reply B more times than B replies A.

Step 3. Statistical Analysis

The matrices generated from step 2 served as input for the SNA software program.
A SNA (see Fig. 3) was generated by UCINET [9], a widely-used software to measure
and analyze social networks. A particular structural social network index such as
“hierarchy” therefore, could then be calculated for each user ID to measure the
structural hole for the ego index (i.e., the individual “focal” node) in this social
network.

Individual Behavior and Performance

Once threads were downloaded and the user IDs who posted specific threads were
identified, those user IDs were traced to their personal MITBBS homepage. Then two
user IDs behavior measurements were gathered: the number of times that the user ID
logged onto the website and the number of threads that particular user ID posted
comments or replies. Two indices were then collected as indicators of performance:
experience and activeness. Each performance indicator measures individual perfor-
mance from different perspectives. As previously discussed, experience value focuses
on the frequency or quantity of the messages the user ID posted on the website.
Activeness is an indicator of the quality and frequency of meaningful posts and replies
to queries by a user within a particular discussion forum. Table 3 shows a summary of
the data collection and measurement procedures used for our analysis.

Fig. 3. Social network of the MITBBS; business forum for hierarchy variable
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6 Results

Structural equation models were developed to test the research model depicted in
Fig. 1. In assessing the research model, the Chi-square statistic (Χ2), p values and the
following fit indices were used: relative fit index (RFI), incremental fit index (IFI),
Tucker-Lewis index (TLI) comparative fit index (CFI) and the root mean square error
of approximation (RMSEA). Our initial structural model generated poor to moderate fit
statistics and negative error variances. In cases where model refinement was required
model paths were assessed and deleted one at a time and the fit of the refined model
was reassessed, reflecting logical model building and purification [2, 10]. The final
structural model (see Fig. 4) indicated no negative error variances and no unacceptable
correlations (i.e., ≥1.00) [5]. Our final model generated good to very good fit indices
(see Table 4) with a RMSEA of .044 which was below the recommended 0.10
threshold [4]. Standardized path coefficients from all independent variables (i.e., login
count, posts count, hierarchy) to the two dependent variables, experience and active-
ness and were significant at p < .05.

As shown in Fig. 4, the path coefficient from login count to experience (β = .24)
was significant at the p < .05 level. The path coefficient from posts count to experience
(β = .82) was substantial and significant at the p < .05 level. The path coefficient from
posts count to activeness (β = .80) was also was substantial and significant at the

Table 3. Summary of data collection and measurement

Data type Data source Measurement

Online behavior (Login times, No. of
posts)

Personal webpage Content analysis

Social network (Hierarchy) Threads from business
forum

Social network
analysis

Individual performance (Experience,
Activeness)

Personal webpage Content analysis

Fig. 4. Final structural model results
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p < .05 level. Finally, the path coefficient from hierarchy to activeness (β = .06) was
significant (p < .05) but was not substantial. There was no relationship between
hierarchy and experience. Our final structural equation model was stabilized by the
addition of a path between Login Count and Post Count as these two variables we
intrinsically related; post count could not occur without a user ID first logging (i.e.,
login count) into the MITBBS website.

7 Discussion of Results

Login count, which measures the number of times a user logs onto the MITBBS
website, generated a significant relationship with experience but did not generate a
relationship with activeness. This may be explained as follows. When a particular user
accessed the MITBBS website numerous times it, of course, created a higher value for
Login Count. Subsequently, the more frequently a user accessed a social media web-
site, the more familiar the user became with the website features of that particular
virtual community, thus creating a higher “experience” value. However, merely log-
ging in and cruising a particular social media website did not guarantee that a particular
user also posted replies to queries or created discussion threads which would increase
the “activeness” value of the user.

Posts Count generated a significant and substantial relationship with both experi-
ence and activeness. This may be explained as follows. A higher post count would
assume at least a minimum frequency of login count (hence the relationship between
login count and post-count in Fig. 4). That is, if a user logged in numerous times and
also posted numerous replies to queries and discussion threads, that particular user
would generate both a high a higher experience value and a higher activeness value.
Conversely, as a user would post more replies and initiate new discussion threads it
would be logical that the user would become more familiar with the features of that
particular discussion forum. Subsequently, the user would create a higher probability of
posting more replies to queries and generating quality discussion threads thus, gen-
erating a higher activeness value.

Hierarchy, as a measure of structural hole, indicates whether structural constraints
are concentrated on certain users or is evenly distributed among other users. As pre-
viously discussed, the higher the value of hierarchy, the more unequal the strength of
the relationships distributed across a particular social network, creating a greater
probability that new information and will more easily diffuse among the heterogeneous
participants. Hierarchy generated a positive relationship with activeness. However this
relationship was not substantial. This may be explained as follows. Activeness as
previously defined is the quality and frequency of meaningful posts and replies to
queries and threads from other users [16]. Activeness may be influenced by the
diversity of user information (i.e., hierarchy) and hierarchy may be affected by other

Table 4. SEM analysis result

Fit Statistic (Χ2) p value Χ2/df NFI RFI IFI TLI RMSEA

8.335 .001 1.667 .995 .990 .998 .996 .044
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factors such as user personal user traits. While the heterogeneous information (received
from a unevenly distributed network) may have exposed the user to new information, it
may not have been substantial enough for the user to feel empowered to further share
(i.e., post) this new information with others in his social media network.

However, this same dynamic did not apply to the relationship between hierarchy
and experience. Hierarchy did not generate any relationship with experience. This may
be explained as follows. Since the relationship between hierarchy and activeness was
already low, we could assume that the frequency of user posts that shared new
information with other users was also low. Subsequently, the availability of new,
heterogeneous information may not have affected the relative experience value of the
user who may have been accessing or cruising a particular website without posting
replies, disseminating knowledge or creating discussion threads.

8 Implications for Future Research

The results of our research emphasize the value of maintaining heterogeneous networks
outside an immediate social media group. Participants that are connected across a span
of different social media groups are exposed to alternative sources of new knowledge
which generates social capital [7]. The greater the number of weak links or structural
hole connections between these heterogeneous social media groups, the more diverse
new information may be linked to various groups and individuals thus generating new
ideas, knowledge and social capital.

Our research results generated several implications for future research studies. First,
the analysis of other structural hole factors such as density, centrality, and core/
periphery could provide researchers with different perspectives on the social structure
characteristics of social media networks. These factors could influence social capital
and individual performance. Second, studying the effects of different structural hole
factors could be compared across different discussion forum categories (see Table 1).
As previously stated MITBBS hosts hundreds of different discussion forums. For the
current study, data from the Academic-Business category provided a casual social
media community that discussed issues relating to the business discipline in general.
Social media network data from other discussion forums which focus on sharing new
ideas and innovations could provide different results. Finally, future research studies
could analyze data from entirely different social media outlets (e.g., Facebook, Twitter,
LinkedIn) to test how different social structural factors within different social media
networks affect social capital and individual performance.

9 Conclusion

This research investigated the relationship between the effect of one structural hole
factor (hierarchy) on the creation of social capital and its effect on individual perfor-
mance within a social network. Our results indicate that while the frequency of user
Logins (i.e. login count) affected the experience value of individual performance, it did
not affect the activeness value of individual performance. Conversely, the number of

The Effect of Structural Holes 163



posts (i.e. posts count) submitted by a particular user significantly affected both the
experience value and the activeness value of individual performance. Finally, hierarchy
(as a measure of structural hole) generated a small relationship with the activeness
value but no relationship with the experience value. Our research results suggest the
possibility that connections or weak links with heterogeneous groups or other indi-
viduals outside of a particular social network media group may facilitate the generation
of new ideas and useful knowledge. We encourage future research in this direction.
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Serving the Social Customer: How to Look
Good on the Social Dance Floor
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Abstract. Customers are increasingly coming to expect brands to deliver
customer service on the social media dance floor. The dilemma is that brands
don’t always understand the mechanics of the dance. The first step to looking
good on the social media dance floor is to watch and listen to the dancers – so
this study investigates what customers are actually engaging with on social
media (primarily Twitter, Facebook and forums) with respect to brands. It takes
two 1 week snapshots of customer (not brand) activity on social media for 13
brands in 6 vertical sectors across 2 time periods (one sample during 2011 and
one in 2014). We discovered that customers were actively engaging with brands
on a number of levels – from complaints to complements and beyond – that
different sectors had different challenges, that saying sorry wasn’t necessarily
enough to satisfy customers and that social dancing often requires brands to do a
coordinated conga through multiple channels and complex internal processes.

Keywords: Social media � Customer experience � Omnichannel � Customer
relationship management � Contact center

1 The Shape of the Social Dance Floor

Customers now expect major brands to have not only an online presence but a social
media one. The challenge is how brands appropriately use this social dance floor. Too
much sales talk or blatant attempts to control communication can lead to corporates
dancing by themselves. Ignoring the social dance floor can also get them a slap in the
face. The challenge and opportunity for corporates is to allow customers to interact and
participate with them in order to influence trust, reputation, loyalty and propensity to
buy [1–4]. Social media also potentially provide a cost effective channel for customer
service alongside more established (and less public) channels like the phone, webchat
and email.

Although social media’s effectiveness in influencing purchase and loyalty has been
questioned [5], one thing this research wanted to address was the appetite for customers
to engage with brands, rather than just with each other [6].

To do this, we decided to take a snapshot approach and sample 1 week’s customer
(not corporate) activity on social media for 13 brands in 6 vertical sectors. We also did
a small survey of social customers using Twitter, Facebook and LinkedIn asking about
their experiences of engaging with brands on social media. The initial snapshot study
was done in 2011 and the second one in 2014.

© Springer International Publishing Switzerland 2015
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The approach we took was to use a social mining tool developed by BT called
Debatescape [7]. Using keyword analysis, we looked at content on key forums and
social media sites (principally Facebook and Twitter because they are the over-
whelmingly dominant channels, comprising 47 % and 51 % of the research content
respectively in 2014).

Specific brand and customer names and content have been anonymized to protect
the innocent, so the brands will be referred to under a code name. The sample
encompassed retail (SuperCo & DepartStore), banking (BrandBank & GlobeBank),
travel (Hi-Flyer, Lo-Flyer & TrainCo), logistics (LogistiCo), central government
(GovCo), local government & police (CopShop & LocalGov) and utilities (EnergyCo
& WaterCo). The selection included a number of brands that have a substantial pres-
ence on social media as well as some who have yet to engage significantly to see if this
made any difference to the conversations.

In the 2014 study, we collected 44,336 customer interactions in total. We then took
out retweets of the same story, tweets generated by the brands themselves and content
that wasn’t specifically about the brand but featured a keyword. We were then left with
12,553 social media conversations with brands (compared to 2986 in 2011 – over 4
times the amount of traffic).

Interactions were then manually classified into 5 categories. This was mainly
because irony and sarcasm tends to bypass most analytics tools, e.g. “A whole 2p off my
next shop. Thank you @SuperCo, I know where to come for a good bargain”; “I’m
really glad TrainCo have installed saunas in their rolling stock. It’s doing wonders for
my skin”. These would probably be classified as compliments using analytics but are, in
fact, veiled complaints.

The 5 categories we used were:

1. Comment/Opinion – Expressing a personal viewpoint about a brand. Not generally
something a company would necessarily feel the need to reply to, e.g.

• “Anyone know how to open a SuperCo plastic bag? It’s just I have things to do
tomorrow”;

• “Signed up for the gym and this was considered such unusual activity for me
that GlobeBank blocked my card. Trying not to be too offended”.

2. Complaint/Criticism – Reporting specific problems, issues or complaints with
products or services, e.g.

• “Telephone robots that don’t understand Scottish accents, vomit-inducing hold
music; the GovCo helpline experience is awful”;

• “@SuperCo thanks for my “luxurious” lillies - what they lacked in flower heads
they made up for in slugs”.

3. Compliment/Recommendation – Positive comments and promoters, e.g.

• “One small step for GovCo, one large step for convenience. Just did everything
online. Brilliant!”;

• “I’m just in love with SuperCo’s Cinnamon and Apple tea, it smells like
Christmas and tastes like heaven”.
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4. Suggestion – Constructive recommendation about how to improve a product or
service, e.g.

• “@GlobeBank it would be good to be able to create travel plans that span
multiple countries instead of one for each country. A bit like Google maps.
Create a plan, then add countries with an “add country” button”.

5. Question/Answer – Customer asking a question or answering one, e.g.
1. “@SuperCo hi lovely peeps! Pls can you tell me nearest store to Derby that

stocks coconut yoghurt? Thx”;
2. “@AnoYmouse Good afternoon Mr A, we missed you last week! Can you share

how you got GlobeBank to answer your tweets?”

2 What Customers Are Talking About on the Social
Dance Floor

Analysis of the reasons that customers used social media across all brands and channels
can be seen in Fig. 1.

It is unsurprising that the bulk of the content was simply comment or opinion (36 %
in 2014, up from 27 % in 2011). Brands should probably just accept this and listen
because customers may express surprise if they get a response, e.g.

• “Seriously @BrandBank, I’m flattered you ask but haven’t you got better things to
do than reply to my idle twitterings?”;

• “I’m sorry but why has SuperCo replied to my tweet?”

Questions and answers were the major category where things had grown since 2011
(from 13 % in 2011 to 22 % in 2014). Questions were often firmly directed at the brand
in question (along with their Twitter handle or Facebook tag, although many brands

Fig. 1. Analysis by social category
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cause confusion by having multiple social identities [8]). They were sometimes
directed at the world in general either because the user was unaware of how to use
handles and tags or in the expectation that someone out there might have an answer.

As in 2011, there were surprisingly high levels of compliments and recommen-
dations (15 %, down from 28 % in 2011). Unsurprisingly, there were more negative
comments in the form of complaints and criticisms about products and services (24 %,
down from 31 % in 2011) than positive (a trend documented in numerous other studies
of social media engagement with brands [1, 9]).

Of these complaints and criticisms, 9 % of these were about primary contact
channels (i.e. the face-to-face, contact center, email or web experience). This has also
shifted since 2011, when 84 % were about contact channels.

This seems to indicate that social media have shifted from channels that people go
to in order to complain about other channels, to channels they complain on. In other
words, they are now primary rather than secondary channels for contact. A typical
comment from a social customer we interviewed was: “I don’t even bother ringing the
contact center any more. I get faster and better service on social media.”

Many reinforced this view:

• “@DepartStore - funny that weeks of going into different stores and calling I get
lack of help, I tweet and within minutes I hear back!”;

• “I’d like to apologize to all followers about my on-going LoFlyer rants. It seems to
be the only way I get any response from them Much love x”;

• “@LoFlyer 7-10 WORKING days? That’s long for such a simple question; besides
I see people using Twitter/Facebook and it is being solved faster”.

This is a challenging trend because, if customers believe that the only way to get
service is to blast the brand on social media, they are going to increasingly blast the
brand on social media [10]. Social breeds social – volumes can rise rapidly, especially
if customers are inciting similar others in their network to complain. The sudden
flooding of the social dance floor can prove problematic – as one social customer noted:
“Twitter is training people that they get faster response in that mode. Thus everyone
goes there, thus it breaks”.

There were no major incidents during the week’s snapshot we took but there were
social campaigns about sensitive political issues that had mobilized communities to
blitz a brand’s Twitter stream. This is very visible to customers and was noted in some
(fairly politically incorrect) Tweets, e.g. “No chance of a reply from @SuperCo today.
Too busy with nobs who are upset that they stock the wrong type of veg!”. This can
provoke even more anger if some customers think that others are being prioritized over
them, e.g. “@SuperCo I understand that you’re busy but tweets posted after mine were
being answered while I was waiting for a reply. Poor customer care”.

If companies are effectively creating a two tier service level with social media users
being offered preferential, faster or more personalized service than through other
channels, can organizations cope with the inevitable rise in volumes that this will
encourage? Is this, indeed, sustainable without the discipline around resourcing,
escalation, service level agreements and back end system integration that tends to be
present for other, more established channels like the telephone, email and webchat?
Social channels are often used in addition to these channels rather than as replacements
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for them. This is would strongly suggest that the ability to easily and seamlessly switch
between channels is highly desirable, as well as the ability to track customer activity
across these channels.

3 Not All Dance Floors Are the Same

The appetite for customers to dance also varies by sector (see Fig. 2):
Retailers were lords of the dance with 74 % of traffic – topping the table in 2014

(from its position in 2nd place at 32 % in 2011). They had an almost equal split
between complaints (20 % in 2014; 25 % in 2011) and compliments (18 % in 2014;
32 % in 2011). Retailers had the highest number of compliments of any sector. Typical
content ranged from criticism about deliveries, inability to get through to the contact
center, ignoring feedback and staff attitudes.

Retailers were also engaging back on a more personal level with customers on
social media – which implies that social service breeds increased social engagement
amongst the community [1]. However, being a good conversationalist can provoke
some somewhat surprising content that brands may not have anticipated (or may want
to engage with), e.g.:

• “@SuperCo if you were a salad, what salad would you be?”;
• “@SuperCo tell me a rude joke”;
• “@SuperCo what do I do if my friend’s having a bad day?”

Travel earned second place in terms of volume (down from 1st in 2011 when it
gained 41 % of the traffic) with 12 %. This is largely thanks to a combination of a very
well established set of social travel forums plus delayed and grumpy travelers armed
with smart phones. They had the most active dance floor for complaints of any other

Fig. 2. Social activity by sector
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sector (34 % in both 2011 and 2014) as well as one of the lowest levels of compliments
and recommendations (10 % in 2014; down from 26 % in 2011).

Again there was evidence that social contact breeds more social contact – especially
in the case of LoFlyer who had a very high volume of questions coming through (31 %
of questions directed at LoFlyer, verses 16 % directed at HiFlyer). These included
customers asking why flights are delayed and for how long, where bags are, baggage
allowances and boarding cards.

The challenge for travel is to ensure that everyone is operating from the same
information set. If the social media stream contradicts the app or website and the
customer service person at the airport, station or in the contact center, the result is often
frustration and confusion, e.g.

• “@LoFlyer why doesn’t the app sync up with the website? They’re showing dif-
ferent things”;

• “Flight delayed by 5 h. Google knows more than airport staff, who don’t seem to
know much…”

Rising from 6 % in 2011, financial services took third place with 11 %. This is
despite the fact that, for regulatory and compliance reasons, social media and finance
are not comfortable dance partners. Financial services companies can’t provide
unregulated financial advice on a public channel, which potentially makes responding
to customer queries a legal minefield.

This has understandably meant that banks have been late entrants onto the social
dance floor – very few were on Twitter or Facebook in 2011. Customers don’t always
talk about their finances in public either. However, it is clear that social media are
becoming increasingly popular mechanisms to engage with banks as they have risen
from near the bottom of the table in 2011 to third place in terms of social activity in
2014 (and top of the table for questions and answers at 27 % in 2014; up from 17 % in
2011).

The bulk of the content was not really about specific financial issues but about
major events that these brands have sponsored (42 % of the comments). Banks had the
second highest number of complaints (27 % in 2014; down from 36 % in 2011). These
included the usual moans about the website, queues, on hold music, staff training and
attitudes, complicated passwords, opening times, branch closures, unavailability of
mortgage advisors and getting through to the contact center (17 % of the complaints).

Finally, utilities, logistics and government all share bottom spot with 1 % each (no
utilities companies were included in the 2011 study but logistics previously took 3 % of
the traffic and government 12 %). Utilities tend to only get contact when major inci-
dents interrupt supply or billing creates confusion. A lot of the logistics traffic often
gets directed at the retailers who sell the product rather than the company that delivers
it to customers.

Government was the sector with the least compliments, followed closely by utilities
(although utilities also had the least complaints). Government and utilities also had the
least number of questions directed at them. Local brands such as local authorities/police
authorities and regionalized utilities companies typically have lower volumes than
national or global brands, simply because they have a reduced pool of social customers
to start from.
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This sample suggests that each sector has different challenges for social media
engagement. Understanding how and why customers want to be served over social
channels and how they fit alongside other channels is vital. Getting onto the dance floor
“because everyone else is” is not a great strategy.

4 Boogie Wonderland or Murder on the Dance Floor?

Social media’s real value, and its challenge, is around the immediacy of engagement.
Customers seem to believe that they will get a faster response on social media than
through other more traditional channels like the phone or email [10] – with recent BT
research suggesting that 70 % expect a response within 15 min of posting [11].

Our evidence shows that response times from brands can vary hugely – from
15 min (an average for one “best practice” retailer under study), to 8–10 h (especially if
posts arrive outside standard office hours), to no response at all. The impatient social
customer is very ready to note this:

• “@GlobeBank I finally got a response to my question but then they went quiet
again. Three days for each reply is not acceptable”;

• “@SuperCo I hope SuperCo answer my previous tweet towards them. Easy to
ignore something they can’t answer #RubbishCustomerService”;

• “@SuperCo feeling sad, you still haven’t responded to my stock question from 4 h
ago”;

• “Well, pretty #BadCustomerService from the Twitter bods at @LoFlyer today. Four
hours to respond to first query and then silence afterwards”.

This lack of response can cause customers to channel shift multiple times –

“Brandbank website won’t let me update phone number as site link doesn’t work &
their customer service is engaged. Let’s try online web chat”.

This means that they frequently phone, email and post on social media about the
same issue and wait to see which responds first – sometimes with contradictory results:
“TrainCo customer service is amongst the worst I have encountered. The station staff
argue with info provided to me by their Twitter team and telephone customer service
team despite having the information in front of me. In future I will avoid them at all
cost”.

Some companies tend to apologize but then direct customers to another more
private channel such as email, as this frustrated customer’s retweet shows: “RT:
unfortunately we are unable to follow you. If you send an email to GlobeBank-
help@GlobeBank.com, I can assist you”. “#useless”. This is not ideal from the cus-
tomer perspective as they are given the corporate channel shunt and often have to
repeat themselves every time they switch.

It’s also not ideal from a corporate perspective because it can substantially increase
cost to serve. This is because customers are effectively being double or triple handled
by the agents dealing with social media, the phone or email channel. It is more effective
and efficient if the agent handling the social interaction can seamlessly pick the con-
versation up through chat or phone from social media itself, e.g. using click-to-call or
click-to-chat.
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This shift from public to private channel is essential for any company actually
wanting to know the real identity and personal details of @fuzzyduck567, without he
or she publishing everything publically. Customers are also often more than aware of
the public nature of social media:

• “@SuperCo you are deluded if you think I am going to reply on Twitter with my
details”;

• “@GlobeBank I wouldn’t put my bank details on here but a phone number is ok no?
If a weirdo calls I can just hang up!”

If the only way to solve these issues is to take them from a public channel to a
private one by solving the issue “offline”, the resolution then becomes invisible to the
social customer. It is, therefore, important to close the loop with the customer in public
once things have been resolved.

Another issue is around the limitations of social media itself – especially Twitter
where customers are extremely limited in the number of characters that they can use:

• “@GlobeBank- Not sure I can do that in 126 characters…”;
• “@LoFlyer Hi, thank for the response. Think I’ll need an email add to make a

complaint – not enough characters in a DM! Thanks”.

And sometimes there is the occasional slap in the face because of ‘inappropriate’
dancing (often because of the informality of the conversation):

• “@CEOSuperCo have you looked at your @SuperCo feed recently. Several men
staffing it are incredibly rude and dismissive. #customercare?”;

• “@SuperCo since this is a legitimate complaint, perhaps you could reserve the
emoticons for when you’re texting your mates…?”.

The single biggest issue that emerged is that saying sorry isn’t enough for many
customers. It rapidly becomes apparent what questions and issues companies are
unwilling or unable to respond to. Process flaws that probably exist quietly in other
channels become the source of very public frustration on social media. Customers often
want some of these fundamental problems solved rather than an apology with no action
– and they can often rapidly find allies in other customers who have had similar
experiences. As Frank Eliason, one of social customer service’s pioneers, puts it:
“customers never wanted social customer service, they want to be treated right the first
time” [12].

There are many examples of customers wanting organizations to solve their issues,
not simply pass them on or ignore them:

• “@TrainCo An apology is pointless unless measures are taken to prevent the
problem recurring. Love from ALL your customers”;

• “HighFlyer Customers don’t expect you to be perfect. They do expect you to fix
things when they go wrong”;

• “@GlobeBank: my social media tirade will continue, Including colourful deroga-
tory language!! Until I receive a personalised solution”;

• “@LoFlyer “hi Phil, we don’t know what we are doing so we will keep sending the
same reply. If you send us this we will do this “blah blah blah””;

172 N.J. Millard



• “@SuperCo I can’t fault you, you always reply to my tweeted complaints – if only
they went beyond simply being passed on”;

• “@LoFlyer I have had so many tweets telling me how sorry everyone is and to send
in my booking ref in. It’s been done but still nothing!”

This inevitably exposes the inadequacies of back end processes and the limitations
of internal silos – especially when one brand has multiple, and entirely functionally or
geographically separated, social media feeds:

• “@SuperCo Can you please explain what is going on, lots of conflicting infor-
mation coming from various departments”;

• “RT reply from @Brandbank: “Hi there. I’m sorry I can only help with Globe-
Bank UK queries. I don’t have contact details for India. Please contact them
directly”.

The dilemma for brands is that (a) these are often very difficult, systemic failures to
solve and (b) the weaknesses in their customer service delivery processes become
extremely transparent to all. It can, indeed, be murder on the dancefloor.

5 Social Media and the “Omni-Channel” Waltz

It is clear from this snapshot study that social media needs to have a defined role in a
brand’s overall “omni-channel” customer experience journey [13, 14]. Customers need
to be guided as to what is or isn’t likely to get a response. They also need to have an
expectation as to how long will it take to get something back (some brands are now
publishing waiting times and service levels on their social media sites [8]).

Some organizations are doing this well. However, strategies vary hugely. Some
answer pretty much everything (even if it isn’t entirely appropriate to do so). Some
direct everything to other, less public channels like email. Some don’t engage at all -
which is fine as a strategy, as long as you state upfront that you aren’t dancing.

What isn’t good are inconsistent strategies, no indications of what customers can or
can’t expect in terms of service levels, multiple disconnected branded streams who
don’t (or can’t) pass customers to the right place to get their issue addressed or a lack of
signposting as to which channel is the most likely to get customers to their goal [8].
Action truly does speak louder than words – and the responsiveness of organizations is
not simply judged by how quickly they respond to demands on social media.

The challenge on social media is to learn how (and if) it is appropriate to dance with
customers. Engaging in social media with no intention to create dialogue is liable to get
organizations a virtual slap in the face – they may just as well stick to broadcast
channels. However, engaging in uncoordinated dialogue, especially if it isn’t linked in
to overall strategies for customer experience is likely to get the same outcome. Not
having adequate policies on staff intervening on social can also be a recipe for disaster.

In reality, social media cannot be regarded as a discrete or separate channel for
customer contact. It is part of an intricate waltz between channels as customers weave
around in an attempt to reach their goals. Although most companies recognize the need
to be on the dance floor, they frequently don’t understand how to measure it effectively
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or integrate it in with established channels like the contact center. Treating social as
part of a coordinated “omni-channel” contact strategy and integrating it into a universal
queue, along with appropriate service level measures, is best practice in brands that do
social contact well [8, 12, 13].

Acknowledgments. This paper couldn’t have been written without the help of Dr. Hamid
Gharib from BT TSO Research.
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Abstract. This study builds on our previous work on beardedness [1] and
explores whether wearing spectacles in a LinkedIn profile picture affects a female
candidate’s prospects of being invited for a job interview and whether this is
contingent on the type of job vacancy. Results of a 2 (spectacle use: spectacles
versus no spectacles) × 3 (job type: expertise, trustworthiness, attractiveness)
experiment conducted among 139 participants show that bespectacled candidates
are perceived as having more expertise and –to our surprise- also being more
attractive than candidates not wearing spectacles. Moreover, a candidate’s
perceived credibility is a significant predictor of the intention to invite the candi‐
date for a job interview. Theoretical and practical implications of these findings
are discussed.

Keywords: Personal branding · Strategic social media · Impression management ·
Recruitment · Spectacles · Credibility · Job interview success · LinkedIn

1 Introduction

Today’s employers are increasingly using Social Network Sites (SNSs; e.g., Facebook and
LinkedIn) to screen potential job applicants before inviting them to a job interview [2].
Because most employers have limited time and information processing capabilities to
search among the large online pool of potential job candidates on LinkedIN [2], they often
resort to heuristic inferential strategies, as elicited in the Elaboration Likelihood Model,
to economize their judgments [3]. Therefore, judgments about a candidate’s credibility are
likely to be guided by very minimal visual cues displayed in a profile picture such as
gender, ethnicity, spectacles and facial hair [4, 5]. Credibility refers in this study to
perceived positive characteristics of a potential candidate that affect the receiver’s (e.g.
employer) acceptance of a message, and is viewed as a multifaceted construct [6, p. 48].
Thus, the cues a potential job candidate displays on their online profile may determine
first interpersonal impression formation [7], credibility and, evidently, job interview
success.
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This study explores whether one specifically salient visual cue in a LinkedIn profile
picture, namely wearing spectacles, affects a candidate’s prospects of being invited for
a job interview. The research design of this study builds on, and partially replicates, our
prior work on the effects of bearded candidates on job interview success [1]. Moreover,
it extends Guido, Peluso, and Moffa’s study [8] on the effects of bearded endorsers in
advertising, to the context of job recruitment. Spectacles were chosen as a visual manip‐
ulation in this study because prior research indicated that the stereotype of spectacles is
to decrease a persons’ level of attractiveness [9], but increase intelligence ratings [10].
In other words, spectacles in your LinkedIN profile picture may make you less attractive,
but you look more intelligent. Moreover, based on our earlier work [1] we were curious
to investigate whether spectacles are the female equivalent of beards in terms of expertise
and intelligence perceptions. As there is a lack of empirical knowledge on effective
online personal branding [11] we’ve formulated the following research question: “Does
wearing spectacles in a LinkedIN profile picture affect a female job candidates’ likeli‐
hood of obtaining a job interview, and to what extent is this contingent on the type of
job vacancy?”

2 Theoretical Framework

In everyday life, when we get acquainted with previously unfamiliar people, we base
our first impressions of others on very minimal visual cues of information such as race,
height and attractiveness [7, 12, 13]. Particularly in the context of applying for a job, a
strong first impression is vital because the minimal cues displayed in a job candidates’
self-presentation, may impact employers’ hiring decision [14]. In an ideal world, when
searching for a suitable candidate, recruiters and employers would engage in a rational
cost-benefit analysis of all available information on potential candidates, and not be
tempted to be guided by first impressions and stereotypes. However, fact is that most
recruiters have limited time and information processing capabilities and therefore must
resort to heuristic inferential strategies to economize their judgments, as elicited in the
Elaboration Likelihood Model [3] and the Heuristic-Systematic Model [4]. More impor‐
tant: once a first impression is made of the candidate, recruiters are reluctant to change
them, as they are inclined to be consistent in their decisions [15].

In an online setting, research has shown that a profile picture is one of the first things
people notice when they view someone’s Social Network Site (SNSs) [16]. Therefore,
it receives the most attention from those to whom the profile picture belongs [16], as
well as those who observe the SNS profile [17]. SNS users carefully select their profile
pictures to present and “brand” themselves in the best possible way [18]. Observers
attend to the profile picture to draw inferences of the profile picture’s owner [19]. Profile
pictures are especially relevant when information is exchanged between unknown
contacts, as people are not able to rely on other social cues (e.g., voice intonation, non-
verbal communication, facial expressions etc.). Indeed, according to Social Information
Processing theory, the few available cues present in this profile picture (e.g. spectacles,
hair color) are prone to be magnified and stereotyped by those who form judgments of
the profile picture [5]. Thus, the cues a potential job candidate displays on their LinkedIN
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profile picture may determine interpersonal impressions, including credibility percep‐
tions, and, evidently, job interview success. In this study, perceived credibility is a
multifaceted construct, which is generally believed to consist of expertise, trustworthi‐
ness and attractiveness perceptions [see 6 for a review].

In our previous research on impression formation [1], we found that wearing a beard
in a LinkedIn profile pictures was a salient cue for men that enhanced perceptions of
expertise and affected and job interview likelihood for expertise-jobs. In this study, we
perceive spectacles as the female equivalent of the male beard and expect that spectacles
arouse the same associations of intelligence, trust and wisdom for women as beards do
for men. An additional reason to focus on spectacles as a cue is that putting on a pair of
spectacles is a simple act that may have a major impact on a person’s face and how the
person is perceived [20], and therefore is a suitable cue to study ‘personal branding’.

Traditionally, spectacles are first and foremost functional objects, helping people
with impaired sight to improve their vision [21]. However, nowadays spectacles are
increasingly turning into fashion accessories [20], which has been sparked by
popular culture as celebrities and famous models are more frequently seen wearing
spectacles with noticeable frames [22, 23]. The stereotypical association of bespec‐
tacled people is that they are considered to be more intelligent [24], often associated
with the “nerd stereotype”. In an experiment by [20], it was found that individuals
wearing spectacles (both rimless and full-rim) were rated as more successful and
more intelligent than individuals not wearing spectacles. Therefore, we hypothesize
that spectacles may serve as a cue to enhance expertise perceptions for women, in a
similar vein as beards do for men.

An important indicator of trust is the ability to look someone in the eye [25]. The
eye region is very informative part of the human face, which gives important information
about people’s current focus of attention and intentions [26]. Spectacles were found to
significantly enhance perceptions of trustworthiness in an experiment in comparison to
faces without spectacles [20].

Many studies have demonstrated that most people tend to be rated as less attractive
with spectacles on [9, 27]. Yet for women’s ratings of attractiveness, this effect seems
to be particularly negative [28, 29]. Therefore, we hypothesize the following:

H1: Wearing spectacles in a LinkedIn profile picture interacts with job type, such that
wearing spectacles (vs. not wearing spectacles) in a LinkedIn profile picture (a) posi‐
tively affects credibility perceptions for the expertise-job, (b) positively affects cred‐
ibility perceptions for the trustworthiness-job, but (c) negatively affects credibility
perceptions for the attractiveness-job

In the context of persuasive communication, higher levels of perceived credibility
have been linked to various positive outcomes [6, 30]. For instance, the rich body of
credibility research demonstrates that more credible sources produce more attitude
change than less credible sources [see 31, for a review]. Moreover, [30] found that
salesmen who were perceived more credibly are able to gain a significantly higher
number of customer purchases for their product than salesmen who were not perceived
as such. Therefore, we argue that the perceived credibility of a job candidate will affect
the intentions to invite him for a job interview and offer the following hypothesis:
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H2: Candidates with a higher perceived credibility are more likely to get a job inter‐
view invitation than candidates with a lower perceived credibility.

3 Method

To test these hypotheses graphically displayed in Fig. 1 a 2 (spectacle use: spectacles
versus no spectacles) × 3 (job type: attractiveness, trustworthiness, expertise) between
subject factorial design was conducted.

Fig. 1. Facial stimuli used as job candidates

3.1 Sample

In total, 139 participants, between 18 and 55 years old (52.2 % female, Mage = 25.53,
SD = 7.27) participated in this online experiment. Participants were selected based on
a convenience sample of the social networks of the students who participated in a
Master’s level Media and Communication course at a high-ranked University in the
Netherlands. Thus, the sample consisted of some recruiters, but also friends, colleagues
and acquaintances were invited to fill out the online survey.

3.2 Research Design

To manipulate job type, three job vacancies were created to represent Ohanian’s [6]
three sub-dimensions of credibility—i.e., attractiveness, trustworthiness, and expertise.
In line with previous research [cf. 1], the expertise-job comprised a position as an archi‐
tect at an architectural firm, and the trustworthiness-job comprised a position as a back
office cashier at a bank. The attractiveness-job comprised a vacancy for a promotion
model at a promotion agency. Participants (n = 38, of which most in the age category
between 19 and 30 years of age, 65.8 % female) were randomly shown one of three job
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vacancies. Participants were asked to imagine they were a recruiter and to indicate on
15-items of Ohanian’s perceived credibility what kind of candidate would be most suit‐
able for this job vacancy (1 = strongly disagree; 7 strongly agree). An example item
corresponding with the attractiveness vacancy was “the candidate should be elegant”,
for the expertise vacancy “the candidate must be knowledgeable”, and for the trust
vacancy “the candidate must be reliable”. Perceptions about required qualities matched
with the intended sub dimensions of credibility. Respondents perceived attractiveness
an important quality for the promotion model vacancy (Mattractiveness = 5.45, SD = 1.19),
trustworthiness an important quality for the cashier vacancy (Mtrustworthinesss = 5.20,
SD = .40), and expertise an important quality for the architect vacancy (Mexpertise = 5.20,
SD = .57). This was also confirmed by one-sample t-tests; each quality scored signifi‐
cantly higher than the mid category of the scale (all ps < .01). Therefore, the analyses
verified that the selected job vacancies were valid representations of the intended sub-
dimension.

To manipulate the facial stimuli, spectacle use, respondents were exposed to a Link‐
edin profile picture, showing a female candidate who did or did not wear spectacles. The
design of the spectacles was a modern style consisting of a thick full-rim and a black
frame, as this corresponds to current fashion for eye spectacles [20]. The thick rim was
chosen in order to make sure that participants would notice them. The hairstyle of the
model was put up in a bun, in order to avoid unwanted effects of increasing female
attractiveness due to long and medium hairstyles [19]. The model was a relatively young
female (31 years of age), because candidates in this age category are rewarded more
positive replies to their job application by recruiters than older candidates [12]. To
control for unwanted effects of familiarity with the model [35], we asked: “Are you
familiar with the model?” Only (n = 3) participants indicated being familiar with the
model, which were then eliminated from the dataset.

The model wore a black blazer because employers prefer candidates to wear dark,
conservative clothing during job interviews [36, 37]. The model expressed a neutral but
pleasant face (by holding her lips together and directing the corners of her mouth
upwards), in order to avoid unwanted interpersonal effects of smiling [38]. To ensure
that the spectacles were the only manipulation cue, the picture of the model was photo
shopped by a graphical designer, creating two identical pictures in terms of facial
expression. Thus, apart from this manipulation, these two LinkedIn profile pictures were
identical. Finally, the LinkedIN logo was added to increase the photo’s likeness to a real
LinkedIN profile picture (see Fig. 2).

3.3 Procedure

The procedure was similar to our prior study [1]. Participants were led to a Qualtrics
survey website after having clicked on the online link they received via email, Facebook
or LinkedIN. The first page of the survey presented a welcome message and stated that
the general purpose of this study, provided background information on the researchers
and offered instructions. Subsequently, participants were randomly assigned to one of
the six experimental conditions (e.g. with spectacles versus without spectacles in combi‐
nation with one of the three designed jobs). Respondents were forced to look at the job
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description for at least 20 s first (a timer only activated the “next” button after 20 s) and
at least twelve seconds at the LinkedIn profile picture, after which the post experiment
questionnaire was activated.

3.4 Measures

Ohanian’s [6] 15-item semantic differential scale was used to measure the perceived
credibility of the candidate, with five items representing each of the three sub–dimen‐
sions. The scales for the three sub dimensions proved sufficiently reliable as attractive‐
ness formed a one-dimensional scale (Cronbach’s α = .84), and so did expertise (Cron‐
bach’s α = .90), and trustworthiness (Cronbach’s α = .89). Perceived invitation intention
(Cronbach’s α = .81) of the female job candidate, was measured via a two-item rating
scale based on Fishbein and Ajzen [39]. One item measured the strength of the likeliness
to invite the job candidate, and the other item measured the subjective probability that
the inviting behavior will be effectively performed within the next three months. All of
the items discussed above were measured on a seven-point semantic differential scale
ranging from 1 (strong negative evaluation) to 7 (strong positive evaluation).

4 Results

A check for gender effects was carried out and the results from a difference analysis
showed that participants’ gender has no significant effect on female candidates’
perceived credibility, its sub dimensions, and the intention to invite applicants to a job
interview p = .17.1 This finding supports that gender has no role in the model; relation‐
ships among independent and dependent variables are not affected by gender.

To test the research hypotheses, a factorial ANOVA analysis was performed with
spectacle use and job type as independent variables and perceived credibility as
dependent variable. The results reveal a main effect of spectacle use, F(1,133) = 5,657,
p < .05, ƞ2 = .04). A candidate who wears spectacles in a LinkedIN profile picture is

1 All our results are presented one-tailed, due to predicted directional effects of our hypotheses
[45].
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Fig. 2. Conceptual model of this study
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perceived to be more credible (M = 4.80, SD = .58) than a candidate who wears no
spectacles (M = 4.55, SD = .70). Importantly, and more germane to the hypotheses, the
results revealed a spectacle use by job type interaction, F(1,133) = 5,657, p < .05, ƞ2 = .
04). Planned comparisons demonstrate that for expertise jobs, wearing spectacles
(M = 4.80, SD = .50) versus no spectacles (M = 4.32, SD = .74) significantly increases
a candidate’s perceived credibility, F(1,41) = 6.163, p < .05, ƞ2 = .13. Hence, the anal‐
yses provide support for 1a, stating that spectacle use positively affects credibility
perceptions for the expertise-job.

Hypotheses 1b posed that wearing spectacles in a LinkedIN profile picture would
positively affect credibility perceptions for the trustworthiness jobs as well. However,
results showed that wearing spectacles (M = 4.62, SD = .58) or not wearing spectacles
(M = 4.73, SD = .44) didn’t seem to help or hinder the perceived credibility levels elicited
by candidates’ physiognomies, F(1,46) = .529, p = .41, ƞ2 = .13 for the trustworthiness
job. Hence, hypothesis 1b is not confirmed. Hypothesis 1c stated that wearing spectacles
would negatively affect credibility perceptions for the attractiveness-job. To our
surprise, we found that the picture of our female job candidate was perceived as more
credible for the attractiveness job with spectacles (M = 4.96, SD = .63) than without
spectacles (M = 4.56, SD = .84), F(1,46) = 3.539, p = .06, ƞ2 = .07, thus hypothesis 1c
was rejected.

To test our second hypothesis, a regression analysis was carried out. Results show
that candidates’ perceived credibility is a significant predictor of invitation intention for
a job interview, F(1, 137) = 21.59, p < .001, which explained 14 % on the (R2 = 0.14).
In line with our expectations, perceived credibility was positively related to invitation
intention, b* = 0.37, t = 4.65, p < .001. Therefore, hypothesis H2 was confirmed.

5 Discussion

Our study contributes to research and practice in the following ways. As indicated in [1],
first, although prior research shows that SNSs are increasingly popular recruitment tools,
there has been very little empirical research into effective personal branding of job
candidates on SNSs [11].

Second, in contrast to the attention that Facebook has received from marketing and
computer-mediated communication scholars, very little research has been dedicated to
professional SNSs such as LinkedIn [cf. 41]. Third, from a practical perspective, for
jobs seekers today, it is important to know which visual cues in an online profile picture
can help create positive impressions on employers, and how these self presentation
mechanisms work in relation to different job categories. For instance, depending on the
type of job one aims for, it may be wise or unwise to wear a colourful shirt, put on a
bow tie – or wear spectacles.

The present study shows that LinkedIn profile pictures of bespectacled candidates
are perceived as more credible than candidates without spectacles only when the job
vacancies was an expertise-job (H1a). For the trustworthiness-job, there was no signif‐
icant difference in wearing spectacles or not (H1b). Moreover, our results indicated that
bespectacled candidates are perceived as more credible for the attractiveness-job, than
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non-bespectacled candidates (H1c). This finding is in contrast to our expectations and
inconsistent with the existing body of literature that supports that spectacle wearers are
perceived as unattractive [9, 28]. Regarding our final hypothesis (H2), as expected, a
higher degree of perceived credibility indeed resulted in a greater likelihood to obtain
a job interview than candidates with a lower perceived credibility. This implies that
candidates’ perceived credibility can be considered an explanatory variable of their
invitation intention. In other words, the more credible candidates are perceived to be,
the more likely they will be invited for a job interview.

An explanation for our findings regarding spectacles and attractiveness may be that
this type of spectacles with a thick rim induced symmetry, and therefore attractiveness
[9]. Second, this specific pair of spectacles may have magnified the model’s eyes, and
big ‘puppy’ eyes have always been a biological indicator of attractiveness [40]. Lastly,
this finding might be related to the current trend of wearing spectacles-without-lenses,
which entails that people wear spectacles as a fashion accessory. This turnaround has
been initiated by popular culture as celebrities and famous models are increasingly
wearing spectacles with noticeable frames [22, 23]. An explanation for our finding
regarding trust could be that for trustworthiness-jobs people want to look job applicants
in the eyes. It has been shown that narrow eyes raise suspicion whilst round eyes are
perceived as a sign of trust [41], moreover, adults make attributions about competence
based on eye gaze patterns [42].

As for practical implications, people managing their personal brand [43] should
carefully choose a profile picture when they are applying for a specific job category.
Applicants incorrectly upload profile pictures that are inconsistent with the offered job
vacancy (for example, a woman without spectacles who applies for an expertise-job) as
it is so much harder to get the approval of recruiters and persuade them to invite the
applicants to a job interview. Another field of interest is advertising, where the presence
of spectacles on the face of product endorsers could boost their credibility as perceived
by consumers, with positive effects on purchase intention. Moreover, politics is yet
another domain where wearing spectacles could boost candidates perceived credibility;
this will positively affect the voting intention [44].

A limitation of this study with respect to its external validity relates to the type of
spectacles and the model as manipulation material. Further research should verify
whether different styles of spectacles (flamboyant with noticeable colors, modest with
a slim frame, etc.), paired with different models (e.g. ethnicity, age, degrees of attrac‐
tiveness) have similar results when it comes to perceived credibility. Ohanian’s [6]
construct of credibility could be used for this purpose to test the ability of the selected
photos to elicit the three credibility sub dimensions in participants’ minds. Second, the
role of culture and fashion trends in self-presentation needs to be considered in regard
to wearing spectacles. Third, future research could investigate the combination of men
wearing a beard and spectacles on perceived credibility.

In conclusion, based on this research’s findings, an optimist would state that it seems
women can have it all: spectacles may enhance perceptions of credibility for jobs related
to ‘beauty’ and ‘brains’. However, further research is necessary to investigate whether
these effects hold for all types of spectacles, all “types” of women and in all types of cultures.
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Abstract. Social media is nowadays an excellent platform for gathering user
intelligence for supporting business intelligence applications. Social tagging
system (aka. folksonomy) is a critical mechanism for collaboratively creating,
organizing and managing the wisdom of crowds. The knowledge gained from
social tagging system should be tremendous assets for conducting and
improving various business intelligent applications. Consequently, the purpose
of this study is to examine the values of folksonomy on an important business
intelligent task, namely personalized document management. Specifically, we
employ Delicious, a pioneered social bookmarking service, to construct a
statistical-based thesaurus which is then applied to support personalized docu-
ment clustering. According to our empirical evaluation results, social tagging
system indeed improve the quality of the statistical-based thesaurus in com-
parison with that constructed on the basis of a general-purpose search engine in
generating personalized document clusters.

Keywords: Social media � Business intelligence � Social tagging � Social
bookmarking � Personalized document clustering

1 Introduction

Social media is nowadays the most popular platform that allows the creation and
exchange of user generated content [15]. According to the research results by the Pew
Research Center [24], over 70 % of internet users use social media sites as of January
2014. Another report by eMarketer [12] reveals that, by the end of 2013, 163.5 million
people in U.S.-more than two-thirds of internet users-will be social media users.
Moreover, Facebook, the global leading social networking service provider, has 1.35
billion monthly active users as of the third quarter 2014 [13]. 4.5 billion “Likes” were
generated and 4.75 billion pieces of content was shared daily as of May 2013. These
statistics indicate the social appeal associated with social media and user-generated
content and the value of acquiring information from social media to facilitate the
development of novel and the improvement of existing products and services.

Various social media websites, such as wikis (e.g., Wikipedia), blogs and mi-
croblogs (e.g., Twitter), media sharing (e.g., YouTube, Flickr), social news (e.g., Digg,
Reddit), social bookmarking (e.g., Delicious, CiteULike), and social networking
(e.g., Facebook, Google+), have been established. The knowledge (aka “wisdom of
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crowds”) gained from social media sites can not only meet the objectives of businesses
offering them but also help the development of novel and effective services that are
better tailored to users’ needs. In this study, we focus on analyzing a specific mech-
anism, i.e., social tagging system (aka folksonomy), commonly supported by numerous
social media sites, e.g., YouTube, Flickr, Delicious, etc., for enhancing the effective of
personalized information management. A folksonomy is a system of classification [29]
which allows users to attach self-defined keywords (or tags) to describe resources [21],
[27]. Folksonomy generally consists of a set of users, a set of self-defined tags, a set of
resources, and a set of tag assignments (i.e., a set of user-tag-resource triple relation-
ships) [8]. Semantically, tags in a folksonomy reflect users’ collaborative cognition on
information. They can reveal both the users’ behavior and resources’ properties [34].

The knowledge gained from folksonomy is valuable for supporting various
applications, such as Web page classification [1], recommendation [22, 37], and
information retrieval [3, 6]. In this study, we attempt to apply the wisdom of crowds of
folksonomy to a novel document management task, namely personalized document
clustering. Specifically, we adopt the CAC technique proposed by Yang and Wei [36]
as our underlying personalized document clustering algorithm. The CAC technique
takes into consideration a user’s categorization preference (expressed as a list of
anchoring terms) and subsequently generates a set of document clusters from this
specific preferential perspective. Furthermore, the CAC technique exploits the world
wide web as an information source to construct a statistical-based thesaurus, which then
serves to expand the set of anchoring terms which is then applied to represent the
source documents and then performs clustering to generate document clusters in
accordance with the input preferential context (i.e., initial set of anchoring terms
provided by the target user). Alternatively, we want to understand the effectiveness of
folksonomy, in comparison with a general-purpose search engine (i.e., Google in Yang
and Wei’s study), on constructing a statistical-based thesaurus for supporting person-
alized document clustering. We select delicious (https://delicious.com/), a leading
social bookmarking site, as the folksonomy for our social-tagging-based CAC tech-
nique (ST-CAC). We also conduct some experiments to evaluate the effectiveness of
the ST-CAC technique and its benchmark approaches.

The remainder of this paper is organized as follows. Section 2 reviews existing
document clustering techniques relevant to this study. In Sect. 3, we describe the
detailed design of the proposed ST-CAC technique. Subsequently, we depict our
experimental design and discuss important evaluation results in Sect. 4. Finally, we
conclude with a summary and some future research directions in Sect. 5.

2 Literature Review

Document clustering entails the automatic organization of a large document collection
into distinct groups of similar documents that reflect general themes hidden within the
corpus [23, 32]. The documents in the resultant clusters exhibit maximal similarity to
those in the same cluster and, at the same time, share minimal similarity with docu-
ments in other clusters. However, according to the context theory of classification,
document clustering behaviors of individuals not only involve the attributes (including
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contents) of documents but also depend on who is performing the task and in what
context [2, 7, 17]. As a result, document clustering is an intentional act that should
reflect individuals’ preferences with regard to the semantic coherency or relevant
categorization of documents [26] and should conform to the context of a target task
under investigation.

Most of existing document clustering techniques are anchored in document content
analysis. The overall process of a content-based document clustering technique gen-
erally comprises three main phases: feature extraction and selection, document repre-
sentation, and clustering [14, 32, 33]. The purpose of feature extraction and selection is
to extract and select from the target document corpus a set of representative features to
represent the documents in the document representation phase. Subsequently, the
clustering phase applies a clustering technique to group the target documents into
distinct clusters.

Feature extraction begins with the parsing of each source document to produce a set
of nouns and noun phrases and exclude a list of prespecified “stop words” that are
non-semantic-bearing words. Subsequently, representative features are selected from
the set of extracted features. Feature selection is important for clustering efficiency and
effectiveness, because it not only condenses the size of the extracted feature set, but
also reduces the potential biases embedded in the original (i.e., nontrimmed) feature set
[25, 35]. Commonly used feature selection metrics include: TF, TF × IDF, and their
hybrids [4, 19].

On the basis of a particular feature selection metric, the k features with the highest
selection metric scores then are selected to represent each source document in the doc-
ument representation phase. Based on the chosen representation scheme, each document
is described in the k-dimensional space and represented as a feature vector. Commonly
employed document representation schemes include binary (presence or absence of a
feature in a document), within-document TF, and TF × IDF [4, 19, 23, 25, 32].

In the final phase of document clustering, source documents are grouped into
distinct clusters on the basis of the selected features and their respective values in each
document. Common clustering approaches include partitioning-based [4, 9, 19], hier-
archical [11, 25, 30, 32], and Kohonen neural network [18, 20, 25].

As mentioned, content-based document clustering techniques rely on an objective
feature-selection metric (e.g., TF or TF × IDF) that merely considers document content.
As a result, existing content-based techniques generate for all users an identical set of
document clusters from a given document collection and, thus, is unable to support
personalized document-clustering. In response to the limitation of existing
content-based document clustering techniques, prior research has proposed several
extended approaches that might support personalized document clustering. For
example, Deogun and Raghavan [10] propose a user-oriented document clustering
technique that considers only document relevance to user queries. Kim and Lee [16]
propose a semi-supervised document clustering technique to improve clustering
effectiveness. Their approach essentially is a hybrid one that considers not only content
similarity but also a user’s perception of the document similarity using a
relevance-feedback mechanism. Wei et al. [32] instead propose a personalized docu-
ment clustering (PEC) approach to support personalization in document categorization.
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In addition to the contents of the documents to be clustered, the PEC approach includes
a target user’s partial clustering as input, because it reflects his or her categorization
preference. Last, Yang and Wei [36] propose a context-aware document-clustering
(CAC) technique that takes into consideration a user’s categorization preference
(expressed as a list of anchoring terms) and subsequently generates a set of document
clusters from this specific preferential perspective.

The abovementioned extended document clustering techniques in some degree can
support the desired personalized document clustering task. Accordingly to Yang and
Wei’s study [36], the CAC technique outperforms other extended approaches in terms
of supporting personalized document clustering. Thus, we adopted the CAC technique
as the underlying algorithm for personalized document clustering. The CAC technique
adopt a general-purpose search engine (i.e., Google) to construct a statistical-based
thesaurus which serves as the basis for generating a set of document clusters which fits
the categorization preference of a specific user. In this study, we adopt social media
(more specifically, social tagging system) as an alternative information source for
statistical-based thesaurus construction. The rational is that the information in folks-
onomy has been processed by crowds and reflects users’ collaborative cognition. Such
collaborative wisdoms should be better in supporting personalized document
clustering.

3 Proposed Method

The context-aware document-clustering (CAC) technique, proposed by Yang and Wei
[36], takes into consideration a user’s categorization preference (expressed as a list of
anchoring terms) and then generates a set of document clusters from this specific
preferential perspective. For example, given a set of research articles related to “data
mining,” a person interested in developing new data mining techniques may prefer
document categories anchored on the techniques under discussion and thus provides
some anchoring terms as classification analysis, clustering analysis, association rules,
sequential patterns, and so on. On the other hand, another person, who is working on
data mining techniques to real world business applications, may prefer a different set of
categories based on the application domains involved (e.g., banking, retailing, health
care, telecommunications, etc.). Given the set of user-provided anchoring terms which
represent the specific user’s categorization preference, the CAC technique first con-
structs a statistical-based thesaurus and subsequently expands the given set of
anchoring terms by adding their relevant terms. The expanded set of anchoring terms is
adopted as the representative features for performing personalized document clustering.

The major difference between the CAC technique and our extended
social-tagging-based CAC technique (ST-CAC) is the way of constructing
statistical-based thesaurus. As shown in Fig. 1, the ST-CAC technique consists of five
main phases: (1) feature extraction and selection; (2) statistical-based thesaurus con-
struction; (3) anchoring term expansion; (4) document representation; and (5) docu-
ment clustering. The detailed design of each phase is described in this section.
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3.1 Feature Extraction and Selection

This phase aims at extracting and selecting a set of meaningful features (specifically,
nouns and noun phrases) from the target document corpus. We adopt the part-of-speech
(POS) tagger developed by Brill [5] to syntactically tag each word in the target doc-
uments and then employ Voutilainen’s approach [31] to implement a noun-phrase
parser for extracting noun phrases from each tagged document. Furthermore, we
remove features that infrequently appear in the target document corpus. Particularly, we
only retain those features whose document frequency (df) is no less than a prespecified
threshold δDF.

3.2 Statistical-Based Thesaurus Construction

The purpose of this phase is to automatically construct a statistical-based thesaurus that
will be used for expanding the user-provided anchoring terms. We adopt the folks-
onomy of Delicious website as the corpus for constructing a statistical-based thesaurus.
Folksonomy generally is consisted of a set of users (U), a set of self-defined tags (T), a
set of resources (R), and a set of tag assignments A � U × T × R (i.e., a set of
user-tag-resource triple relationships). A bookmark in Delicious website is a triple (u,
Tur, r) with u 2 U, r 2 R, and a set of tags Tur = {t 2 T | (u, t, r) 2 A}.

For each anchoring term qi pertaining to the categorization preference of a target
user and every feature fj representative to the target document corpus, the proposed

Fig. 1. Overall process of the ST-CAC technique
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ST-CAC technique calculates the relevance weight between qi and fj by the pointwise
mutual information (PMI) measure [28] as follows:

rwqi;fj ¼ log2
pðqi ^ fjÞ
pðqiÞpðfjÞ

� �
¼ log2

N � hitsðqi ^ fjÞ
hitsðqiÞhitsðfjÞ

� �
; ð1Þ

where rwqi,fj denotes the relevance weight between qi to fj, p(query) is the probability
that query (i.e., qi or fj) been used as a tag to annotated some resources (i.e.,
p(query) = |Rquery|/|R|, where Rquery is the set of resources which are annotated with tag
query), N is total number of resources in the folksonomy (i.e., |R|), and hits(query) is
the number of resources which are annotated with the tag query (i.e., |Rquery|).

We extend the standard PMI measure by incorporating the number of users
Ut = {u 2 U | (u, t, R) 2 A} who use the tag t to annotated at least one resource. A tag
commonly used to annotate same resources should have higher weight than those
infrequently adopted. Accordingly, the weight PMI is defined as:

weighted rwqi;fj ¼ log2
W N � sum uðqi ^ fjÞ
sum uðqiÞsum uðfjÞ

� �
; ð2Þ

where sum_u(query) is the summation of number of users who use tag query to
annotate some resources (i.e., sum uðqueryÞ ¼ P

query2Rquery
Uquery

�� ��) andW_N is the total

number of tag assignments (i.e., |A|). We employ the weighted PMI measure for our
proposed ST-CAC technique.

3.3 Anchoring Term Expansion

On the basis of the constructed statistical-based thesaurus, this phase expands a given
set of anchoring terms AT by including additional relevant terms. An anchoring term qi
in AT is expanded with a set of terms Eqi whose relevance weights, measure by
weighted PMI values, to qi need to be greater than a prespecified threshold α. The

expanded set of anchoring terms RF ¼ [
qi2AT

Eqi

� �
[AT is formed for the succeeding

document clustering task.
Because RF consists of the anchoring terms originally provided by the target user

and relevant terms expanded from the anchoring terms, the importance of the terms in
RF should not be identical when they are used to represent each document to be
clustered. Accordingly, a TF × IDF-like scheme is adopted to estimate the weight of
each expanded term fj (i.e., in RF but not in AT) as:

wj ¼
X

qi2ETj
rwqi;fj � log

jAT j
jETjj þ e

� �
; ð3Þ
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where ETj � AT is the set of anchoring terms that expand fj and ε is a small positive
value to avoid the log component being 0. On the other hand, if fi 2 AT, wj is the largest
weight across all expanded terms derived previously.

3.4 Document Representation

Subsequently, each document to be clustered is represented using the expanded set of
anchoring terms RF. ST-CAC employs the weighted TF × IDF scheme for document

representation. Specifically, each document dl is described by a feature vector dl
!

as:

dl
!¼ vl1 � w1; vl2 � w2; . . .; vlm � wmh i; ð4Þ

where m is the total number of terms in RF, vlj is the standard TF × IDF value of fj
in dl, and wj is the weight of the term fj in RF.

3.5 Document Clustering

Finally, the target documents are grouped into distinct clusters on the basis of the
expanded set of anchoring terms (i.e., RF) and their respective representation values in
each document. ST-CAC adopts the hierarchical clustering approach (specifically, the
HAC algorithm with the cosine measure for the similarity estimation between two
documents and the group-average link method for similarity measurement between two
clusters) as the underlying clustering algorithm.

4 Empirical Evaluation

This section reports our empirical evaluation of the proposed ST-CAC technique using
a traditional content-based document clustering technique and the CAC technique as
performance benchmarks. In the following, we discuss the evaluation design (including
data collection and evaluation criteria), parameter tuning experiments, and important
evaluation results.

4.1 Data Collection

The collection of document corpus for our evaluation purpose consists of 434 research
articles related to information systems and technologies that were collected through
keyword searches (e.g., XML, data mining, robotics) from a scientific literature digital
library website (i.e., CiteSeer, http://citeseerx.ist.psu.edu/). For each article in our lit-
erature corpus, only the abstract and keywords were used in this evaluation study.

To evaluate the effectiveness of a personalized document clustering technique, we
need to categorize our literature corpus from different users’ preferential perspectives.
We developed a system to collect individuals’ preferred clustering for the literature
corpus. Each experimental subject was asked to subjectively categorize the entire
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literature corpus manually on the basis of his/her own preference. After clustering, the
subject was asked to assign a label for each category. These category labels are then
considered as the set of anchoring terms of the subject which will be used as the input
to the ST-CAC technique. A total of 33 subjects accomplished the manual clustering of
the literature corpus. According to the self-reported estimates of the subjects, each
subject spent a minimum of eight hours performing manual document clustering.
A summary of the document categories generated by the subjects is provided in
Table 1.

4.2 Evaluation Criteria

We employ cluster recall and cluster precision [25], defined according to the concept of
associations, to measure the effectiveness of the ST-CAC technique and its benchmark
techniques. An association refers to a pair of documents that belong to the same cluster.
Accordingly, the cluster recall (CR) and cluster precision (CP) from the viewpoint of a
subject ua is defined as:

CR ¼ CAaj j
Taj j and CP ¼ CAaj j

Gaj j ; ð5Þ

where Ta is the set of associations in the categories manually produced by the subject
ua, CAa is the set of correct associations that exists in both the clusters generated by a
document-clustering technique and the categories produced by ua, and Ga is the set of
associations in the clusters generated by the document-clustering technique.

To address the inevitable trade-offs between cluster recall and cluster precision,
precision/recall trade-off (PRT) curves are employed. A PRT curve represents the
effectiveness of a document clustering technique with different intercluster similarity
thresholds.

4.3 Parameter Tuning

We randomly select 10 users from the 33 subjects to determine the appropriate value of
each parameter involved in the three document clustering techniques (i.e., a traditional
content-based approach, the CAC approach, and our proposed ST-CAC approach)
examined. The overall clustering effectiveness of each technique in the tuning exper-
iments is calculated by averaging the cluster recall and cluster precision obtained from
the ten subjects.

Table 1. Summary of subjects’ categories for the literature corpus

Number of clusters
(i.e., anchoring terms)

Number of documents
in a cluster

Maximum 67 125
Minimum 10 1
Average 26.12 16.64
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The traditional content-based document clustering (TCC) approach involves the
parameter of number of features (k) for document representation. We range k form 200
to 2000 in increments of 200 and obtain the best performance when k is equal to 2,000.
On the other hand, both CAC and ST-CAC techniques include the parameters δDF (the
threshold to remove infrequent features in the feature extraction and selection phase)
and α (the threshold to determine whether a term should be expanded in the anchoring
term expansion phase). We first investigate α from 1 to 10 in increments of 0.5. The
best values of α for CAC and ST-CAC are 2.5 and 2 respectively. Subsequently, we
examine δDF from 3–10 in increments of 1 and get the best δDF values of 10 and 9 for
CAC and ST-CAC respectively.

4.4 Comparative Evaluation Results

Using the parameter values determined previously, we evaluate the effectiveness of the
ST-CAC technique and its benchmark techniques. In this experiment, all of the 33
subjects are used for evaluation purpose. The comparative evaluation result is shown in
Fig. 2. The proposed ST-CAC technique achieves better clustering effectiveness than
do the TCC and CAC techniques. Moreover, the CAC technique also outperforms the
TCC technique. These results suggest that both ST-CAC and CAC techniques indeed
have the ability to generate personalized document clusters according to the target
user’s personalized preference expressed as a set of anchoring terms. Furthermore,
using social media for statistical-based thesaurus construction has better performance
than that constructed from a general-purpose search engine.

Fig. 2. Comparative evaluation results
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5 Conclusion and Future Research Directions

Social media is nowadays an excellent source for gathering user intelligence to support
various business intelligence applications. Motivated by the observation, this paper
attempts to investigate the effectiveness of social tagging system (aka. folksonomy) in
enhancing an important document management task, i.e., personalized document
clustering. Specifically, we adopt the CAC technique proposed by Yang and Wei
(2007) as our underlying algorithm and incorporate a leading social bookmarking site
(i.e., Delicious) to design the ST-CAC technique which uses the folksonomy in
Delicious to construct a statistical-based thesaurus for personalized document clus-
tering. According to our empirical evaluation results, the ST-CAC and CAC techniques
definitely have the ability to generate personalized document clusters than a traditional
content-based approach. Moreover, the statistical-based thesaurus constructed from
social media also slightly outperforms that generated from a general-purpose search
engine.

Some ongoing and future research directions are briefly discussed as follows. First,
Delicious, which is a social bookmarking service for webpages, is adopted as the social
media for statistical-based thesaurus construction. Since our document corpus for
evaluation purpose is collected from a scientific literature database, it is essential to
evaluate the performance of an alternative social bookmarking service (i.e., CiteU-
Like), which allows users to share citations to academic papers, on our proposed
ST-CAC technique. Second, only the PMI measure is applied for statistical-based
thesaurus construction. It should be interesting to implement and test empirically other
measures for statistical-based thesaurus construction.
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Abstract. Mobile apps have attracted a substantial amount of attention in
mobile commerce. Usage behavior of consumers is always an important issue in
this research area. The objective of this study is to explore what factors will
affect an individual’s continuance intention to use mobile apps. We proposes a
research model that integrates the Task-Technology Fit (TTF) and Theory of
Reasoned Action (TRA), which are augmented with concepts of affective fac-
tors. We conduct an online survey and the results show that a higher degree of
TTF and VTF (Value-Technology Fit) resulted in a more positive attitude
towards using the mobile app. SN and attitude had strong significant impacts on
users’ continuance intention to use the app. However, TTF and VTF had no
significant effect on the continuance intention to use the app.

Keywords: Mobile apps � Task-Technology Fit � Value-Technology Fit �
Subjective norm

1 Introduction

Recent years have seen an explosive growth in the number of mobile devices such as
smart phones and tablets. There are hundreds of thousands of mobile apps out there for
iOS and Android users. According to Gartner’s report, it indicates that mobile apps
revenues tipped to reach 26 billion dollars in 2013, and estimates that 103 billion
mobile apps will be downloaded [20]. Gartner also predicts future trends in the market,
claiming that by 2017, annual app downloads will reach 268.7 billion, and in-app
purchases will generating 48 % of revenues. Due to the great potentials, users’ behavior
of mobile apps is always an important issue both in the research area and practical area.

To date, many theories and the antecedents of consumer adoption in mobile mar-
keting have been discussed, such as theory of reasoned action, theory of planned
behavior, task-technology fit, trust, flow, playfulness, decision-making, and perceived
usefulness etc. Most previous literature focuses on treating new service/technology
adoption as a rational decision based on the functional needs of an individual. In many
cases, however, new service/technology adoption is not due to functional needs but
affective reaction. Gartner points out that five simple attributes into mobile apps to
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better engage our customers are as follows: recognize your customer, demonstrate that
you value your relationship with your customer, create interactions that are inviting and
fun, provide information sufficient for making a buy decision, and make payment easy.
That is, mobile commerce apps should emphasize on the entire customer experience
and satisfy their individual needs. Users with different motivations for adoption may
lead to different outcome. In addition, we found there are few articles that can include
functional factors and affective factors into consideration. Therefore, this study tries to
understand what factors will affect an individual’s continuance intention to use and
whether different perceived value (functional value vs. mental value) will affect the
continuance intention to use of the new app.

In this paper, we aim to investigate affective factors that may affect the continuance
intention to use of mobile apps. In order to provide a solid theoretical basis for
examining the use of mobile apps, this paper proposes a research model that integrates
the Task-technology Fit (TTF) and Theory of Reasoned Action (TRA), which are
augmented with concepts of affective factors. TTF and TRA have been used in many
studies to predict and understand user intention to adopt new information systems.
Hence, they are also appropriate for analyzing the continuance intention to use mobile
apps. The purposes of this paper are specified as:

1. To investigate whether affective factors significantly impact a user’s continuance
intention to use mobile apps.

2. To evaluate whether the augmented technology adoption model can provide a better
predictive power for the continuance intention to use mobile apps.

This paper proceeds as follows. Section 2 reviews related literature and describes our
research framework. Section 3 outlines research method and instruments. Section 4
provides data analysis and results. Finally, Sect. 5 summarizes our findings and dis-
cusses potential implications.

2 Theory and Hypotheses

2.1 Fit

In recent years the fit concept has been widely predicted individual and organizational
technology adoption and performance. Fit reveals different kinds of match in social
science. For example, Task-Technology Fit (TTF) proposed by Goodhue and
Thompson is more likely to have a positive impact on individual performance in
organization and is used if the capabilities of the IT match the tasks that the user must
perform [8–10, 24]. Fit-Appropriation Model (FAM) extended from TTF considers
organizational context and argues a TTF is a necessary but not sufficient condition to
improve performance. That is, TTF affects performance, but is moderated by appro-
priation [6]. Technology-Organization-Environment framework (TOE) identifies three
aspects of an enterprise’s context that influence the process by which it adopts and
implements a technological innovation [23]. Fit-Viability Model (FVM) proposed by
Liang and Wei [16] combines TTF with the general notion of organizational viability of
information technology. Viability refers to the extent to which the organizational
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environment is ready for the application. Fit refers to the extent to which the capa-
bilities of IT meet the requirement of task. As mentioned above, besides TTF can both
be used in the organizational and individual context, other theories are standing on
organizational level.

In this research, we focus on the study of individual continuance intention to use
under the mobile commerce context. The satisfaction of Individual needs deriving from
the unique features of mobile apps (such as customization, personalization, and social
integration etc.) becomes more and more important. Therefore, TTF which is one of
appropriate theories will be considered in our research. Although TTF effectively uses a
user evaluation perspective to explain individual performance after information
technology/service adoption, it neglects user’s attitudes and intention in its model. To
some extent, it is the concept of “cognitive fit”, because whether task and technology fit
for each other depends on individual’s personal perception. If user perceived task and
technology are fit for each other, it would affect user’s intention of technology adop-
tion. Meanwhile, if user perceive task and technology are fit for each other, it would
also positive affect user’s attitude toward technology usage. Therefore, factors affecting
users’ attitude and intention to use IT will be both considered in our theoretical model.
In the use of mobile commerce context, the cognitive dimension, fit, measures the
whether mobile app fits for the tasks that the individual needs to perform. Therefore, we
propose our first two hypothesis.

Hypothesis 1: Task-Technology Fit positively affect user’s attitude toward using
mobile apps.

Hypothesis 2: Task-Technology Fit positively affect user’s continuance intention to
use mobile apps.

Most previous literature focuses on treating new service/technology adoption as a
rational decision based on the functional needs of an individual. In many cases,
however, new technology/service adoption is not due to functional needs but affective
needs. That is, the other individual perception we concerned in this research. We have
thought that a user who adopts a service was desire to gain a reward or avoid a negative
outcome. However, we found an alternative behavior occur while people have other
particular needs [11, 13, 15, 20]. For example, people are playing a game because they
find it exciting, joining a charity event due to increase social status, and participating in
a sport to gain a social identity [12]. It is called perceived intangible value. On the
contrary, people are participating in a sport in order to win awards, and competing in a
contest for winning a scholarship. This means perceived tangible value. Therefore,
Value-Technology Fit is defined by this study as the extent that technology func-
tionality matches perceived value of individual. If technology functionality and per-
ceived value of individual fit for each other, it will affect individual attitude and
intention to use new technology. Thus, the followings are our hypothesis.

Hypothesis 3: Value-Technology Fit positively affect user’s attitude toward using
mobile apps.

Hypothesis 4: Value-Technology Fit positively affect user’s continuance intention
to use mobile apps.
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2.2 Theory of Reasoned Action

TRA was derived from social psychology and proposed by Ajzen and Fishbein [1, 7]. It
is a models that have been used to interpret and predict the intention of technology use
in the information systems area. The components of TRA are three general constructs:
behavioral intention, attitude, and subjective norm. Behavioral intention measures a
person’s relative strength of intention to perform a behavior. Attitude consists of beliefs
about the consequences of performing the behavior multiplied by his or her evaluation
of these consequences. Subjective norm (SN) refers to the social pressure exerted on an
individual to perform or not perform a particular behavior [7]. Consequently, the social
pressure causes the relevant behavior to become the individual’s normative beliefs with
which he/she would comply. Motivation to comply refers to he/she wanting or being
willing to comply with these beliefs. That is, a user may exhibit different motivations
for complying with the opinions of relevant people on the adoption of mobile apps.
This theory has been applied to study many information technology applications and is
certainly appropriate for investigating the continuance intention to use mobile apps.

Hypothesis 5: Attitude toward mobile apps positively affect user’s continuance
intention to use mobile apps.

Hypothesis 6: Subjective Norm positively affect user’s continuance intention to use
mobile apps.

2.3 Research Model

To summarize, our theoretical model examines effects of (1) task-technology fit to user
attitude, (2) task-technology fit to continuance intention to use, (3) vale-technology fit
to user attitude, (4) value-technology fit to continuance intention to use, (5) user atti-
tude to continuance intention to use, and (6) subjective norms to continuance intention
of using mobile apps. Figure 1 shows the theoretical framework.

Fig. 1. Theoretical framework
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3 Instrument Development and Research Methodology

3.1 Instrument Development

Existing measures from previous studies were adapted with slight modifications to fit
our context. The measures used five-point Likert scales. All measures are listed as
follows (Table 1).

3.2 Measure and Data Collection

The targets of this research are office workers in Taiwan. The voluntary users were
invited to join the Project 2 weight-loss challenge. Each volunteer had to record his/her
daily exercise and food via a health-related app, JustFit. JustFit is one of the most
popular apps in Taiwan. It not only can help people to record daily food, exercise and
mood easily, but also provide over 120,000 local food data. An online survey was
conducted to gather data after using the app for three months (from 11 July to 31
October in 2014). Finally, a total of 278 volunteers (170 females and 108 males) were
recruited. Their ages ranged from 31 to 45 years old (43.5 %). 70.2 % of the subject
had at least a master degree, and 75.2 % of them were sitting at their desks for over
5 h per day. There were over 120 people (50.4 %) who think his/her body type is a little
fat, and over 123 people (44.3 %) who don’t satisfy their body (shown in Table 2).

4 Analysis of Results

4.1 Measurement Model

A confirmatory factor analysis using the Partial Least Squares (PLS) was conducted to
assess the validity and reliability of our data. Reliability and convergent validity of the
factors were estimated by composite reliability and average variance extracted (AVE).
The acceptable composite reliability value is suggested to exceed 0.7, and the AVE
value to exceed 0.5. Discriminant validity verifies whether the squared correlation
between a pair of latent variables is less than the AVE for each variable. As can be seen
in Tables 3 and 4, all constructs satisfies the criteria, thus requiring no changes to the
constructs.

4.2 Structural Model

The results show that the combined model can interpret user attitude toward mobile
apps and users’ continuance intention of mobile app. The model indicates that
Task-Technology Fit and Value-Technology Fit can explain 46.5 % of the variance in
attitude and the attitude along with subjective norm can explain 50.3 % of the variance
in continuance intention. Attitude was affected by Task-Technology Fit and
Value-Technology Fit, and continuance intention to use was affected by attitude and
subjective norm. However, Task-Technology Fit and Value-Technology Fit had no
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Table 1. Measures of constructs

Construct Items References
Task-technology fit
(TTF)

Information/Data needs 5, 10
1. The APP provides me with up-to-date health
information

2. The APP provides the consistency of information
from a variety of information resources to me

3. The APP allows me to deliver, access and storage a
large amount of information

4. The APP provides me with accurate health
information

5. The APP allows me to quickly access health
information

6. The APP provides me with understandable
information

Ubiquitousness needs
7. The APP allows me to use on the move
8. The APP allows me to use in different place
9. The APP allows me to use at any time
EOU needs
10. Learning to use the APP is easy for me
11. It will be impossible to use the APP without the
manual

12. It takes too much time to learn to use the APP
13. Using the APP requires a lot of mental effort
Importance
14. Information/Data needs is important to weight
management

15. Ubiquitousness needs is important to weight
management

16. EOU needs is important to weight management
Value-technology
fit (VTF)

Intangible value 14, 19
1. I use the APP to improve personal exposure and
visibility

2. I use the APP to increase the chance of interacting
with others

3. I use the APP to obtain social identity
4. In sum up, using the APP can bring me an intangible
value

Tangible value
5. I use the APP to control eating habits efficiently
6. I use the APP to record exercise habits
7. I use the APP to remind me to take care of my health

(Continued)
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significant influence on the continuance intention to use mobile app. Therefore,
hypotheses 1 to 6 are partially supported. That is, the integrated model can predict
50.3 % of the continuance intention to use mobile app (Fig. 2).

Table 1. (Continued)

8. In sum up, using the APP can bring me an tangible
value

Social Norm (SN) 1. My partners/close friends support me to use the APP 7
2. Generally speaking, how much do you care what
your partners/close friends think you should do?

3. My boss/my parents support me to use the APP
4. Generally speaking, how much do you care what
your boss/your parents think you should do?

5. My colleagues/my classmates support me to use the
APP

6. Generally speaking, how much do you care what
your colleagues/your classmates think you should
do?

Attitude (ATT) 1. Using the APP to manage weight is a good idea 7
2. Using the APP to manage weight is a wise idea
3. Using the APP to manage weight is a pleasant idea

Continuance
intention to use
(CI)

1. For me, it is worth using the APP 5
2. I will continue using the APP in the future

Fig. 2. Path analyses of mobile app
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Table 2. Demographic characteristics of participants

Characteristics Item Frequency Percent

Gender Female 170 61.2
Male 108 35.8

Age 16–30 years 64 23
31–45 years 121 43.5
46–60 years 73 26.3
61–75 years 20 7.2

Education High school 13 4.7
College 70 25.2
Master 184 66.2
Upper Master 11 4

Sitting time 3–4 h 29 10.4
4–5 h 40 14.4
Upper 5 h 209 75.2

Body type Thin 9 3.2
A little thin 42 15.1
Fit 87 31.3
A little fat 120 43.2
Fat 20 7.2

Do you satisfy your body Very dissatisfied 26 9.4
Dissatisfied 97 34.9
Neutral 58 20.9
Satisfied 57 20.5
Very satisfied 40 14.4

Table 3. Reliability, convergent validity

AVE Composite reliability R Square Cronbach’s alpha

Attitude 0.8461 0.9428 0.4650 0.9087
Continuance use 0.8813 0.9369 0.5029 0.8653
Task-technology fit 0.5659 0.9437 0.9345
Value-technology fit 0.5161 0.8945 0.8645
Subjective norm 0.5779 0.8913 0.8559

Table 4. Discriminant validity

Attitude Continuance use TTF VPT SN

Attitude 0.9198
Continuance use 0.6024 0.9388
TTF 0.4594 0.3639 0.7523
VTF 0.6068 0.4026 0.2594 0.7184
SN 0.2506 0.5099 0.2438 0.1992 0.7602
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5 Conclusion

Mobile devices such as mobile phones and tablets have become a part of human life.
The mobile apps market seems have the feeling of a gold rush. Juniper Research
claimed that 80 billion mobile apps will be downloaded in 2013, rising to 160 billion
by 2017, but only around 5 % of apps will be paid by 2017 [21]. That is why many
researchers attempted to investigate the issue of factors affecting users’ adoption
behavior. Given that the adoption of mobile app is purpose-sensitive, this paper aims to
analyze user’s continuance usage of mobile apps by providing an integrated TTF and
TRA model and augmented the model with affective factors. Using a health-related
mobile app as example, our specific goal is to examine to what extent our model can
explain the continuance usage of mobile apps. After the empirical study and data
analysis, we have obtained the following findings.

TTF and VTF both had significant impact on attitude towards using the mobile app.
However, the coefficients of variation ofVTF is higher thanTTF’s. It indicates that people
had more positive attitudes toward using a new technology while their affective needs
were satisfied [20]. SN and attitude had strong significant impacts on users’ continuance
intention to use the app. However, TTF and VTF had no significant effect on the con-
tinuance intention to use the app. The further analysis, we found most of people are not
satisfied with their bodies even they have a standard body shape. Any app which could
help them to manage and control their weight is viewed as a good app. It will increase
users’ positive attitude toward the app. Furthermore, some of people who use the
lose-weight app are trying to connect with others, or gaining a sense of identity. They
expect to havemore confidence via increasing opportunities of communicationwith other
people. This implies that a good app should not only provide the right technical services,
but also satisfy the mental needs. Besides, those people who care about other people’s
opinions, especially colleagues and friends, are more willing to continue using the app.
The research findings have suggestions for the mobile apps and future research studies.

One potential limitation of this research surrounds the size of the sample collected.
Also, the convenient sampling used to solicit respondents for the survey may not be as
perfect as random sampling. Another measurement limitation is that only two affective
effects were investigated in this study. Other affective factors may affect users’ intentions
and future research could usefully identify and explore the effects of these factors.
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Abstract. With the development of Web2.0 technology, an increasing number
of consumers are giving comments on products over the Internet, thus opinion
mining rises in response to the requirement of retrieving valuable information in
speed. After thoroughly analyzing the style of language and the ways of
expression in Chinese, this paper proposes a semantic lexicon-based method to
identify the appraisal expressions in Chinese online reviews. A comparative
experiment based on cellphone online reviews in Chinese is conducted in this
research, and the result indicates that the proposed method is quite promising
and outperforms the two baselines (a statistic orientation method and a semantic
orientation method). Moreover, the method is applied to a comparative evalu-
ation of two popular cellphones, demonstrating the theoretical significance and
the practical value of this research.

Keywords: Online reviews � Appraisal expressions � Product feature � Review
feature � Semantic lexicon � Consumers’ opinions

1 Introduction

With the rapid development of online social media like Weibo and Weixin in China,
consumers’ opinions on products are being exchanged in unprecedented scale and
detail. This online word of mouth (WOM) has the potential to influence both firms’
product design strategies and consumers’ purchasing decisions (Chen and Xie, 2008)
(Zhang etc., 2009) (Lau etc., 2014). Therefore, techniques of opinion mining rise in
response to the requirement of retrieving useful information in speed.

Consumers always give comments on specific features of a given product in online
reviews, thus the collocation of a product feature (such as ‘屏幕(screen)’ and ‘外观

(appearance)’ of a cellphone) and its corresponding opinion (such as ‘好(good)’ and
‘差(poor)’) can be considered as the key component for extracting consumers’ feed-
backs on the product from online reviews. The pair < feature, opinion > is seen as the
basic appraisal expression unit of online reviews, and hence its identification is the
basic object and the fundamental task in opinion mining. Different from English lan-
guage, Chinese online reviews are characterized by their terseness in language,
vagueness in semantics and complexity in syntax. The style of language and the ways
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of expression in Chinese greatly increase the difficulty of opinion mining. Therefore,
this paper aims at identifying appraisal expressions in Chinese online reviews.

The remainder of this paper is organized as follows. We review the literatures in
‘Literature review’ section and introduce the method of appraisal expressions identi-
fication in ‘Proposed Approach’ section. We conduct comparative experiment on
cellphone online reviews in Chinese and apply the method to a comparative evaluation
of two cellphones in ‘Experiment and Application’ section. We conclude the paper
with possible further research in ‘Conclusions’ section.

2 Literature Review

In the extant researches of appraisal expressions identification, there are mainly two
kinds of methods: statistic orientation and semantic orientation.

The statistic orientation method extracts features at first, and identifies opinions
occurred in the vicinity. For example, Hu and Liu (2004) utilized Association Rules to
extract frequent nouns and noun phrases as product features, and identified the
adjectives closest to each feature as its opinions. Su, etc. (2008) proposed a mutual
reinforcement method to analyze the hidden sentiment association between noun fea-
tures and adjectival opinions. Zhang, etc. (2010) identified product features based on
conditional random fields (CRFs) and identified the corresponding opinions based on
syntactic tree. With the rapid development of techniques in statistics and probability
theory, some researches brought the state-of-art probabilistic modelling into opinion
mining, and the polarity of text is detected at a much finer-gained word level by
computing the probabilistic measures of word association. For example, Titov and
McDonald (2008) proposed a Topic-Sentiment Model (TSM) along with Lin and He
(2009) presented a Joint Sentiment/Topic (JST) model to jointly detect topic and
predict sentiment at document level. Jiang, Meng and Yu (2011) analyzed the change
of topic sentiment based on Probabilistic Latent Semantic Indexing (PLSI).

However, the statistic orientation method only identifies high-frequent nouns and
noun phrases as product features, and neglects low-frequent terms and phrases in other
parts-of-speech (e.g. verbs). Moreover, a product feature and the corresponding opinion
are not always close to each other and the opinion identified may not be the one holding
toward the feature, due to missing punctuation mark or an implicit feature not showing
in the text, thus this method is somewhat heuristic.

The semantic orientation method explores linguistic knowledge, such as language
pattern, syntactic relationship and sentiment lexicon, to identify appraisal expressions
in online reviews. For example, Popescu and Etzioni (2005) extracted nouns and noun
phrases as product features at first, and then utilized 10 extraction rules to identify
opinions based on the syntactic dependencies. Wilson, etc. (2005) developed an
Opinion Finder system to identify opinion and its targeted feature based on
hand-crafted sentiment lexicon. Zhuang, Jing and Zhu (2006) manually selected fea-
tures and opinions in movie reviews from WordNet, and used dependency grammar
graph to detect appraisal expressions. Bloom, Garg and Argamon (2007) extracted
adjectival opinions based on a hand-built lexicon, and identified their corresponding
features according to the predefined 31 syntactic rules. Yao, etc. (2008) manually
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created 278 product features and took an opinion as a chunk of information consisting
of three slots < subject, attribute, value >. Miao, Li and Zeng (2010) took the
high-frequent Nouns as product features and the high-frequent Adjectives, Adverbs and
Verbs as opinions at first, and then identify appraisal expressions based on manually
pre-defined syntactic rules. Zhao, etc. (2010) applied automatically selected syntactic
paths to detect appraisal expressions, with the help of edit distance based path matching
method. Vu et al. (2011) extracted product features and opinions based on Vietnamese
syntax rules and synonym in VietSentiWordnet dictionary. Qiu et al. (2009, 2011)
proposed a semi-supervised method that began with an initial opinion lexicon con-
sisting of manually selected opinion word seeds, and extracted new sentiment words
based on the relations between opinions and features described in dependency trees.
Somprasertsri and Lalitrojwong (2010) also built a domain knowledge base to save the
information like synonyms of features and sentiments of opinions within a certain
domain. Lee and Bradlow (2011) applied a constrained-logic program to simulta-
neously cluster phrases referring to the same product feature and to discover the
underlying properties of a given product feature.

Compared with the statistic orientation method, syntactic rules contained more
useful linguistic knowledge than the association rules used in the statistic orientation
method, thus the semantic orientation method gets better precision. However, since
these rules are always applied to the text with simpler and regular grammars, the
method is low in recall rate, especially in the scenario of Chinese online reviews with
complex syntax.

Therefore, this paper proposes a semantic lexicon-based method to identify
appraisal expressions in Chinese online reviews by thoroughly analyzing the ways of
expression and the style of language in Chinese.

3 Proposed Approach

3.1 Basic Procedure of the Proposed Approach

The proposed approach follows the trend of the semantic orientation method, but from
a different perspective. Unlike previous methods utilizing language patterns or syn-
tactic rules to identify appraisal expressions, this approach semi-automatically built
semantic lexicons by analyzing the words and their semantic relationships like syn-
onyms in the manually labeled corpus. In this way, the various verbal expressions of
product features are identified correctly, the semantic ambiguity is removed efficiently
and the missing subjects are supplemented by the semantic lexicons. The basic pro-
cedure of the proposed approach is shown in Fig. 1.

Fig. 1. Basic procedure of appraisal expressions identification
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3.2 Step 1: Word Segmentation and POS Tagging

Traditional document pre-processing procedures such as stop word removal, word
segmentation and Part-of-Speech (POS) tagging are invoked to pre-process product
online reviews. This process is to split text into sentences and to produce the
part-of-speech tag for each word (whether the word is a noun, verb, adjective or
adverb). The following shows a sentence with POS tags.

“外观/n时尚/a,/w全/a触摸/v屏/n,/w用/v的/u方便/a。/w” (Fashionable/a appearance/
n,/w all/a touch/v screen/n,/w convenient/a for/u use/v./w).

Each sentence is saved in the review database along with the POS tag information,
and a transaction file is then created to save notional words only including nouns,
verbs, adjectives and adverbs in the sentence.

3.3 Step 2: Labeling Product Features and Opinions

Product features are the words and phrases describing the components, the functions
and the properties of a given product (Ding, Liu and Yu, 2008). Unlike the previous
researches only take nouns and noun phrases as product feature (e.g. Popescu &
Etzioni, 2005), this paper asserts that product feature not only includes the nouns
representing component, appearance, function or performance of a given product, but
also contains the verbs describing behaviors in the use of the product. For example, in
cellphone reviews, the verb ‘操作(operate)’ is a behavior of using cellphone.

Opinions are the words and phrases used to evaluate subjectively particular product
features. It is believed that sentiment words include not only Adjectives and Adverbs
but also Nouns, Verbs and etc. (Pang and Lee, 2008). Thus this paper takes adjectives,
nouns, verbs or adverbs as opinion words. Therefore, the semantic lexicon containing
product features and opinion words is established to identify appraisal expressions in
the set of notional words. Keep the candidate word if a match is found in the lexicon
and mark it with F (Feature) or O (Opinion).

3.4 Step 3: Refining Product Features and Opinions

1. Reducing Redundancy. In Chinese online reviews, product features have various
verbal expressions, thus this paper proposes four rules to reduce the redundancy of the
feature set.

1. Integrating semantic synonyms. For example, in cellphone reviews, ‘价格(price)’,
‘价值(value)’, and ‘价钱(expense)’ have the same meaning, thus they are integrated
into one feature ‘价格(price)’;

2. Integrating contextual synonyms. For example, in cellphone reviews, ‘存储卡

(storage card)’, ‘扩展卡(expansion card)’ and ‘SD卡(SD card)’ are semantic
homonyms but refer to the same feature ‘记忆卡(memory card)’, thus they are
integrated into one feature ‘记忆卡(memory card)’.

3. Integrating specific features as one general feature. For example, in cellphone
reviews, ‘触屏(touch screen)’, ‘主屏(main screen)’ and ‘电容屏(capacitive screen)’
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all belong to the general feature ‘屏幕(screen)’, thus they are integrated into one
feature ‘屏幕(screen)’.

4. Integrating function features and their corresponding behaviors as one feature. For
example, in cellphone reviews, ‘播放(broadcast)’ is the behavior of ‘音响(loud-
speaker)’, thus they are integrated into one feature ‘音响(loudspeaker)’.

2. Removing Ambiguity. Some components or functions of a given product may share
the same attribute, such as each part of a cellphone has the ‘质量(quality)’ attribute.
These common attributes usually appear in a sentence without the specific determiner
to describe their hosts, thus cause semantic ambiguity. For instance, if a review only
states ‘质量好(quality is good)’ may lead to a question: which quality is it? Therefore,
in order to remove semantic ambiguity in Chinese online reviews, this paper presents a
matching rule based on the co-occurrence of the attribute and its determiner.

In the field of information retrieval (IR), mutual information (MI) is commonly-
used to compute the co-occurrence of two words. However, this algorithm ignores the
implicit relationships between the two words. Therefore, this paper introduces the
variant of the expected mutual information from the research of Lau et al. (2009a,
2009b), the balanced mutual information (BMI), to calculate the co-occurrence of word
Wi and word Wj, which considers both words’ presence and absence as the evidence of
an implicit association. Furthermore, a windowing process is conducted to filter noisy
terms, for the attribute and its determiner is usually near each other, and the closer word
Wi and word Wj is, the stronger relationships they have.

BMI wi;wj
� � ¼

b� Prðwi;wjÞ � log2
Prðwi;wjÞ

PrðwiÞPrðwjÞ
� �

þ Prð:wi;:wjÞ � log2
Prð:wi;:wjÞ

Prð:wiÞprð:wjÞ
� �� �

� ð1� bÞ�

Prð:wi;wjÞ � log2
Prðwi;:wjÞ

PrðwiÞPrð:wjÞ
� �

þ Prð:wi;wjÞ � log2
Prð:wi;wjÞ

Prð:wiÞprðwjÞ
� �� �

ð1Þ

A virtual window of r words is moved from left to right one word at a time until the
end of each document. According to previous researches (Lau et al., 2009a, 2009b), a
text window of 5 to 10 terms is effective. Due to the long and colloquial expressions in
Chinese product reviews, we take 8 terms as the size of the text window ðr ¼ 8Þ. In
Eq. (1), (PrðwiÞ ðPrðwiÞÞ ¼ Nðrwi Þ

NðrÞ , where N rwið Þ is the number of windows containing

the word Wi and NðrÞ is the total number of windows obtained from a document)
denotes the probability that word wi appears in the text window. Similarly, Prð:wiÞ
denotes the probability that word Wi doesn’t appear in the text window. Pr wi; wj

� �

ðPrðwiwjÞ ¼ Nðrwi ;wj Þ
NðrÞ , where N rwi;wj

� �
is the number of windows containing both Wi

word and Wj word) denotes the joint probability that both words are present in the text
window. Similarly, Pr :wi;wj

� �
denotes the joint probability that both words are absent

in the text window, and Pr :wi;wj
� �

or Pr wi;:wj
� �

denotes the joint probability that
only one of them appears in the text window. The parameter b 2 ½0:5; 0:7� was used to
adjust the relative weight of positive and negative evidence respectively. After computing
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the co-occurrence of word Wi and word Wj, a linear normalization ðassnormal ¼
ass�assmin

assmax�assmin
2 ½0; 1�Þ is carried out to maintain all values in the interval of 0 and 1.

3. Solving Word Deficiency. In Chinese online reviews, the subjects are sometimes
missing but implied in the context. These missing subjects are regarded as implicit
features of the product (Ding, Hu and Yu, 2008). For example, a review states ‘有点重

(a little heavy)’, the missing subject ‘重量(weight)’ is implicitly indicated by ‘重
(heavy)’. This paper identifies and supplements the implicit features with the help of
the contexts. There are two kinds of opinions words. The ones with clear and definite
meanings are regarded as feature indicator (Ding, Hu and Yu, 2008), which are used to
evaluate only a finite number of product features, such as ‘便宜(cheap)’ indicates ‘价
格(price)’ and ‘重(heavy)’ indicates ‘重量(weight)’. While the others with general
meaning are regarded as general opinion, which are used to appraise all features, such
as ‘好(good)’ and ‘差(bad)’. Based on these kinds of opinion words, the word defi-
ciency will be solved by matching the implicit features with the indicators and the
general opinions with the closest feature in the same clause.

3.5 Step 4: Mapping Product Features to Review Features

In order to summarize all customer reviews of a product, product features are further
gathered and mapped to review features, which are the high-profile features being
mentioned a lot in online reviews. The mapping rules between product features and
review features are determined by their semantic relations. Three semantic relations are
analyzed in this paper, attribute-to-host, part-to-whole and event-to-role.

1. Attribute feature is mapped to its corresponding host feature. For example, in
cellphone reviews, ‘颜色(color)’, ‘分辨率(resolution)’ and ‘亮度(brightness)’ are
attributes of ‘屏幕(screen)’, and the comments on these attributes are equal to the
comments on screen, thus these features are all mapped to ‘屏幕(screen)’.

2. Component feature is mapped to its corresponding whole feature. For example, in
cellphone reviews, ‘耳机(earphone)’, ‘记忆卡(memory card)’ and ‘数据线(data
line)’ all belong to ‘配件(accessory)’ (they are the accessories of cellphone), and the
comments on these components are equal to the comments on accessory, thus these
features are mapped to ‘配件(accessory)’.

3. Some feature representing user’s perception of using product is mapped to its
corresponding behavior feature. For example, in cellphone reviews, ‘实用性(util-
ity)’ and ‘操作性(operability)’ are both the perceptions of operating cellphone, thus
they are mapped to ‘操作(operate)’.

3.6 Step 5: Identifying Appraisal Expressions

After labeling product features and opinions in step 2, four types of appraisal
expressions are recognized as follows.

FO/OF represents a single product feature and a single opinion word. For example,
the appraisal expression of “屏幕/F大/O” is < screen/F, big/O >.
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FFO represents a group of multiple product features and a single opinion word.
There are two kinds of relation among these product features. (1) Father-child relation.
The meaning of a Father-child phrase is conveyed by the child feature, such as “手机/F
操作/F方便/O (cellphone/F operates/F conveniently/O)”, where ‘operates’ is a behavior
of using cellphone, so the appraisal expression is < operates/F, conveniently/O >.
(2) Coordinating relation. For example, “外观/F和操作系统/F都不错/O (appearance/F
and operating system/F are good/O)”, where the preposition ‘and’ indicates a coordi-
nating relation between ‘appearance’ and ‘operating system’, so the appraisal expression
are < appearance/F, good/O > and < operating system/F, good/O >.

FOO represents a group of multiple opinion words and a single product feature, and
each opinion word can be regarded as the evaluation of the product feature. For
example, “屏幕/F大/O而清晰/O (the screen/F is big/O and clear/O)”, where ‘big’ and
‘clear’ are both appraising ‘screen’, so the appraisal expressions are < screen/F,
big/O > and < screen/F, clear/O >.

FFOFOO represents a combination of FFO pattern and FOO pattern, so we take the
longest sequence starting with ‘F’ and ending with ‘O’, and divide the sequence into
several FFO and FOO.

4 Experiment and Application

4.1 Corpus

The experiment is designed based on cellphone’s online reviews, in order to test and
verify the effectiveness of the proposed approach. The corpus is obtained from the most
popular E-commerce website in China, Taobao.com, in which 1000 pieces of reviews
are taken as training corpus for lexicon establishing, and the other 1000 pieces of
reviews are taken as the testing corpus.

In this experiment, a natural language processing tool, ICTCLAS (Chinese Lexical
Analysis System researched by Institute of Computing Technology, Chinese Academy
of Sciences) is employed for word segmentation and POS tagging of each review. And
we replace all the punctuation mark with the comma.

Two researchers manually identify and label the product features, opinion words
and appraisal expressions in training corpus. In order to reduce the subjectivity devi-
ations in the labeling process, 20 pieces of corpus are selected randomly and the value
of statistic Kappa are computed to test the consistency of labeling results. The Kappa
value is 0.72, higher than 0.7, demonstrating an acceptably stable result. The labeling
result is shown in Table 1.

Table 1 demonstrates that about 96.3 % of online reviews contain appraisal
expressions, indicating that appraisal expressions are the key component of online
reviews. Besides that, the amount of opinion words is bigger than that of appraisal
expressions, indicating the existence of implicit features, which are the product features
(subjects) missing in reviews. And the amount of product features is much bigger than
that of opinion words, indicating that the type FFO (multiple product features with a
single opinion word in one sentence) is much more popular than other types of
appraisal expressions. Furthermore, the average numbers of product features, opinion
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words and appraisal expressions are more than 2 in each sentence, illustrating that the
training corpus contains relatively rich information and is suitable for establishing
semantic lexicons.

After labeling, the repeated product features and opinions words have to be deleted
to build lexicons and the final result of features and opinions are shown in Table 2.

Table 2 demonstrates that over 95 % of product features and opinion words repeat
in all online reviews, indicating that users prefer using regular words in their reviews of
a particular product, thus the number of product features and opinion words are limited
and the lexicons established upon these reviews are useful in appraisal expressions
identification.

4.2 Evaluation

In this paper, recall rate (R), precision rate (P) and F-score (F) are employed to measure
the performance of the proposed approach: P = |A\B|/|A|; R = |A\B|/|B|; F = 2*P*R/
(P + R), Where A denotes the set of appraisal expressions being identified by the
algorithm, and B denotes the set of appraisal expressions being labeled by hand.

4.3 Comparative Experiment

A comparative experiment is conducted based on the cellphone online reviews in
Chinese and among the approach proposed in this paper and two baselines including a
statistic orientation method and a semantic orientation method.

Table 1. Labeling result of training corpus

Item Result

Amount of reviews 1000
Amount of reviews that contain FOP 963
Amount of FOP 2009
Amount of features 2991
Amount of opinions 2308
FOP/sentence 2.0
Feature/sentence 3.0
Opinion/sentence 2.3

Table 2. Result of features and opinions

Item Result

Amount of features (non-repeated) 242
Amount of opinions (non-repeated) 221
Amount of features appearing more than twice 235
Amount of opinions appearing more than twice 213
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Baseline 1: method based on Association Rules and Nearest Principle (Hu and Liu,
2004b): at first, Association Rules are applied to identify the frequent items in the set of
nouns and noun phrases as product features. Then for each feature, extract the adjec-
tives closest to the feature as opinion words. At last, use the identified opinion words to
find and extract the low-frequent features.

Baseline 2: method based on syntactic rules (Popescu and Etzioni, 2005): firstly, extract
high-frequent nouns and noun phrases as product features. Then 10 extraction rules are
used to find the heads of potential opinion phrases, and each head word together with
its modifier is returned as a potential opinion phrase. At last, calculate the sentiment
orientation of each candidate opinion based on HowNet, and these with distinct polarity
are determined as opinion words.

Table 3 lists the comparative performances between our semantic approach and the
two baselines, which shows that an obvious improvement in obtaining a more accurate
result is achieved by our approach.

Table 3 demonstrates that the performance of the first baseline is the lowest in all
three measurements. That’s because the procedure of obtaining features and opinions is
empirical and random, without any deep syntactic or semantic analysis. In contrast, the
two semantic orientation methods (the second baseline and our approach) perform
better, indicating that extracting deep syntactic and semantic relationships between
features and opinions are more useful than simply considering the frequency and the
location of them.

In addition, our approach outperforms the second baseline, especially in the recall
rate, due to the following three reasons: (1) only high-frequent product features are
extracted by the second baseline, omitting features with low-frequency; (2) these fre-
quent nouns and nouns phrases may include non-product features like ‘配送速度

(delivery speed)’; (3) the syntactic rules are not suitable for review mining in Chinese,
for Chinese online reviews are short, vaguely semantic and lack of syntactic
standardizations.

4.4 Application

Moreover, the proposed approach is further applied to a comparative evaluation of two
popular cellphones on Taobao.com, iPhone 5S and Nokia 1050. 100 pieces of online
reviews are selected respectively and the sentiment polarity of each appraisal expres-
sion is determined manually. The comparative evaluation of the two cellphones is
shown in Fig. 2.

Table 3. Comparison on the performances of proposed approach and two baselines

Methods Precision Rate (%) Recall Rate (%) F-score (%)

Baseline 1 67.45 69.63 68.52
Baseline 2 79.18 73.24 76.09
The proposed method 79.44 87.62 83.33
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Figure 2 illustrates the following conclusions: (1) iPhone 5S gets remarkably more
positive comments on phone, screen, camera and appearance than those of Nokia 1050,
thus gains more favor from younger people. This conclusion consists with the fact that
iPhone 5S is an entertaining mobile. (2) Nokia 1050 gets remarkably more positive
comments on price, battery and operating than those of iPhone 5S. This conclusion
consists with the fact that Nokia 1050 is a practical cellphone and more suitable for
aged population compared to iPhone 5S.

5 Conclusions

In the perspective of the ways of expression and the style of language in Chinese, this
paper presents an approach based on semantic lexicon to extract appraisal expressions
in Chinese online reviews. The proposed approach overcomes the difficulties in mining
short, vaguely semantic and complicated syntactic Chinese online reviews, by estab-
lishing semantic lexicons to identify the various verbal expressions of product features,
remove the semantic ambiguity and supplement the missing subjects. A comparative
experiment based on cellphone online reviews in Chinese is conducted in the research,
and the result illustrates that the proposed approach outperforms the two baselines
including a statistic orientation method and a semantic orientation method. Moreover,
the method is applied to a comparative evaluation between two cellphones, indicating
that opinion mining will help customers as well as manufacturers to know the strengths
and weaknesses of products without manually going through reviews.

Further research will be conducted in the following aspects: (1) study the knowl-
edge structure in online reviews and explore the deeper semantic relations among
features and opinions with the help of ontology; (2) classify the sentiment polarity of
the identified appraisal expressions automatically; (3) integrate opinion mining with
statistic method to analyze consumers’ needs.

Acknowledgments. This work is partially supported by the Natural Science Foundation of
China [70971099, 71371144], the Fundamental Research Funds for the Central Universities
[1200219198], and Shanghai Philosophy and Social Science Planning Projects [2013BGL004].

Fig. 2. Comparative evaluations of the two cellphones

216 P. Yin et al.



References

Chen, Y., Xie, J.: Online consumer review: word-of-mouth as a new element of marketing
communication mix. Manage. Sci. 54(3), 477–491 (2008)

Zhang, Z., Ye, Q., Law, R., Li, Y.: The impact of e-word-of-mouth on the online popularity of
restaurants: a comparison of consumer reviews and editor reviews. Int. J. Hospitality Manage.
28, 180–182 (2009)

Lau, R., Li, C., Liao, S.: Social Analytics: Learning Fuzzy Product Ontologies for
Aspect-Oriented Sentiment Analysis. Decision Support Systems (2014)

Zhuang, L., Jing, F., Zhu, X.: Movie review mining and summarization. In: Proceedings of the
15th ACM International Conference on Information and Knowledge Management, Arlington,
VA, USA, pp. 43–50 (2006)

Shi, B, Chang, K.: Mining chinese reviews. In: Proceedings of Sixth IEEE International
Conference on Data Mining, Hong Kong, China, pp. 585–589 (2006)

Hu, M., Liu, B.: Mining and summarizing customer reviews. In: Proceedings of the 10th
ACM SIGKDD, Seattle, WA, USA, pp. 168–177 (2004b)

Scaffidi, C., Bierhoff, K., Chang, E., Felker, M., Ng, H., Jin, C.: Red Opal: product-feature
scoring from reviews. In: Proceedings of the 8th ACM Conference on Electronic Commerce.
San Diego, California, USA, pp.182–191 (2007)

Su, Q., Xu, X., Guo, H., Guo, Z., Wu, X., Zhang, X., Swen, B.: Hidden sentiment association in
chinese web opinion mining. In: Proceedings of the 17th International Conference on World
Wide Web, Beijing, China, pp. 959–968 (2008)

Zhang, S., Jia, W., Xia, Y., Meng, Y., Yu, H.: Extracting product features and sentiments from
chinese customer reviews. In: Proceedings of the 7th LREC, pp. 1142–1145 (2010)

Titov, I., McDonald, R.: A joint model of text and aspect ratings for sentiment summarization. In:
Proceedings of ACL-HLT, Columbus, Ohio, USA, pp. 308–316 (2008)

Lin, C.H., He, Y.L.: Joint sentiment/topic model for sentiment analysis. In: Proceedings of the
18th ACM Conference on Information and Knowledge Management, Hongkong, China,
pp. 375–384 (2009)

Jiang, Y., Meng, W.Y., Yu, C.: Topic sentiment change analysis. In: Proceedings of the 7th
International Conference on Machine Learning and Data Mining in Pattern Recognition. New
York, USA, pp. 443–457 (2011)

Popescu, A.M., Etzioni, O.: Extracting product features and opinions from reviews. In:
Proceedings of HLT/EMNLP, Vancouver, Canada, pp. 339–346 (2005)

Wilson, T., Hoffmann, P., Somasundaran, S., Kessler, J.: Opinion Finder: a system for
subjectivity analysis. In: Proceedings of HLT/EMNLP, Vancouver, Canada, pp. 347–354
(2005)

Bloom, K., Garg, N., Argamon, S.: Extracting appraisal expressions. In: Proceedings of
HLT-NAACL 2007, Rochester, NY, USA, pp. 308–315 (2007)

Yao, T., Cheng, X., Xu, F.: literature reviews on text opinion mining. Chin. Inf. J. 3, 71–80
(2008)

Zhao, Y., Qin, B., Che, W.X., Liu, T.: Appraisal expression recognition with syntactic path for
sentence sentiment classification. Int. J. Comput. Process. Orient. Lang. 23(1), 21–37 (2010a)

Miao, Q., Li, Q., Zeng, D.: Fine-grained opinion mining by integrating multiple review sources.
J. Am. Soc. Inf. Sci. Technol. 61(11), 2288–2299 (2010)

Zhao, Y., Qin, B., Che, W., Liu, T.: Appraisal expression recognition with syntactic path for
sentence sentiment classification. Int. J. Comput. Process. Orient. Lang. 23(1), 21–37 (2010b)

Vu, T.T., Pham, H.T., Luu, C.T., Ha, Q.T.: A feature-based opinion mining model on product
reviews in vietnamese. Stud. Comput. Intell. 381, 23–33 (2011)

Identifying Appraisal Expressions of Online Reviews in Chinese 217



Qiu, G., Liu, B., Bu, J., Chen, C.: Expanding domain sentiment lexicon through double
propagation. In: Proceedings of the 21st International Joint Conference on Artificial
Intelligence. Pasadena, California, pp. 1199–1204 (2009)

Qiu, G., Liu, B., Bu, J., Chen, C.: Opinion word expansion and target extraction through double
propagation. Comput. Linguist. 37(1), 9–27 (2011)

Somprasertsri, G., Lalitrojwong, P.: Mining feature-opinion in online customer reviews for
opinion summarization. J. Univers. Comput. Sci. 16(6), 938–955 (2010)

Lee, Y.T., Bradlow, T.E.: Automated marketing research using online customer reviews. J. Mark.
Res. 48(5), 881–894 (2011)

Lau, R.Y.K., Song, D., Li, Y., Cheung, C.H., Hao, J.X.: Towards a fuzzy domain ontology
extraction method for adaptive e-Learning. IEEE Trans. Knowl. Data Eng. 21(6), 800–813
(2009)

Lau, R.Y.K., Lai, C.C.L., Ma, J., Li, Y.F.: Automatic domain ontology extraction for
context-sensitive opinion mining. In: Proceedings of International Conference on Information
Systems. Phoenix, Arizona, pp. 60–79 (2009b)

Ding, X., Liu, B., Yu, P.: A holistic lexicon-based approach to opinion mining. In: Proceedings
of the International Conference on Web Search and Web Data Mining, pp. 231–239 (2008)

Dong, Z., Dong, Q.: HowNet and the computation of meaning. World Scientific Publishing Co.
Pte.Ltd, Singapore (2006)

218 P. Yin et al.



Electronic, Mobile
and Ubiquitous Commerce



.



The Impact of Usability on Patient Safety
in Long-Term Care

Fuad Abujarad1(✉), Sarah J. Swierenga2, Toni A. Dennis3, and Lori A. Post1

1 Yale School of Medicine, New Haven, CT, USA
{fuad.abujarad,lori.post}@yale.edu

2 Usability/Accessibility Research and Consulting Michigan State University,
East Lansing, MI, USA
sswieren@msu.edu

3 Department of Licensing and Regulatory Affairs, State of Michigan, Lansing, MI, USA
dennist@michigan.gov

Abstract. Our best practice approach to pre-employment Real-Time Screening
(RTS) demonstrates how health information technology positively impacts
organizational communication practices, which is essential for effective public
health management. Using user-centered design methodologies has improved the
effectiveness of the background check system in a complex organizational envi‐
ronment under challenging time constraints. Using cutting edge technology and
a user-focused design process the research team has developed a system that
allows users to seamlessly move highly-sensitive, complex information swiftly,
efficiently and securely.

Keywords: Criminal background checks · Real-time screening · Long-term care
health information technology · Usability · User-centered design · Patient safety

1 Introduction

Population growth in the U.S. is slowing and the population is aging and becoming more
diverse. According to U.S. Census projections, the population aged 65 years and older will
increase by 55 % from 2015 to 2030 and by 2050 will comprise 20 % of the population [1].
The group most likely to need long-term care–people over age 85–is estimated to grow from
5.3 million in 2006 to nearly 21 million by 2050. The methods of providing services to this
aging population have evolved over the past two decades to deinstitutionalize care for the
elderly and people with disabilities, and includes more options for home and community
based services. The U.S. Bureau of Labor Statistics reports that the fastest growing occu‐
pations include personal care workers and home health aides, and the need is projected to
increase by 50 % by 2025 [2]. Additionally, elderly and disabled persons in long-term care
(LTC) settings are vulnerable to abuse, neglect, and exploitation necessitating special
protective measures by criminal justice, social services, and healthcare agencies [3, 4]. In
2006, 28.6 % of Michigan households with a family member in LTC reported that person
having experienced one or more forms of abuse including physical, caretaking, verbal,
emotional, neglect, sexual and material exploitation [3, 5, 6].
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Pre-employment background screening of workers plays a significant role in main‐
taining a safe and stable healthcare system [7, 8]. Recently, local and national legislation
has reflected these themes and demanded a broader and stronger pre-employment
noncriminal background checks (Sect. 6201 of the U.S. Patient Protection and Afford‐
able Care Act Pub. L. 111–148, 124 Stat. 119–124, Stat. 1025, enacted March 23, 2010;
Michigan Compiled Laws §§ 330.1134a, 333.20173a, and 400.734b). More specifically,
the legislation highlights the importance of performing noncriminal background checks
on applicants who have direct contact with vulnerable populations.

Fingerprint-based background checks are the most accurate method of linking crim‐
inal history records to an individual. While turnaround time for performing a compre‐
hensive employment fingerprint-based background checks has decreased dramatically
from several weeks to a few days in most cases, often employers face critical staffing
shortages that require immediate action. The decreasing number of workers available
and the increase in the number of people requiring services creates pressure on
employers to meet the demand. While waiting on the fingerprint results and the final
employability determination, Michigan employers can conditionally hire workers for
period of 60 days if they pass an online registry checks, which can be completed in a
matter of minutes. Given that these healthcare workers would then be taking care of
vulnerable adults until the fingerprint results come back, it is crucial that the registry
checking process be straightforward, intuitive, and easy to use to help ensure patient
safety. Real-time screening, designed with significant involvement of the providers
conducting the background checks, would enhance this process by providing the
employers with convenient, automated, and centralized access to a comprehensive set
of online background registries.

2 Program Background

Currently, most states require pre-employment background checks for workers who
have direct access to residents in nursing homes or who provide services to beneficiaries
of federal funding in long-term care. Section 307 of the United States Medicare Prescrip‐
tion Drug, Improvement, and Modernization Act (MMA) of 2003 (PL 108–173) directed
the Secretary of Health and Human Services to establish a program to identify efficient,
effective and economical procedures to conduct background checks on prospective
employees of long-term care facilities and providers of services in recipients’ homes.

Michigan was one of seven states that received funding in 2004 from the U.S.
Department of Health and Human Services, through the Centers for Medicare &
Medicaid Services (CMS), to design and implement an economical, effective and effi‐
cient program of background checks for direct care workers. The Michigan Workforce
Background Check (MWBC) system was developed based on the CMS requirements.
Using the $5.1 million grant award from CMS, Michigan implemented a statewide
training program to prevent abuse and neglect and a statewide background check
program that expanded the existing background check requirements by adding more
facility types, collecting digital fingerprints for all prospective employees, requesting a
state and federal criminal history check, and creating a process for notifying the
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employer in the case of a subsequent arrest or conviction. The MWBC system launched
in 2006 and has remained active since the pilot phase with support from the Michigan
Department of Licensing and Regulatory Affairs in collaboration with Michigan State
University and Yale University. The State continues to provide funding for the MWBC
program. Additionally, Michigan was awarded $1.5 million from CMS under the Patient
Protection and Affordable Care Act (P.L. 111–148) Title IV Subtitle C, Sec. 6201, in
May 2013 to enhance the MWBC system to address issues related to adding personal
care workers, piloting a FBI rap back, designing a national Nurse Aide Abuse registry,
and delivering electronic criminal history records.

3 Michigan Workforce Background Check (MWBC) System
Overview

The MWBC system is designed to improve the process of conducting background checks
by reducing unnecessary costs (waste) and increasing efficiency, while maintaining easy
to use and user-friendly interface. MWBC centralizes the fragmented screening process
for prospective employees in long-term care facilities into a single web-based system.
This system integrates abuse and neglect registries, the Office of Inspector General’s
Medicare/Medicaid exclusion database and state criminal records archives, while
providing secure communication with the fingerprint vendor, the Michigan State Police
(MSP), the Department of Licensing and Regulatory Affairs (LARA) analysts, and the
Department of Human Services (DHS) analysts. (See Fig. 1.) In the initial design of the
MWBC system and subsequently when incorporating new functionality, our research
team utilized systems engineering, humans factors methods, and user experience meth‐
odologies to guide the implementation. Specifically, we conducted multiple focus
groups, heuristic user interface reviews, usability testing sessions with the long-term
care providers and State analysts, in addition to accessibility compliance inspections to
provide valuable input into the design and development process, which was critical for
deploying an efficient, effective, and usable system [9–11].

The Real-Time Screening (RTS) process includes name-based searches in relevant
databases, which contain information that may disqualify a candidate from health care
employment according to federal regulations or local policy, such as the Michigan Public
Sex Offenders Registry (PSOR) and the Michigan Nurse Aide Registry (NAR) abuse
list. Checking applicant names allows for quick and initial assessment that identifies
persons with potential disqualifying convictions in Michigan. Such immediate response
gives employers timely information that may result in discontinuing the hiring process
for that applicant. Provided the applicant successfully completes the initial assessment,
the employer then initiates the more comprehensive fingerprint-based state and federal
(FBI) criminal history checks.

The MWBC system provides a single data entry point for Michigan employers to
check registries for potentially disqualifying information, request fingerprinting
appointments for a state and federal fingerprint-based check of criminal history records,
automatically import results of federal and state fingerprint checks, and download and
print system-generated employment authorization letters from the regulatory agencies.
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Since April 1, 2006, long-term care healthcare employers have used the MWBC system
to screen 949,117 candidates. Of these, 12,236 were immediately screened out due to
criminal convictions involving abuse, illegal delivery and manufacture of controlled
substances, criminal sexual conduct, health care fraud and numerous types of felony
offenses from conditional employment in nursing homes, home health care and other
long term care facilities.

4 Real-Time Screening Process (RTS)

A key feature of the MWBC system is the real-time screening process that combines
data streams from various databases and online registries in an easy-to-use dashboard
decision process (see Fig. 2). The background check begins with entering the applicant’s
demographic data. This is usually done by a human resources specialist or administrator
designated by the employer, who records the applicant’s Social Security Number and
date of birth (having already receiving applicant’s written consent to conduct the back‐
ground check for employment). The MWBC system immediately alerts the provider that
the applicant is ineligible to work when there is a disqualifying record already in the
system from a previous request, which saves the employer time and resources. If the
applicant is not “flagged” by the system as unfit for employment in long term care, the
provider completes a demographic form that collects all the information necessary for
the various registry checks. Having several online registries, which require different
search criteria, integrated into a single system where the demographic information is

Fig. 1. MWBC system overview
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passed to an internal search form that is customized for each data source eliminates
redundant data entry and reduces data entry errors associated with checking each registry
separately manually.

Fig. 2. A high-level flowchart representing the registry check process

Employers then check the results on each of the registries to look for possible matches
(see Fig. 3). The registries include the US Office of Inspectors General’s (OIG) HHS
Medicare/Medicaid Exclusion List, Michigan Sanctioned Provider List, Michigan
Nurse Aide Registry (NAR), Offender Tracking Information System (OTIS), and the
Michigan Public Sex Offender Registry (PSOR). The results of those queries can collec‐
tively be used to make an informed initial hiring decision. The MWBC passes the
required parameters to the registry being searched. The number and the type of param‐
eters depend on the registry search engine requirements. As each registry is being
checked, the system records the date and time. If an applicant match is found, the system
will display and store the appropriate information for that registry. At this point, the
employer reviews the results and determines whether to end the search. Otherwise, the
employer proceeds until all registries have been checked.

The results of the registry queries can collectively be used to make an informed initial
hiring decision. The employer may decide to conditionally hire the applicant, wait for
the results of the background check, or withdraw the applicant from the hiring process.
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This simple “red light, green light” approach is intuitive for employers, many of whom
have limited technology skills. The no-cost registries are placed at the top of the list and
the fee-based registries are placed at the bottom of the list. Similarly, the registries that
are easier to analyze and understand are listed at the top.

After successfully passing the registry checks, applicants must submit fingerprints (a
set of ten rolled live scan images) for a State and FBI records search. When the responses
are received, an electronic notification of a “hit” or “no hit” is sent to the background
check system. If no record is found, the MWBC generates a letter notifying the employer
that is sent by email, letting him or her know that results are available for review and that
a final hiring decision is needed. The employer then indicates whether the applicant was
hired or withdrew from the hiring process. If a criminal history record is found, a “hit”
notice is sent to the system and the applicant record status indicates that the case is
pending analysis. The Department of State Police sends a hard copy of the criminal
history record to the requesting department, where an analyst reviews the record and
makes an employability determination. At that point, the process mirrors the “no hit”
process. An applicant or employee has the right to appeal the decision of the department.

Once a record is established in the system, a compliance officer can track and monitor
the records through rap back system alerts, creating a means of communicating the
results of a search of those records immediately to the State background check unit and
to the employer(s). Taken together, the real-time screening process, the fingerprint-based

Fig. 3. MWBC registry checks screen from the system
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criminal history checking process, and the continuous monitoring after employment
through the rap back, which provides employers with updated information that allows
for informed hiring and employment decisions.

5 User Experience Approach to Redesign

During the redesign of the Michigan Workforce Background Check (MWBC) system
the team adopted a user-centered design approach, gathering user experience feedback
throughout the iterative development process. Usability experts conducted in-depth
interviews with a few experienced users responsible for conducting background checks
at provider agencies on a regular basis. They discussed what was working well and where
improvements would increase the efficiency of the process. Participants expressed the
for a quick preliminary check based on Social Security Number and date of birth to find
out if the applicant is currently ineligible to work in long-term care before filling out the
full demographic form. They also wanted a quick way to access the registries without
creating a new record, e.g. the OIG needs to be checked every month.

The usability researcher also used a structured walkthrough approach of the concept
user interface design prototype. The recommendations resulting from the interviews
were incorporated into user interface requirements for the redesign, as well as a user
interface specification document. For example, these subject matter experts recom‐
mended that the applicant profile page include all actionable information, demographic
information, and documentation related to their employment status at the facility.

After the development team implemented the redesign, the State analysts were
encouraged to test out various use scenarios and their feedback was folded into the
redesign in an iterative fashion. Usability experts also conducted an accessibility inspec‐
tion of the new functionality; ensuring its compliance with Web Content Accessibility
Guidelines, level AA. Finally, before releasing the redesigned system into production,
a formal usability evaluation was performed with representative users from provider
agencies who conducted pre-employment background checks.

5.1 Usability Evaluation Strategy and Methods

The goal of the usability research was to identify usability issues with the MWBC system
before the redesigned web application was released to 7,000 long-term healthcare
providers in Michigan. Usability, as defined by the International Standards Organization
(ISO), refers to how easily a specific task can be accomplished with a specific tool in a
specific context of use. The ISO defines effectiveness as “accuracy and completeness
with which users achieve specified goals,” efficiency as “resources expended in relation
to the accuracy and completeness with which users achieve goals,” and satisfaction as
“freedom from discomfort, and positive attitudes towards the use of the product [12].”

The evaluation was designed to address the following questions:

• What do users like and dislike about the flow of the MWBC user interface, e.g.,
navigation, organization of task flows, and grouping of content?

• Which aspects of the user interface are hard to understand?
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• What are user expectations regarding where the information should be found in the
menus and on the site?

• Which aspects of the process need to be enhanced?

5.2 Procedure

Each one-on-one usability session lasted approximately one hour and included several
components:

• Overview and consent: A description of the study and the order of activities were
read to participants. Each participant was asked to sign the consent form before
participating in the study.

• Demographic questionnaire: A questionnaire was administered to gather back‐
ground information on participants’ age, education level, computing platform,
Internet use, and experience with the MWBC system.

• Task scenarios and ratings: Participants were given six representative tasks, such as
creating new applications, determining employment eligibility for applications with and
without hits, and managing the account. Participants were asked to think aloud and
describe any confusion while performing tasks to aid researchers in identifying areas
of difficulty, as well as patterns and types of participant errors. Participants were also
asked to rate the difficulty of each task before beginning the following task.

• Post-study questionnaire: At the conclusion of a session, each participant completed
a post-study questionnaire to assess their experience.

• Post-study debriefing: Participants were debriefed at the end of the session and
given a hard copy of the usability-evaluation information.

Usability was evaluated in terms of its three constituent components: effectiveness,
efficiency, and satisfaction (defined previously). Effectiveness was measured as the
percentage of tasks completed successfully. Efficiency was measured as the average
time to perform a task and assessed based on issues observed during performance of the
tasks. Satisfaction was measured by user satisfaction ratings (i.e., from post-task and
post-study questionnaires) written feedback on the questionnaires, and verbal comments
from each session. While effectiveness and efficiency measures were quantitative, satis‐
faction was measured qualitatively.

5.3 Participant Profile

Research literature suggests that at a minimum 4–5 users from each group are needed for
conducting a valid usability test [13–15]. It has been shown, for example, that using five
people (from one type of group) for a usability test will uncover approximately 85 % of a
website’s usability issues. However, more recent literature suggests that 10–12 partici‐
pants are generally more appropriate for studies related to problem discovery [16–18].

The current study included six participants, five females and one male, with varying
levels of experience in conducting background checks. Four participants were in human
resources; one was a background check specialist; and one was a licensee of an adult
foster care facility. All participants worked at long-term care facilities in mid-Michigan,
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including skilled nursing, hospice, adult foster care, assisted living, and psychiatric
facilities. All participants conducted applicant background checks as part of their job
responsibilities: Three conducted background checks every day, two participants did
them 1–2 times or less per week, while one rarely performed them.

5.4 Usability Results

Overall, the users were successful in completing the tasks and they had a favorable
impression of the MWBC system. They had little difficulty understanding how to
perform registry checks, locate existing records in the system, updating hiring decisions
for employees or applicants that did not work at the facility anymore. However, they
had some difficulty making the correct eligibility determination when there was a non-
disqualifying hit in a registry, tending to incorrectly mark the findings as non-disquali‐
fying and then continuing with the next registry check. As a result, some applicants
would have been sent for fingerprints when they might have been excluded based on the
registry findings alone. After attempting all of the task scenarios, participants were asked
to use the System Usability Scale (SUS) to rate their experience with the MWBC system.
The SUS, created by John Brooke, is an industry standard used as a quick and reliable
tool for measuring usability that can be used for small sample sizes [19–21]. The SUS
score for the MWBC system was 94.6, which is considered a very high score. Overall,
participant responses were favorable for the redesigned provider user interface, which
has been upgraded to HTML5 coding standards.

Recommendations from the usability evaluation for improving the user experience
included using more on-screen messaging to let users know how to proceed in the system
and what will happen when the system flags an applicant as ineligible, in addition to the
instructions to call their regulatory agency; providing more guidance using on-screen
instructions and/or a link to the Help system to assist providers in interpreting the registry
results correctly; and redesigning the applicant profile page to display all actionable
items near the top of the page. Our user-focused development approach resulted in a
product that is usable, accepted, comprehensive, and efficient.

6 Impact of Pre-Employment Real-Time Screening Process

Our research identified areas for improvement in the existing long-term care workers
hiring process, mainly by automating the name-based background check of relevant
registries to quickly provide a comprehensive view of the worker’s background, and
provide a single and unified interface for employers. Our best practice approach to pre-
employment real-time screening via the Michigan Workforce Background Check
system decreases the risk of conditionally hiring applicants without realizing that they
have a publicly known criminal or abuse history; it helps employers immediately identify
individuals who present a risk to vulnerable citizens, with minimal impact on the
employer’s workflow. Also, pre-employment screening eliminates the ability to circum‐
vent the process through data entry errors, deception, identity theft, and fraud, while
protecting the applicant’s privacy as much as possible.
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For patients and recipients of long term care services, the pre-screening of applicants
online registries and subsequent digital fingerprinting speeds up the hiring process,
which reduces risks and enhances patient safety. Staffing shortages in the long term care
workforce are common, and can place patients in these facilities at higher risk. For
workers, the decreased turnaround time and immediate results of registry checks
increases the opportunity for employment. For employers, the MWBC system reduces
costs by providing a reliable and accurate alternative to the more expensive biometric-
based background checks to conduct the initial screening of potential employees. For
state governments, automating these tasks increases productivity by requiring fewer
resources and allows for real-time reporting.

7 Conclusion

The experience of the MWBC program shows that users are willing to make an initial
investment of time to learn the background check process because they recognize that
decreasing turnaround time for background checks helps to mitigate risk related to
patient safety, since many healthcare workers are conditionally hired. A centralized
automated process that is user-friendly also makes it easier to comply with regulatory
requirements, especially when cost of compliance is an ongoing concern. A deep under‐
standing of the impact of a new system on the diverse group of end users persuaded the
system design team to be flexible in its approach The user-centered design approach
facilitated interfacing with multiple players, bringing disparate entities together. The
resulting RTS system benefits thousands of patients and employers in Michigan, but
could benefit millions of patients, healthcare workers and employers, as well as hundreds
of state government agencies.
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Abstract. Situation-aware information assistance strongly depends on
the quality of available contextual background knowledge for an appli-
cation domain and on its automatic processing. In this paper we present
a conceptual approach towards using cognitive architectures to pro-
vide information assistance and allow complex decision making based
on expert knowledge. We transfer our approach into a technical con-
cept which was finally implemented as part of the Plant@Hand assembly
assistance system within a mobile workshop trolley. The paper gives
insights into our work on formalizing knowledge and providing ad-hoc
mechanisms for planning, assisting and controlling assembly tasks on the
manufacturing shop floor.

1 Introduction

Evaluations show that people with a detailed work plan complete their tasks
faster than without it, even if they did not carry out the planning themselves [6].
This is a key motivation for intelligent systems which assist the worker by creat-
ing work plans autonomously and guide through single tasks aiming to improve
both efficiency and effectiveness of work. Such intelligent systems will help in
manufacturing to ensure a high product quality even when working with insuf-
ficiently qualified personnel. They need to provide the missing knowledge which
is required to fulfill even complex work tasks on the shop floor. Although, man-
ufacturing industries already use powerful data management systems, there is
still a lack of methods and technologies which allow an automated processing
of the lion’s share of domain dependent background knowledge. It is still hid-
den in unstructured information sources (e.g. standards, guidelines) or simply
maintained by experts, thus not available for the average worker.

The paper introduces an abstract model of work related background knowl-
edge. It shows how cognitive architectures are used to bridge the knowledge
gap by modeling, applying, and learning domain dependent context knowledge
in order to provide situation-aware information assistance at the workplace.
Finally, the theoretical approach is implemented in and illustrated with the
mobile Plant@Hand smart assembly trolley, which guides manufacturing work-
ers through their daily work tasks and assists them at the assembly workplace
with detailed situation-dependent task knowledge.

c© Springer International Publishing Switzerland 2015
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2 Related Work

Although, smart factories establish digitalization and automation to streamline
manufacturing processes and quality, there is still the need for manual assem-
bly operations. However, we find there a majority of specialized and single task
solutions focusing on quality assurance and information transfer. Mayer et al.
introduce the usage of intelligent systems to resemble human decision making
and problem solving for complex assembly tasks [10]. They use a cognitive con-
trol unit which ensures the numerical planning of robot behavior backed by a
cognitive architecture. Cognitive architectures can be understood as a mean to
implement intelligent and autonomous behavior in assistance applications. They
have proven capable of supporting even complex problem solving tasks, e.g. for
the mission management for unmanned aircrafts [5].

Our own work contributes to the growing demand of information assistance
for manual work operations in manufacturing which underlies human flexibility
and failures as motivated in [1,3]. In particular, we focus on assistance that can
be generated automatically from existing knowledge sources in order to manage
todays growing complexity and heterogeneity of extremely small lot sizes.

3 Approach

Similar to formal education processes, information assistance can be understood
as an informal way of mediating and learning facts (what), procedures (how) and
concepts (why) required for a specific work task. In [2] we showed how assistance
artifacts - e.g. embodied by an interactive smartwatch - are used to mediate this
work related knowledge depending on a specific assistance goal (e.g. remember,
understand, apply). However, a technological system which is able to operate the
contextual background knowledge in a situation-aware manner was still missing.
In our approach (see Fig. 1) we address this knowledge related gap now on three
levels:

– on conceptual level we establish a relationship between abstract work situ-
ations, assistance goals and required knowledge types along the generalized
information process,

– on information level we map domain dependent context knowledge into formal
information rules which control the collection, filtering, and provision of work
related knowledge in specific work situations, and

– on technical level we use a cognitive architecture to integrate intelligent and
situation-aware information assistance with the already existing information
infrastructure at the workplace.

We will explain each level carefully in the next sections by introducing the main
rationale illustrated with examples from the assembly work domain.
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Fig. 1. Conceptual architecture of situation-aware information assistance on the shop
floor

3.1 Conceptual Level

Task related information assistance aims at providing the required information
needed to understand, carry out, evaluate, or reflect on a specific work task.
This means to establish a continuously information process in parallel to the
work process as described in [2]. Finally, it is an upcoming information demand
during planning, preparing, executing, or evaluating a task which connects work
and information processes. Such a demand arises from work situations in which
provided information does not satisfy the worker’s expectations as well as needs,
or the information given is incomplete and even contradictory. What we require
here is an ad-hoc mechanism to analyze work situations with respect to the
knowledge needed by the worker to carry out tasks without interruptions. We can
achieve this by conceptually connecting the work with the information process.
This requires the modeling:

– of work situations in which knowledge related information demands arise,
– of knowledge, which satisfies the information demand,
– of an information assistance strategy, which connects the required knowledge

with situation dependent assistance objectives to be achieved, and
– of a technical relationship between knowledge and information sources which

finally maintain and provide the required information pieces in form of struc-
tured or unstructured data.

The basis for our further exploration on the conceptual relationship between
work situations, assistance goals and knowledge types will be the worker’s
knowledge-based control of action process [12]. Summarizing this process, a con-
scious perception of information leads to its’ interpretation and cognition based
remembering in order to actively plan own actions. By the observation and eval-
uation of action outcomes a learning sub process is triggered.
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For our approach we basically simplify the control of action into three phases:
action planning, acting, and reflecting. The planning phase includes all cogni-
tive steps to get aware of the current situation and plan own actions accordingly.
During the acting phase the beforehand developed action plan is realized. After-
wards, during the reflecting phase the outcomes of own actions are compared
against expectations which lead to further learning. The worker requires for
each phase specific knowledge in order to plan, execute, and evaluate work tasks
efficiently. In Fig. 2 we propose an information assistance strategy which con-
siders this individual knowledge demand by providing small information pieces
along the workers own control of action respectively work process. The order and
depths of information to be provided to the worker follows an iterative sequence
of assistance goals as described in [2] which consequently addresses the increasing
knowledge demands of the work process.

Fig. 2. Conceptual relationship between assistance process, knowledge types and
process dependent assistance goals

Once a new situation occurs, e.g. a new work task which was scheduled from
the manufacturing execution system shortly before, the information assistance
makes the worker aware of this new task and provides help in remembering
this information. Before executing the new task the worker requires in depths
knowledge to understand what and how to do. We propose here a two-staged
information assistance based on informing first in general and explaining details
on demand. Once the task was understood, information assistance comes into
the role of assisting the task execution, e.g. by monitoring and visualizing task
parameters, showing step-by-step guidance, or similar [1], to ease the application
of provided information. Finally, it is again the information assistance which
provides required information pieces when the work result is controlled. It then
supports the analysis and evaluation as well as creation of new insights and
knowledge.

On conceptual level we link with this approach work situations, which require
a new action strategy, with an accompanying information process delivering the
required knowledge in parallel to the progressing control of action process of
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the worker. However, information sources in manufacturing, such as manufac-
turing execution systems or product lifecycle management systems, normally do
not provide all information as required for systematically assisting the worker.
A lion’s share of contextual background knowledge which is needed to plan, exe-
cute and evaluate work tasks are domain dependent and subject to individual
expertise. The next section addresses this very specific challenge when providing
ad-hoc and situation-aware information assistance.

3.2 Information Level

The previous section explains our conceptual considerations with respect to
acquiring knowledge on actual work situations as well as to providing infor-
mation assistance at the workplace. Looking at the manufacturing shop floor, a
vast amount of required information can already be found in manufacturing data
management systems. However, the major share of procedural and conceptual
knowledge is not yet formalized in systems which allow their automated process-
ing (see Fig. 3). We find work instructions, standards, or assembly guidelines nor-
mally written in natural language within accompanying documents. There has
already been research to distinguish between the semantic meaning of instruc-
tions and their visual representation [9] based on controlled vocabularies which
allows for automation. They still require a manual authoring of instructions for
each work process individually, e.g. for the assembly of parts and components.
But, what we need for ad-hoc information assistance is a dynamic mechanism
which continuously observes the current work situation to decide which infor-
mation is provided according to the situational demand.

What? How? Why?

Fig. 3. Required information is contained in different enterprise resources. Partly it is
individual expert knowledge which is not externalized in any management system [1].
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On information level, we distinguish three major types of work related con-
textual background knowledge which needs to be provided by information assis-
tance (see Fig. 3). Facts contain objective data with respect to tasks, material or
tools to be used or a machine configuration for example. Specific work orders or
step-by-step instructions are encoded in procedures while further explanations
are contained in concepts. But how can we enable the machine processing of such
contextual background knowledge in order to improve the quality of information
assistance?

Fig. 4. Contextual background knowledge is modeled in information rules. The example
describes very simple the order of assembly steps combined with a textual information
for the worker. At the top of each rule are characteristic states of the work environment
and at the bottom a target state which will be reached once the assembly step was
successfully executed.

In our approach we model knowledge with formal information rules. An infor-
mation rule encodes required knowledge as processable information in depen-
dency of a specific work situation. The situation is identified by characteristic
conditions or states of the work environment, e.g. materials, parts, or tools.
This helps us for example to formalize even the hitherto missing procedural or
conceptual knowledge. Thus, knowledge related to specific work procedures and
routines can be expressed within modular rules. In our example (see Fig. 4), we
formalized parts of the German industrial standard VDI 2860:1990 [4] in very
simple information rules which declare the structure and sequence of assembly
steps in case of a drilling operation. We can now use the same rules to model more
complex knowledge, e.g. possible solution strategies in case of assembly issues
or even the selection and filtering of information sources which provide further
operational data (planned figures, construction details, etc.). The modularity of
information rules guarantees knowledge modeling in very different granularities.
New knowledge can simply be added in a new rule declaring the situational
dependencies and thus extending the existing knowledge base.

But, the more information rules with the same or even similar situational
conditions are modeled, the more complex grows the decision making for valid
and applicable rules in a specific work situation. Therefore, the next section will
take a look at the technical perspective of situation aware information assistance.
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3.3 Technical Level

In Fig. 1 we developed a conceptual view onto the integration of intelligent and
situation-aware information assistance with the existing technological infrastruc-
ture on a shop floor. Basically, we have to deal here with a heterogeneity of avail-
able information sources and technical systems including their native interfaces
and protocols. Enterprise service bus technologies reduce the effort of connecting
all system components on technical level by providing an universal messaging bus
which interconnects each system on data and procedural level as well. This com-
ponent can be understood as functional equivalent of the information retrieval
component (3) in our conceptual approach.

The observation of work situations requires a multitude of different sensors
within the work environment. Previous work [1,3] showed that a basic instru-
mentation of material and tools already provides us with a sufficient quality of
sensor data for following analysis and interpretation steps.

Fig. 5. The technical architecture of an information assistance systems shows a lay-
ered layout of interaction, logical and data related components. The system uses an
enterprise service bus approach to connect with existing shop floor management sys-
tems, such as enterprise resource planning (ERP), manufacturing execution (MES),
operational data collection (ODC), as well as other information sources (...).

The cornerstone of our technical architecture (see Fig. 5) is represented by a
logical component, the cognitive architecture. It is responsible for the functional
elements situation detection (1) and decision making (2) in Fig. 1. As of today,
a cognitive architecture transfers the mental structure for human information
processing into a technical system, which specifically includes the representa-
tion and organization of knowledge within these structures as well as the func-
tional processing required to acquire, use, and modify knowledge [8]. Cognitive
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architectures can be traced back to Newell’s early hypothesis that any artificial
intelligence is based on a symbol system and related rules [11]. Hence, they estab-
lish technical equivalents for long-term and short-term memories as well as for
cognitive processes, such as learning or remembering which are required for an
intelligent information assistance system. Cognitive architectures represent and
interpret knowledge in a similar formal way as introduced in Sect. 3.2. Within
our approach we use it specifically for:

– situation detection based on sensorical observations of the physical work envi-
ronment,

– the formalization and processing of contextual background knowledge (e.g.
procedures, explanations), as well as for

– decision making in order to structure and control the work process itself based
on knowledge and data from the work domain, and for

– learning new knowledge and practices from observation.

Finally, a visualization component communicates the previously selected knowl-
edge as visual information embedded in the ongoing work process.

The following section explains how this still abstract conceptual and technical
approach has been implemented in an industrial application which supports
assembly workers on the shop floor.

4 Industrial Application

The proposed approach has been implemented within the Plant@Hand assembly
assistance system which was already introduced in our previous work [1–3]. We
used Soar as cognitive architecture which enables us now to analyze the specific
work situation and to make decisions on missing information which an assembly
worker needs to plan, execute, and evaluate his work accordingly.

The whole system was developed to provide mobile information assistance
for the assembly part of the manufacturing shop floor. It is required to support
there assembly work on complex special units which require a great amount
of worker flexibility and mobility. The next sections describe the technological
setup as well as our use of Soar for automatic knowledge processing.

4.1 Technological Setup

The assembly of partly large and complex special units requires from the worker
a high degree of flexibility and mobility. Components need to be assembled in
varying complexities at different locations of the special unit. This makes it
difficult to instrument the work environment with activity recognizing sensors.
An instrumentation of the worker is also limited due to safety reasons. Because
of this challenging conditions we use a standard mobile workshop trolley (see
Fig. 6) as technical basis for our assembly assistance application. Such a unit is
normally used to store and transport tools as well as material during an assembly.
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Fig. 6. Hardware and software components of the industrial Plant@Hand smart assem-
bly trolley prototype.

The trolley provides shelves and drawers for different sorts of assembly tools or
small to medium sized work materials. All hardware and software components of
the Plant@Hand assembly assistance system are built into the mobile workshop
trolley:

– Sensors: We use different sensor types to monitor the ongoing assembly activ-
ities of the worker. Force sensitive resistors (FSR) and infrared sensors (IR)
provide data on material and tool usage, e.g. the removal of screws from a
material container. Inertial measurement units (IMU) give us information on
the trolley movements.

– Preprocessing and Sensor Fusion: An Arduino Uno board is used to make
a first preprocessing (filtering) and fusion of incoming sensor data. It generates
activity events for further interpretation in the Soar cognitive architecture.

– Cognitive Architecture: The cognitive architecture Soar provides the func-
tional subcomponents for situation detection out of the incoming trolley
events, decision making on required assistance actions and information to
be provided as well as learning from observed activities.

– Information Retrieval: For the connection with external manufacturing
data systems the enterprise service bus system Mule ESB is used. Based on
information flows, data is continuously exchanged which guarantees a provi-
sion of the latest information.

– Assistance: The main implementation of assistance functions can still be
found within the Plant@Hand assembly assistance system. Functional blocks,
such as raising the workers awareness, the step-by-step guiding of assembly
works, or the documentation of work results are part of the Plant@Hand
assistance client.

– Visualization: The mobile workplace requires also a mobile visualization
of information for the worker. We use here mobile displays which are still
available during the assembly task execution. Provided displays are tablets
and even smartwatches [2].
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With this setup we are independent from specific or stationary workplaces. The
workshop trolley is positioned close to the assembly site and by observing the
worker’s activities with respect to material, tools and trolley, we obtain a suffi-
cient overview on the ongoing work process to provide required knowledge with
the Plant@Hand assistance system.

4.2 Knowledge Processing with Soar

In Sect. 3.3 we described the cognitive architecture as cornerstone component of
our technical approach. It provides us with the functional abilities to add intelli-
gent behavior to a static assistance system. In the following, we will explain the
role of Soar for situation-aware knowledge processing in relationship to assisting
the assembly worker. We use the generation of step-by-step instructions for novel
assembly units as illustrating example. In general, processes in Soar are related
to the gradual alternation of information and states in working or long-term
memory [7]. Here, a situation is formalized as a state in working memory, which
is modified by evaluating and applying operators until an intended final state
is reached. The operator definition consists of required conditions and actions
on the working memory. It inherits procedural and conceptual knowledge from
the corresponding knowledge domain. New operators can also be derived by
observation of decision making and through learning processes (chunking).

Fig. 7. Working cycle of Soar for the assembly sequence problem space.

Traditionally, the work instructions for an assembly are manually prepared by
an expert. Based on the geometric model of the unit to be assembled, predefined
production sequences and expert knowledge, each assembly step is textually
and pictorially described including dependencies to a bill of materials as well as
tools to be used. Soar helps us now to automate this time-consuming authoring
process. Explaining our approach briefly, we first store expert knowledge related
to the structuring and sequencing of assembly tasks in Soar’s procedural memory
(long-term memory). Additionally, we define a target state (unit assembled)
as well as error states (wrong material, wrong tool, etc.) and leave it up to
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Soar finding a valid solution for the assembly sequence problem (see Fig. 7).
Soar uses now its operational decision making based on the previously stored
assembly knowledge in order to plan an assembly strategy which finally leads to
an assembled unit. Each assembly step is then visualized to the worker including
all information required to understand, execute and control the step. In parallel
Soar learns new knowledge through observing the decision making itself as well
as the work environment. This knowledge is used in a similar situation to improve
the decision quality. This has the positive effect, that during decision making the
working memory complexity of Soar dramatically decreases in comparison to the
same situation without the previously learned knowledge chunks.

Table 1. Comparison of two experiments without additionally learned production rules
(chunks) and with using this additional knowledge for solving a small subassembly
problem.

In our experiments (see Table 1) we could achieve a twelve times smaller working
memory complexity (amount of modified working memory elements) resulting
in a nine times faster processing to solve the assembly sequencing problem. Here
we used a subassembly of electronic components as testing environment which
included the planning of handling, drilling, inserting, and controlling activities
for several electronic parts into a circuit board.

5 Conclusions and Future Work

In this paper we introduced a threefold approach of bridging the knowledge gap
when providing situation-aware information assistance. Based on the concep-
tual linking between work situations, assistance goals and knowledge types, we
focused on the autonomous processing of contextual background knowledge with
a cognitive architecture on information as well as on technical level. Finally, we
presented the implementation of our approach within the Plant@Hand assem-
bly assistance system which was integrated into a mobile workshop trolley. Here
we used Soar for the autonomous planning and problem solving of assembly
sequences.

Although, we could achieve with comparatively little modeling efforts good
results in solving even complex assembly sequencing problems, the authoring of
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contextual background knowledge as production rules of a cognitive architecture
is still one of the remaining major issues for the automation of information
assistance. Here we need to investigate further into alternative authoring as well
as learning approaches in the future in order to make it suitable for everyday use.
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Abstract. In recent years, the adoption and use of new mobile service appli-
cations have not proliferated, consequently many applications fail to generate a
profit [1, 2]. One reason for this is poor decision making in the process of mobile
service innovation [1, 3, 4]. This paper details the construction of an interactive
assessment instrument to improve decision making in this innovation process.
To design the interactive assessment instrument, we follow a Design Science
Research Methodology (DSRM) - a methodology which is new to HCI [5].
Adhering to the DSRM, the paper details the iterative design and evaluation
cycles required to build and evaluate the instrument. The paper concludes that
the designed assessment instrument improves the innovation process, by pro-
viding transparency, while also facilitating communication and understanding
amongst team members. Additionally, the paper demonstrates that the DSRM
can be of great use to design and evaluate interactive IT artifacts within the
HCI field.

Keywords: Mobile service applications � Innovation process � Interactive
assessment instrument � Design science research methodology � Design science
in HCI

1 Introduction

Mobile service applications are essential in both business and avocation. They make
user actions and activities more effective, productive and simplify routines [1].
Although valuable, their adoption has been much slower than expected [1]. This may
be due to poor decision making in the process for mobile service innovation, as a result
of a lack of structured and transparent activities [2–4]. Research suggests, the mobile
service innovation process lacks structure and transparency [4, 7]. Furthermore, it has
been suggested that poor understanding in this innovation process has resulted in
problems flowing into the later development and deployment stages [6, 7]. Under-
standing within this research refers to decision maker’s perceptions of particular factors
that can influence the adoption of the mobile concept. Finally, poor communication is
also a challenge for this process [7, 8]. Research suggests, the terminology used by
different members of the development team can be contradictory (due to their diverse
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backgrounds) and can result in misunderstandings in relation to elements of the mobile
concept.

Providing transparency and facilitating understanding and communication amongst
team members is vital for rational decisions to take place [7]. These challenges are
taken into account as important problems that must be solved with the proposed
research. Consequently, the underlining research question addressed includes the fol-
lowing: how can the process of mobile service application innovation be improved to
cater for transparency, understanding and communication challenges?

To address the aforementioned challenges, prescriptive knowledge must be pro-
vided to the process for mobile service application innovation, [5, 10–15]. Design
science is a promising research approach that makes it possible to scientifically study
the human experience as it relates to IT artifacts, while simultaneously creating new
and powerful interactive experiences [5]. It facilitates the creation of prescriptive
design knowledge through building and evaluating IT artefacts that can change the
world. Despite this, the use of design science in HCI is rare [5]. Due to its prescriptive
and practical suitability this paper follows the Design Science Research Methodology
(DSRM) proposed by [16]. By doing so, this work provides comprehensive insight for
the knowledgebase and practice while also demonstrating the applicability of the
design science research methodology for HCI.

To address the issue of transparency the ‘decision situation’ is logically structured
into a new calculative space and quantified [19, 20]. This involves defining the decision
situation (e.g. concept definition and evaluation in the innovation process), and
structuring its key elements (e.g. influencing factors scales and adoption scales) and
quantifying this (e.g. aggregating the data to quantify the adoption for each alternative
levels of influencing factors present). Specifically, we propose to do this is in the form
of an interactive assessment instrument, namely: The Mobile Concept Assessment
Instrument. To address the issue of poor understanding the instrument represents and
structures the parameters of the decision in a graphical form (e.g. visual aid). Providing
a visual aid helps decision makers to filter relevant dimensions of the context. Con-
sequently, the visual aid can enable a deeper understanding of key factors and how they
can influence the adoption of the mobile concept. Finally, communication can be
improved by structuring the decision situation into traceable units of analysis, pro-
viding clear and consistent descriptions. This will encourage collective discussions on
the important parameters of the decisions [21].

The following section provides an overview of the existing literature on the
process for mobile service application innovation. Following this, section three
describes the research methodology in more detail. Section four, describes
the development of the assessment instrument and the ex-ante evaluation. The
ex-ante evaluation involved interviews with industry experts which resulted in
improvements to the initial design. Following the design improvements, section five
describes the ex-post evaluation. This involved the implementation of the refined
assessment instrument in a real world case study organization. Section six, discusses
the findings from the ex-post evaluation and finally, section seven concludes the
paper and summarizes the main contributions.
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2 Literature Review

Since the 1950s, a lot of research has been done in relation to the phases and activities
of the innovation process. Despite the vast research in this area, no one model, of the
innovation process, has proved superior to others. Within this research, we discuss the
innovation process in the context of mobile service applications.

Koen et al. [17], developed a theoretical construct, defined as the New Concept
Development (NCD) model in order to provide common language and insight to the
front end activities of innovation. Their model consists of three key parts: five front end
elements; the engine that powers the elements, and external influencing factors. The
engine represents senior and executive-level management support, which powers the
five elements of the NCD model. The outer area denotes the influencing factors which
affect the decisions of the two inner parts. The five front end elements (which can be
conducted in an iterative manner) include the following activities:

• Opportunity Identification: this is where the organization, by design or default,
identifies the opportunities that the company might want to pursue.

• Opportunity Analysis: this is where additional information is used to translate the
identified opportunity into specific business and technology opportunities and
where technology and market assessments are conducted.

• Idea Generation: This represents an evolutionary process in which ideas are built
upon, torn down, combined, reshaped, modified, and upgraded.

• Idea Selection: this involves choosing which ideas to pursue in order to achieve the
most business value.

• Concept Development: This involves the development of a business case based on
estimates of market potential, customer needs, investment requirements, competitor
assessments, technology unknowns, and overall project risk.

• Concept Evaluation: concept evaluation is the final ‘go-no/go’ decision point prior
to moving into the planning and development stage. Here the results of the concept
development case are evaluated.

The NCD model [17] best reflects the innovation activities of ‘real world’, mobile
service application development organizations. Consequently, this research uses the
NCD model [17] to describe the innovation activities for mobile service applications. In
particular, this study focuses on the final two activities concept definition and
evaluation.

While there has been a shift in thinking about service innovation over the years,
challenges still exist, particularly for mobile service innovations. In recent years, it has
been argued, that too many mobile service innovations fail, or do not achieve their
inventors expectations, [18]. One reason for this is due to poor decision making in the
mobile service innovation process [1, 3, 4]. Research suggests, the mobile service
innovation process still lacks structure and transparency [7]. Furthermore, poor
understanding and communication in the innovation stage can result in problems
flowing into the later development and deployment stages [8]. Providing transparency
and facilitating understanding and communication among team members is vital for
rational decision making to take place [9]. Little published research or industry
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initiatives have been carried out to improve decision making in the mobile service
innovation process. The area can be improved by adding transparency to the process,
facilitating communication and understanding among members. This research is based
on this identified gap and suggests that the facilitation of these elements can improve
overall decision making in the mobile service innovation process.

3 Research Methodology

Design science is a promising approach that makes it possible to scientifically study the
human experience as it relates to IT artifacts while simultaneously creating new and
powerful interactive experiences [5]. Despite its advantages, the use of design science
in HCI is rare [5]. Due to its prescriptive and practical suitability we follow the DSRM
proposed by [16] to design an interactive assessment instrument and to evaluate user’s
experiences with it during the process of mobile service application innovation. By
doing so, this research makes a contribution to both theory and practice while also
demonstrating the applicability of the DSRM for HCI.

The six DSRM steps were followed which include: problem identification and
motivation, objectives of a solution, design and development, demonstration, evalua-
tion (ex-ante & ex-post) and communication [16]. The lack of transparency poor
understanding and communication in the innovation process represent the first DSRM
phase of problem identification and motivation. The objectives of a solution are derived
from the three step process model: crafting rational decisions in practice [9]. The model
was reviewed and selected for use during the design and development of the artefact
(see Fig. 1). The three steps in the model (contextualization, quantification and cal-
culation) are used as principles for the assessment instrument design and development.
Following this, an ex-ante evaluation was conducted via interviews with practitioners,
which resulted in improvements to the design. Further details of the tools design and
development are outlined in Sect. 4.

Fig. 1. The research methodology based on [9, 16]
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Once the design was refined, a case study organization (mobile app development
organization, Galway, Ireland) was selected as the test site to execute the demonstration
and ex-post evaluation. The ex-post evaluation captures the participant’s experiences
with the assessment instrument and the change to the mobile service innovation process
as a result of using the assessment instrument. The method of evaluation is a qualitative
investigation through semi-structured interviews with the development team members
at the case study organization. The interview data analyzed using a comprehensive
thematic analysis approach [22]. Particularly, the researchers will investigate if ele-
ments of decision theory are replicated [9].

4 Assessment Instrument Design and Ex-ante Evaluation

This research has outlined the existing challenge of poor decision making in the mobile
service innovation process as a result of a lack of transparency, communication and
understanding. This section details the iterative design of a solution to these challenges,
in the form of an interactive assessment instrument, namely: The Mobile Concept
Assessment Instrument.

Firstly, the researchers gathered the requirements needed to address the afore-
mentioned challenges. These requirements were gathered via interviews with industry
experts and are summarized in Table 2. In addition, a further review of relevant
literature was required to discover suitable theories that could be used to design a
solution to the mentioned challenges and to meet the outlined requirements. This
resulted in the theory of crafting rational decisions in practice [9] being incorporated as
the kernel theory to assist the design and development. The choice of this theory is
justified by the core focus of our research which, is to improve decision making in the
mobile service innovation process. Their theory [9] includes a three step process model
which illustrates how decision analysts perform rational choice theory in practice. Their
model includes ‘contextualization’, ‘quantification’ and ‘calculation’. Descriptions of
these are outlined in Table 1 below.

These three steps (contextualization, quantification and calculation) form the
principles of the assessment instrument design and are included in Table 2 along with
the summarized challenges and requirements.

In particular, Table 2 illustrates how structure must be present in the innovation
process, if the ‘lack of transparency’ is to be addressed. Consequently, ‘process

Table 1. The theory of rational decision making in practice [9]

Activity Description

Contextualization Contextualisation consists of turning an unstructured situation into a
decision-analysable problem. In essence it is about “getting the
decision context right” and structuring the elements of the decision
situation into a logical framework”.

Quantification Quantification simply refers to making the decision context calculable.
Calculation Calculation involves applying calculative and statistics techniques to

calculate the rational decision.
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structuring’ is the first requirement. In order to add structure it is critical to ingrain the
‘contextualisation’ step outlined by [9] while developing the tool. This involves turning
the unstructured situation into a decision-analysable problem. Thus ‘contextualisation’
is the first design principle. To contextualize the decision situation, the researcher
conducted an in-depth content analysis and a focus group with practitioners (as part of
a larger research project) to identify and select factors that should be considered during
the innovation process. This resulted in thirteen (adoption) factors prioritized and
selected for inclusion in the assessment instrument.

Table 2 also illustrates that to address the issue of ‘poor understanding’ relevant
dimensions of the decision context must be filtered. Consequently, the second design
principle is ‘quantification’ which allows factors to be filtered and for the decision to
become calculable. To filter the data, the assessment is divided into three scales. Firstly,
the development team must select the particular type of mobile concept out of six
categories (communication, information, transaction, learning, social media, context
sensitive). This will filter the aggregated data in the background. The second part of the
assessment instrument involves answering questions in relation to the characteristics of
the mobile service. For example, service complexity and intuitiveness. Finally, the third
part involves answering questions in relation to the context of use of the service. For
example the environment and use situations. The team answer each question applicable
to them and allocate a score to the scale. For the team to be able to allocate a score to
each question, they must discuss the factor that the question is addressing in detail.
While this forces the team to consider adoption factors they would not have previously
considered the structured list of questions acts as a guide during the meeting, helping
them to stay focused. It was also important at this stage to use consistent terminology to
facilitate communication flow.

Finally, Table 2 illustrates that the activities of allocating a score and calculating the
user adoption must be automated, to ensure a positive user experience (UX). Addi-
tionally, the decision situation must be represented in a graphical form therefore a
‘visual aid’ is required. To do so, it was necessary to apply ‘calculative tools’ to
automate the assessment and represent the results in a visual aid (bubble-chart). The
mobile service concept will be classified based on the scores that have been allocated to
the questions for each of the scales. For example, the type of service, the service
characteristics and the intended context of use of the service are classified. Following

Table 2. Tool requirements and design principles

Challenges Requirements Tool Design Principles

Transparency Process Structur-
ing 1. Contextualisation

2. Quantification

3. Calculation

Select and define key ele-
ments

Communication Consistent Termi-
nology 

Aggregate necessary  in-
formation (past percep-
tions/experiences with 
mobile services)

Understanding Visual Aid Represent relevant infor-
mation in a visual aid

User Experience User Experience Provide a valuable, easy to 
use and appropriate tool. 

Automate assessment ac-
tivities in a user friendly 
way.
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this, the ‘potential’ adoption score is calculated and visually represented. This is based
on existing adoption that has been classified and aggregated in the background of the
assessment instrument.

4.1 Ex-ante Evaluation and Design Improvements

By understanding the impact the designed assessment instrument has on its users, we
can identify issues with the design and areas for improvement. This is referred to as the
ex-ante evaluation.

A series of interviews were conducted with industry experts to identify areas for
improvement. The assessment instrument was demonstrated to practitioners and they
were then asked if they recommended any areas to be refined. The practitioners
emphasized some issues with the initial design while also suggesting areas for
refinement. The identified issues, suggestions and refinements are summarized in
Table 3.

Specifically, Table 3 illustrates that the practitioners suggested that some of the
questions were confusing. As a result, the questions were refined to reflect industry
standard definitions. They highlight that the scales used to categorize the mobile
concepts were also confusing, (e.g. the descriptions of scale categories were unclear).
Consequently, all scales were clearly defined using industry standard definitions.
Additionally, they suggested that the scales should be adjusted, that the visual-aid did
not emphasize much of a difference between categories on the scale 1 to 5. For
example, there was little visual difference between 3.5–5 %. As a result the scale was
adjusted; the new scale categorizes factors between 0 and 100 % as opposed to 1 to
5 %.

The potential adoption score is divided into three parts; low, moderate and high
adoption. Within this research adoption is based on intention to use. Low intention to
use is captured as any score under the threshold of 50 %. Any score above 50 %
represents a moderate to high intention to use. Moderate would move to high once past
60 %. This information is represented in a three dimensional bubble chart. The prac-
titioners highlighted, the difference in bubble charts (adoption scores) were difficult to
distinguish. As a result, the bubble chart was refined to have various sizes depending
on the score. The smaller the bubble the lower the score (and vice versa), thereby
indicating low adoption. The bubble is also colour coded for a deeper visual effect.
A traffic-light colouring system is in place with red indicating poor adoption and green
indicating high adoption. Providing this information in a bubble chart, can assist team
members understating in relation to how these factors will positively or negatively
affect adoption. This visual aid also provides necessary information which they can
later use to justify their decisions for including/not-including certain elements in the
mobile service.

Finally, they suggested that automating the process would be useful as some
applications have a ‘fast-to-market’ need. To automate the process instant feedback is
provided. Scores are allocated using a ‘scroll-bar’ and the bubble chart data auto-
matically adjusts to the scores allocated. The suggestions provided by industry experts
as well as recommendations in the literature were used to make the refinements to the
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assessment instrument. Several iterations of refinement to the design were conducted
until the researchers were satisfied.

5 Case Study Demonstration and Ex-Post Evaluation

The ex-post evaluation involved the use of the assessment instrument in a case study
organization. Following this, interviews were conducted to investigate the participants
experience with the assessment instrument and the changes to the innovation process.
Specifically, we investigated if a change occurred to transparency, understanding or
communication in order to claim ‘replication’ (i.e. replicate the logic of decision theory
[9] in the process of mobile service application innovation).

Table 3. Design issues, practitioner suggestions and refinements

Design Issues Design Suggestions Initial Design Refinements

Terminology: Some of the
questions terminology is
confusing.

Providing definitions with
examples for each of the
questions would prevent
confusion.

Questions were re-worded to
reflect industry standard
definitions.

Scales: The bubble chart
does not emphasize much
of a difference between
categories on a scale 1–5.

A larger scale between 0–
100 could visually be
more beneficial as the
difference between
categorizes would be
emphasized more.

The scale was adjusted to
categorize factors between
0–100 % as opposed to 1–
5 %. As a result the
difference between
categories is clear as the
larger scale results in a
larger visual difference in
the bubble chart.

Visual Aid: The different
bubble graphs are difficult
to distinguish between.

A ‘traffic light’ color system
could be very beneficial as
green could indicate
good/high adoption and
red could indicate bad/low
adoption.

A traffic light color system
along with different size
bubbles is used to
represent the different
values of adoption.

Appropriateness: Some
applications are ‘fast to
market’ - need a speedy
process.

As some applications are
‘fast-to-market’ they have
a speedy design process
and not too much time can
be spent in the ‘innovation
stage’ automating this
would be useful.

To automate the process
instant feedback is
provided. Scores are
allocated using a
‘scroll-bar’ and the bubble
chart data automatically
adjusts to the scores
allocated.

Ease of Use: Where to
allocate the scores (low or
high) is confusing.

To which category the
concept should fit is
confusing, clearly defining
the scales and providing
examples would be useful.

Each of the scales are clearly
defined with descriptions
and examples for all
categories using industry
standard definitions.
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An agreement was reached with a mobile application development organization in
Galway, Ireland, to trial the M-Concept Assessment Instrument. The organization is
one of the leading app development organizations in Ireland. They provide cutting edge
applications to both large and small scale clients and also develop in-house applica-
tions. Using the categorization of company size proposed by the European Commis-
sion, the organization fits between the categories, Micro-Entity (< 10 employees) and
Small Company (< 50 employees) as they have nine employees on-site and five other
employees working overseas. Their development team consisted of six members; a
project manager, a UX designer, a business analyst, two software developers and one
member from marketing. All members participated in this study. A mobile transaction
service, which permits the payment of products (e.g. food at a grocery store) on your
Smartphone, anytime any-where, was selected as the mobile concept. The end users
need to create a profile and purchase online tokens which they can use as credit for their
products. The supplier of the products can approve payment of the products by
selecting an option ‘approve’ when the customer notifies them of the products they
wish to purchase.

The study was carried out on-site at the organization. A presentation demonstrating
the console of the assessment instrument was given to the development team.
After this, a workshop was held where the assessment was conducted by the devel-
opment team. The assessment instrument questions were answered by all team mem-
bers together. During the workshop they read the questions out loud and discussed each
point. The discussion began with one member suggesting their opinion, this continued
until each member in the group had voiced their opinion. The team then debated which
score to allocate to each question. This continued until all questions were answered.
Based on the scores allocated to each question, the instrument calculated the potential
user adoption score automatically. Specifically, the instrument classified the mobile
service at (82 %) and the mobile service context at (82 %) and indicated that the po-
tential user adoption between these scores was (90 %). This means that the mobile
concept fitted into the category ‘high intention to adopt’. A high adoption score
indicates that the user has a high intention to use the service. The participant’s expe-
riences with the assessment instrument are summarized in Sect. 6 ‘study findings’.

6 Study Findings

To gather data for the ex-post evaluation, semi-structured interviews were conducted
with the case study participants after the use of the assessment instrument. The
interviews sought feedback about the participants experience with the assessment
instrument and the changes to the innovation process. Specifically, we were investi-
gating if a change occurred to transparency, understanding or communication in order
to claim ‘replication’. The interview data was examined using a comprehensive the-
matic analysis approach [22]. The findings from this analysis are briefly summarized
under the following themes:

Transparency: There is strong evidence that the assessment instrument has added
transparency. For example, one member suggested that it helped them to scope the
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concept: “I think that if we used this, there would be more structure because from the
beginning you are starting to determine the scope of the project and peoples roles in
the project”.

Another member suggested that it assisted with documenting the process and
keeping focused: “It adds transparency because it is more easily documentable, when
everyone is together and answer specific questions, you can go back and see who said
what… Also the more structure there is the more transparent the process becomes,
because we had a list of questions today, we knew we couldn’t leave anything out”.

Communication: There is also evidence from the interviews that the assessment
instrument can improve communication in the innovation process. For example, one
member suggested: “Using this tool we are more equal, we all talked about each point
and everyone expressed their opinions and ideas it wasn’t just one or two members of
the team, with the team leader. It was more integrated”.

Another member mentioned that it can help the team members communicate the
extent to which particular elements of the app exist: “It defiantly promotes communi-
cation because you are scoring each question, it means that there may be a broad
agreement among the team that yes maybe we are on this factor but they may not agree
on the extent to which we are covered”.

Understanding: The interviews also indicated that the assessment instrument can
improve understanding among team members. One member felt that it helped them to
recognize factors that they would not have previously considered: “I do think that using
the assessment instrument brought up some conversations that would not have come up
otherwise”.

Another team member mentioned that it helps, not only to consider adoption factors
but also to understand each member’s role better: “This helps us to understand the
roles in the project and what is expected for each member…like for example after our
discussions… I know the person in the marketing role might have a much bigger role in
the project than we would have originally thought, because the project might be very
depended on branding and that is something that we would not have discovered if we
did not use this tool”.

Along with capturing the changes to the innovation process the interviews sought
feedback about the participant’s experience of the use of assessment instrument. The
outcomes of this are summarized under the following themes:

Appropriateness: One member mentioned that they were originally apprehensive
about using the assessment instrument; however after using it they found that it was
very useful and appropriate for this stage. “When we started I thought that this
wouldn’t be the best project to use this with but when we actually did the assessment I
thought that this made us think a lot more about the concept… so yes in this stage it is
very useful”.

Ease of use: Finally, the findings from the analysis suggested that the participants
found the assessment instrument easy to use. One participant mentioned: “The way it
was structured with the scroll bar was useful… it was easy and well presented. The
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graph shows you your score so you get immediate feedback that was presented in a
very straightforward way”.

7 Conclusions

In summary, the aim of this paper was to describe the construction and evaluation of an
interactive assessment instrument to improve the process for mobile service innovation,
following the DSRM. The ex-post evaluation has confirmed the potential of the
M-Concept Assessment Instrument to address transparency, communication and
understanding challenges within the innovation process. Naturally, the proposed
assessment instrument needs further evaluation before ‘replication’ can be claimed.
Consequently, further case study investigations are currently being undertaken.
Nonetheless, the results of the evaluation provided comprehensive insight for the
knowledgebase in terms of decision making in the mobile service application inno-
vation process. Along with this, a significant achievement is the incorporation of the
tool in the industry, thus providing strong evidence of industry relevance of the
research outcome, [23]. Finally, the paper also demonstrates that (DSRM) provides a
clearly defined step-by-step set of actions to design and evaluate an interactive IT
artefact within the HCI field and therefore, it can serve as reference for other
researchers who wish to use design science in HCI.
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Abstract. With the rapid development and widespread popularity of smart
phone devices, location-based social networking service (LBSNS) creates an era
of GeoLife2.0 where people can share life experiences and connect to each other
with their location histories. Previous academic studies have also realized the
crucial role of location and social network on mobile marketing. However, many
of them have been conceptual work using structural equation modeling, and the
effects of these two factors are never considered at the same time. In our study,
mobile marketing is exemplified as a time-limited, group-based “two for the
price of one when you get a friend to buy together” promotion campaign
advertised via mobile devices. Field experiment was conducted to explore the
influence of location and social network on consumers’ decision to accept
mobile promotions. We then conducted follow-up surveys that revealed users’
personality features and psychological states as supporting materials to explain
our field experiment observations.

Keywords: Location-based social networking service � Field experiment �
Mobile marketing � Distance � Social relationship

1 Introduction

With the rapid development and widespread popularity of smart phone devices, mobile
applications play increasingly important role in marketing campaigns, especially
location-based social networking service (LBSNS). The emerging LBSNS creates an era
of GeoLife2.0 where people can share life experiences and connect to each other with
their location histories (Zheng et al. 2009). Famous mobile applications using LBSNS
include Yelp, Foursquare, and Dianping in China. These services provide an access to a
valuable source of data on the geographic location of users as well as the online social
connections among them. As a consequence, it offers a great opportunity to better
understand individuals’ behaviors by taking into account both spatial and social factors.

LBSNS provides merchants an efficient and effective approach to advertise and
promote their products to individual consumers, and also to engage the consumers in
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product information dissemination. Such applications take advantage of location and
social network information to enhance the interaction between buyers and sellers and to
strengthen customer loyalty on brands. Previous academic studies have also realized
the crucial role of location and social network on mobile marketing. However, the
effects of these two factors are never considered simultaneously. In practice, many
companies have been making use of mobile social media to leverage on location-based
and social-based communications in their commercial pursuits. For example, the
famous mobile marketing application, Foursquare, allows users to notify others about
their location by ‘checking-in’ at a certain place. A company could spontaneously
decide to launch a sales promotion that is only valid for 1-2 h and broadcast this
information to all mobile devices within a certain range. This kind of location-sensitive
and time-sensitive marketing practices will result in a unique route of propagation via
social connections (Scellato et al. 2011). Combining this information with sophisticated
data-mining techniques will give traditional merchants the ability to make efficient
customized sales promotion (Kaplan 2012).

In our study, mobile marketing is exemplified as a time-limited, group-based “two
for the price of one when you get a friend to buy together” promotional campaign
advertised via mobile devices. Field experiment was conducted to explore the influence
of location and social network factors on consumers’ decision to accept mobile pro-
motions. In the designed field experiment situation, consumers face a dilemma of
whether to invite a stranger nearby or to insist on waiting for their friends to enjoy the
deal. We are interested in how consumers make the decision when their purchase is
constrained with both location and social relationship. First, whether the location of
customers plays significant role on the consumption of promoted goods? Second,
whether the strength of social ties influence the consumption of promoted goods? Third,
what is the priority of customers’ choice, spatial-dependent or social-dependent? We
then conducted follow-up surveys that revealed users’ personality features and psy-
chological states as supporting materials to explain our field experiment observations.

The reminder of the paper is organized as follows. Section 2 outlines previous
findings on the effects of location and social network on consumers’ acceptance of
mobile marketing. Section 3 describes the design of field experiment and the supporting
survey study. Section 4 illustrates data analysis results based on field experiment
observations and survey findings. Section 5 makes discussion about the empirical
results and draws conclusions.

2 Literature Review

Although a number of academic studies have been conducted on consumers’ accep-
tance of mobile marketing and related issues, many of them have been conceptual work
using structural equation modeling (Leppaniemi & Karjaluoto 2005; Merisavo et al.
2007). Technology acceptance model (TAM) suggests that perceived usefulness and
perceived ease-of-use are two fundamental factors to determine consumers’ adoption
behavior, which is the basic theoretical framework applied in empirical studies. These
empirical studies explored the effectiveness of various types of mobile marketing
practices, such as mobile emailing and messaging (Barwise and Strong 2002),
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and mobile couponing (Wehmeyer and Müller-Lankenau 2005). Shankar et al. (2010)
reviewed some key factors that enable or hinder the acceptance of mobile marketing in
the retail environment. The enablers included networking, prices of mobile device and
applications, the utility of mobile application, and trust with the application. The
inhibitors are such as consumption inertia, economic barriers, limited knowledge, and
distrust of marketing.

To better understand how mobile marketing works and to make it more effective,
we focus on two advanced mobile services, that is, location-sensitive function and
social network management. Prior studies suggested that location-relevant information
and social network connections may increase consumers’ willingness to accept mobile
marketing practices. Location-based service is positively associated with consumers’
perceived usefulness of mobile advertising, and social networking service enables the
social-context awareness of mobile marketing. The influence of location and social
network on consumers’ acceptance of mobile marketing are examined independently in
the extant literature.

The increasing utility of mobile applications benefit from location-based services to
a great extent. According to Bauer et al. (2005), delivering a store’s information via
SMS advertising to consumers are effective and desirable only when they are within the
physical vicinity of that store. Pura, M. (2005) examined the fundamental value of
location-based mobile services from six dimensions: monetary, convenience, social,
emotional, conditional, and epistemic value. Results showed that both commitment and
behavioral intentions to use location-based services are strongly influenced by condi-
tional value of getting customized information based on users’ location. Mobile mar-
keting is defined by Scharl, Dickinger, and Murphy (2005) as using a wireless medium
to provide consumers with time- and location-sensitive, personalized information that
promotes goods, services and ideas. They addressed the underlying importance of
location to personalized mobile marketing. The study of Ho (2012) provided empirical
evidence of the effectiveness of location personalization in mobile marketing and
explored factors that not only attract individuals to mobile services but also keep them
engaged in the services in the long term.

Social media applications including microblogs, blogs, virtual communities, and con-
tent communities, etc. have already become part of the standard communication repertoire
in marketing campaigns. The combination of social media applications and mobile devices
amplifies individual’s urge to share opinions with friends at anytime and anywhere. Mobile
social media has two forms communication, company-to-consumer communication and
user-generated content (UGC) (Kaplan 2012). Due to homophily and contagion in
social networks, advertisements and promotions will be well spread through social ties
once companies accurately target potential customers (Rana et al. 2009). According to
(Hill et al. 2006), marketing campaigns based on social network will significantly
increase customers’ trust, and then contribute to adoption by word-of-mouth.

The conceptual work in previous literature revealed that location and social net-
work are both important drivers of consumer acceptance of mobile marketing. How-
ever, existing studies regard location and social network as two independent factors
that may affect consumers’ acceptance of mobile marketing. Seldom or never have
research explored the interaction effect of these two factors on consumers’ decision.
Furthermore, papers focusing on adoption intention and satisfaction based on mobile
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applications and services are evidently insufficient compared with that based on social
networking sites. In terms of research methodology, studies in this field are mainly
conceptual work combined with survey investigations. In our paper, we conduct field
experiment to observe the real reaction of consumer in designed experiment situation in
which location and social network may simultaneously affect consumer’s decision.

3 Methodology

We designed a time-limited, group-based “two for the price of one when you bring a
friend to buy together” sales promotion situation for our field experiment. We posted an
APP testing invitation to the BBS forum of a large public university in China and
uploaded our mobile marketing application for free downloading. 99 subjects suc-
cessfully installed our mobile promotion application and performed registration. We
did not reveal the experiment objective to the subjects, and we collected real usage data
in a natural, unobtrusive environment.

The mobile promotion application was developed specifically for the purpose of
this study. It enables location-based service (LBS) as well as social network man-
agement. The main interface of the application includes six modules: my friends’ list,
import of mobile phone contact, discovery of someone nearby, historical records, and
latest promotions. The friends list of each subject was obtained from their self-reported
social connections. Subjects could get the list of people who is currently around him
within a distance of 1.5 miles by clicking ‘someone nearby’. Friends and strangers are
distinguished in the nearby list by background color as it is shown in Fig. 1. The order
of users appearing in the nearby list is randomly arranged. The ranking would be
updated once user refresh the list. The latest promotion details would be pushed to
inform all the subjects once a promotion was launched. As the promotion plan in our
experiment was group-based, the subjects were required to invite a friend to redeem the
promotional coupon together. The mobile application provided a function for subjects
to make such invitations. The communication involved two actors, inviter and invitee.
As an inviter, he should decide whether to invite a friend or someone nearby (the
second interface in Fig. 2). Once the invitation is sent out, the invitee will receive a
notification. The invitee should decide whether to accept this invitation (the third
interface in Fig. 2). The specific invitation processes are demonstrated in Fig. 2.

We cooperated with one of the most popular bakery shop outside the university
campus. Customers may be sensitive to the promotion price of the product. In order to
avoid this unexpected effect, we manipulated one control factor, the price of promoted
goods, in our field experiment. We made a within-subject design across two dessert
packages, providing 10 RMB set and 30 RMB set. The sales promotions of these two
packages were launched in two separate weekends with the same group of subjects, and
subjects could spontaneously decide whether to participate in the promotions. Within
the limited available time of the promotion, subjects had to make a decision about
whether to invite a friend who may not be able to show up at that time or someone
nearby who may not be an acquaintance. The invitation behaviors of subjects were
recorded by our mobile applications. Subjects could make invitations several times to
different people, but the deal could be redeemed only when at least one invitee accepted
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the invitation. Throughout the experiment, only the cashiers of the bakery shop (but not
the authors of this paper) could interact with the inviter and invitee who came to buy
and redeem the deal, therefore their responses should reflect their true decisions.

Regardless of whether subjects successfully invite someone to buy and redeem the
deal, a follow-up survey was posted to elicit some necessary information. The ques-
tionnaire consists of four parts. First part was the personality test about the propensity to
engage in social relationship exploratory and exploitative behavior (Mom et al. 2007).
Second part measured the perceived time pressure of subjects during the two experi-
ments. Third part inquired the subjects about the daily usage of location-based services
and social network services in mobile applications, the spending habits of the goods
promoted in our experiment, and the attitudes to group buying and mobile promotion.
The last part gathered the demographical information of the subjects, such as, age, sex,
and major. The complete questionnaire of the follow-up survey is shown in Appendix A.
The results of follow-up survey serve to supplement the field experiment observations.

Fig. 1. The interface of “someone nearby” module (Grey background indicates a friends nearby
and white background indicates a stranger nearby) (Color figure online).

Fig. 2. Invitation processes
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4 Results

Table 1 describes all the variables and their transformation form used in the data
analysis below.

Table 1. Description of field experiment variables and transformations

Variable Description Type Value

Deal Whether the invitation
was approved by both
inviter and invitee

Binary 0-not a deal
1-deal

Price The value of promoted
goods in each
experiment

Binary 1- lower price
2-higher price

Relation Whether there exist social
ties between the inviter
and invitee

Binary 0- not friends
1-friends

Distance The geographic distance
between inviter and
invitee when the
invitation was made

Continuous

Distance_norm The nominal scale of
distance between inviter
and invitee

Nominal 1- (d\l� r)
2- (l� r� d\lþ r)
3- (lþ r� d)

Inviter_shop_distance The geographic distance
between inviter and the
shop when the
invitation was made

Continuous

Invitee_shop_distance The geographic distance
between invitee and the
shop the invitation was
made

Continuous

Inviter_degree The degree centrality of
the inviter in the social
network

Continuous

Invitee_degree The degree centrality of
the invitee in the social
network

Continuous

Inviter_betweenness The betweenness
centrality of the inviter
in the social network

Continuous

Invitee_betweenness The betweenness
centrality of the invitee
in the social network

Continuous
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The social network graph of 99 subjects and the directed graph of invitation
relationship in the two field experiments are shown in Figs. 3, 4, and 5. In the field
experiment of low-price product, 51 invitation relationships are overlapped with the
social connections among the total 138 invitation trials involving friends as well as
strangers. The overlapping rate of the two networks is 37.0 %. In the field experiment
of high-price product, 40 invitation relationships are overlapped with the social con-
nections among the total 103 invitations. The overlapping rate of the two networks is
38.8 %. The overlapping connections of social ties and invitation relationships are
colored red in the graphs shown in Figs. 4 and 5.

Fig. 3. Harel-Koren fast multiscale graph of social network among 99 subjects

Fig. 4. Harel-Koren fast multiscale graph of invitation relationship in low-price product
promotion experiment (red lines indicates overlapping with social ties) (Color figure online).
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We applied two sample t-test and two-way ANOVA statistics to examine the effects
of location and social network. At first, we ignore the price difference between the
cases of two experiments and conduct two sample t-test based on the aggregated data.
Two sample t-test on populations of Deal = 0 and Deal = 1 indicates the distance
between inviter and invitee in successful invitation group is significantly different from
that in failing invitation group. T-test on populations of Relation = 0 and Relation = 1
indicates that the successful rate of social relationship based invitation is significantly
larger than invitation between strangers. Then we conduct two-way ANOVA in which
price is taken as one factor that may decide whether the invitation will be accepted
(Deal) and whether the inviter will choose a friend or a stranger (Relation). As the
influence of price factor is controlled in two-way ANOVA, distance range between
inviter and invitee (Distance_norm) and social network embededness (Relation)
demonstrate significant influence on the response variable (Deal), that is, whether the
invitation will be accepted.

In order to figure out factors that affect subject’s decision on whether to accept the
promotion invitation, we conducted logistic regression on the dependent variable
“Deal”. Table 2 and 3 depict the coefficient estimation results based on untransformed
and transformed data sets. In low-price promotion setting, social relationship take
significant effect but the influence of distance is not significant. When the value of
promotion product increases, distance is regarded as a significant factor that may
influence subject’s decision as well as social relationship.

In addition to the acceptance of mobile marketing, we are also interested in the

Fig. 5. Harel-Koren fast multiscale graph of invitation relationship in high-price product
promotion experiment (red lines indicates overlapping with social ties) (Color figure online).
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decision of inviters who should determine whether to invite a friend or a stranger. Thus
logistic regression on variable Relation was made. Except for centrality properties such
as degree and betweenness, the distance between invitee and shop and the distance
between inviter and shop are found to be significant factors to influence the choice of
friend or stranger. Furthermore, we find that the personality measurement scale in
follow-up survey has significant association with subject’s choice of friend or stranger.
Social relationship exploitative scores are positively related to the intention to choose
strong social ties while social relationship exploratory scores are negatively related to
strong tie dependency (Table 4 and 5).

Table 2. Logistic regression on deal based on untransformed variables

Variable 10 RMB promotion 30 RMB promotion
Coefficient Significance Coefficient Significance

Intercept 1.298 0.035 1.978 0.006
Inviter_Log Distance 0.019 0.981 -0.137 0.848
Inviter_(Log Distance)Square -0.04 0.965 -0.369 0.687
Invitee_Log Distance -0.904 0.335 1.161 0.241
Invitee_(Log Distance)Square -1.133 0.344 0.185 0.885
Log Distance 0.457 0.609 1.47 0.093
(Log Distance)Square 0.259 0.388 0.582 0.056
[Relation = 0.000] -2.485 0 -2.394 0
[Relation = 1.000] 0 0(b)
accuracy 78.45 % 74.19 %

Table 3. Logistic regression on deal based on transformed variables

Variable 10 RMB promotion 30 RMB promotion
Coefficient Significance Coefficient Significance

Intercept 0.606 0.675 1.025 0.509
[Inviter_Shop_Distance_Norm = 1] -0.482 0.718 1.711 0.361
[Inviter_Shop_Distance_Norm = 2] -0.28 0.826 1.243 0.429
[Inviter_Shop_Distance_Norm = 3] 0 0
[Invitee_Shop_Distance_Norm = 1] 1.238 0.283 0.882 0.524
[Invitee_Shop_Distance_Norm = 2] 0.549 0.567 1.22 0.353
[Invitee_Shop_Distance_Norm = 3] 0 0
[Relation = 0] -2.445 0 -2.41 0
[Relation = 1] 0 0
[Distance_Norm = 1] 1.374 0.234 -0.869 0.584
[Distance_Norm = 2] 0.311 0.739 -2.42 0.093
[Distance_Norm = 3] 0 0
accuracy 77.59 % 73.12 %
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5 Disscussion and Conclusion

The exploratory field experiment examines the significant influence of geographic
location and social network on individual’s acceptance of mobile marketing. Based on
experiment data analysis and follow-up survey investigation, we obtain the following
interesting findings. In terms of the acceptance of promotion invitation, we find that
social relationship always plays significant role to affect the acceptance of invitation
regardless of the price of promoted product. Logistic regression on Deal indicates that
the effect of geographic location becomes significant when the price of promoted
product is high. With regard to the choice of strong social tie or weak social tie, we find
that geographic location has significant influence on inviter’s choice of friend or
stranger only when the price of promoted product is high. Social network centrality of
the inviter is positively associated with the intention to invite a friend, no matter how
much the promoted price is. The personality test of subjects indicated that the intention
to invite friend or non-friend was influence by the social types of inviters as well.
Social relationship exploratory individuals tend to invite non-friends while social
relationship exploitative individuals are inclined to invite friends.

Managerial implications of the field experiment should be highlighted as well. For
mobile advertising application developers, they should recognize users’ demand for
group-based mobile promotions, and their willingness to mobilize social resources,

Table 4. Logistic regression on relation based on experiment dataset

10 RMB promotion 30 RMB promotion
Variable Coefficient Significance Coefficient Significance

Intercept -1.938 0.004 -1.242 0.126
Inviter_Degree 0.007 0.043 0.532 0.002
Inviter_Betweenness 0.263 0.032 -0.003 0.623
Inviter_Log Distance -1.183 0.268 -1.284 0.279
Invite_(Log Distance)Square -1.666 0.17 -3.684 0.011
Invitee_Degree 0 0.944 0.08 0.617
Invitee_Betweenness 0.063 0.642 -0.002 0.566
Invitee_Log Distance 0.272 0.785 -1.639 0.116
Invitee_(Log Distance)Square 1.911 0.15 0.199 0.882
Log Distance 1.12 0.209 0.646 0.309
(Log Distance)Square 0.409 0.124 0.073 0.458
accuracy 75.86 % 82.80 %

Table 5. Logistic regression on relation based on personality assessment score

Variable Coefficient Significance

Intercept -2.323 0.073
Exploratory score -0.621 0.011
Exploitative score 1.048 0.008
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both of exploitative (existing friends) and explorative (strangers) nature, to obtain
group-based deals. LBSNS’ social network function can aid in this aspect to enhance
mobile promotion effects, but the convenience of communication between individuals
who are proximate in location but having weak social tie needs be improved for such
social resources to be mobilized. As for merchants, location of target consumers should
be the priority consideration when launching high-price promotions. Merchants should
take advantage of word-of-mouth effect through social ties when designing their sales
promotion scheme.
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Abstract. Self-service technology could be argued as creating less personal
transactions when compared to traditional checkouts involving a sales assistant
for the entire transaction process, which may affect customer behavior. The aim
of our study was to investigate the perceived influence of social presence at self-
service checkouts by staff and its perceived effect on dishonest customer behavior.
Twenty-six self-service checkout staff took part in a series of semi-structured
interviews to describe customer behaviors with self-service. With respect to actual
physical social presence, staff reported that more customer thefts occurred when
the self-service checkouts were busy and their social presence was reduced. Staff
also reported that perceived and actual social presence is likely to reduce thefts.
Future research will elaborate to which extent the perceived social presence via
technological systems might support staff in their task to assist customers and
reduce dishonest behavior.

Keywords: Self-service · Social presence · Dishonest behavior

1 Introduction

The wide implementation of self-service technology (SST) in retail provides a growing
area of interest to assess social and psychological effects on consumers and staff.
Retailers are replacing many traditional service delivery positions, usually conducted
by a sales clerk, with self-service technology [21]. Such SSTs comprise technological
interfaces that enable customers to engage in service transactions independent of direct
employee involvement [9]. Self-service technologies can assist transactions such as
placing an order, and scanning or paying for items [23], and can reduce costs and raise
productivity, as they utilize the consumers as co-producers [14]. Examples of such SSTs
include multimedia kiosks, express order terminals and self-service kiosks within retail
[17, 31]. Self-service checkouts (SSCOs) within supermarkets (see Fig. 1) typically
involve a customer scanning or weighing their selected items, bagging them and paying
for them, without the assistance of a store employee. Supermarkets within the UK tend
to have designated areas for self-service terminals, usually within close proximity to the
store exit, containing between 4 and 10 self-service terminals and one member of staff
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supervising them. In the following sections we briefly review the role of SST use,
followed by a discussion of the role of social presence in technology and a brief review
of theories of dishonest behavior, before describing our study.

Fig. 1. Showing self-service checkouts (SSCOs) designed by NCR

1.1 Retailers and Consumers

Kallweit et al. [17] investigated why customers choose to use SSTs within retail,
focusing on the technology acceptance model (TAM) [10]. An essential component of
TAM is the notion that the perceived usefulness and perceived ease of use influences
customer decisions to use technology, which, in the case of SST, is associated with
perceived service quality. The perceived likelihood of requiring assistance in the absence
of staff is a critical variable influencing perceived service quality and has an effect on
customer attitudes towards using or the intention to use SST. Convenience perceptions,
defined as the perceived time and effort to complete a transaction, are the strongest
influence on the potential use for users and non-users of SSTs according to Collier and
Kimes [8]. If customers’ perceptions and expectations are not met when using SST then
they will be less likely to use them in the future [8]. This theory is consistent with the
Resource Matching Perspective, which suggests the expected resources needed to
complete a transaction must be met during execution in order for the behavior to reoccur
[1, 8]. As customer benefits are crucial to technology acceptance [17, 19], it is important
for retailers to promote the convenience that the SSTs can provide, which may include
quicker transactions with easy to use interfaces that employ well-known control
elements and gestures.

While many studies have focused on the identification of factors that influence
consumers’ use of SSTs, such as convenience, ease of use and satisfaction [8, 21], there
is a dearth of research on the perceptions of employees who work with the SST. Pietro,
Pantano and Virgillo [27] noted that employees and consumers are the effective users
of SSTs, thus, it is important for research to consider both perspectives. Using a quali‐
tative approach, Pietro et al. [27] investigated employees’ views on the use of self-
service technology; self-service checkouts (SSCOs) were reported to have resulted in
an increased number of sales, and do a faster job than the traditional checkout, which
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enhances the service for the customer. Staff also reported enjoyment with increasing
their knowledge and personal skills associated with the use of the technology, resulting
in better support of customers in their interactions, which in turn provides benefits for
the quality of the final service. This is also consistent with the work by Meuter [22, 23]
who described staff’s personal growth in their abilities as intrinsic motivation, resulting
from the use of SST. Interacting with customers at self-service checkouts is a good way
of maintaining the personal interaction that was a fundamental part of the traditional
sales clerk role. However, if self-service checkouts are busy, then this might affect how
employees can interact with customers. This may result in reduced customer service
and/or reduced level of social presence – a variable which may influence customer
behavior at self-service checkouts.

1.2 Social Presence

Social presence is a sense of being with another [7] and creates the illusion in the mind
of the perceiver that another intelligence, be it human or artificial, exists within the envi‐
ronment [30]. A review of the research literature suggests that the presence (real or
imagined) of others could elicit thoughts that one is being evaluated [24]. Bateson, Nettle
and Roberts [2] explored the effects of social presence on behavior by alternating a
picture next to an honesty box in which office staff placed money for tea and coffee. In
the high social presence condition there was an image of a pair of eyes presented next to
the box; in the low social presence condition, an image of a bunch of flowers was shown
next to the box. High social presence induced people to behave less dishonest compared
to the low social presence condition: there was three times more money in the box when
the poster with the eyes was shown compared to when the poster of a bunch of flowers
was shown next to the box. Thus, even a perceived social presence in the form of eyes
on a poster is sufficient to modify dis/honest behavior and it is reasonable to suggest that
this effect might transfer to interaction with technology, as people treat computers as
social actors [29], i.e., as if it were human. The perception of social presence can enhance
human computer interaction and is especially important for technology that is designed
to have limited human contact, while still maintaining a high standard of customer service
[18]. The quality of quasi-social interactions is often measured in terms of perceived
social presence, which may modify an individual’s behavior [33] to, for example,
communicate a positive self-impression [3]. Thus, customer perceptions of social pres‐
ence may be a useful way for reducing potential dishonest behaviors occurring at SST.

1.3 Dishonest Behavior

Goodenough and Decker [12] discuss theories behind what makes good people steal
with respect to the nature/nurture debate. Nature theories suggest people steal as a result
of innate motives that encourage them to enhance their property; nurture theories suggest
that people learn social behaviors, moral values and laws and it is their learning that
influences how they behave. They suggest that emotions, such as empathy, play a part
in the consideration of property, as we foresee how we would feel if our property were
to be taken from us. Wispé [32] described empathy as “the process whereby one person
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feels her/himself into the consciousness of another person” (p42). Lower levels of
empathy have been linked to an increase in dishonest behaviors such as vandalism and
theft [16]. There is a vast amount of research which suggests empathy is an essential
component within customer service [20, 26, 28]. However, it is not clear whether the
customer experiences empathy when using SST, especially when perceived social pres‐
ence of the technology (or staff) is low. This may impact on dis/honest behaviors at self-
service checkouts.

Harmon-Jones and Mills [13] suggested that creating a sense of personal responsi‐
bility results in people modifying their behavior to align with their attitudes. Customers
may feel less accountable for dishonest behavior at SSCOs, as they are not interacting
with a sales assistant (a social presence), but instead are relying on technology to confirm
they have paid for their shopping. Mohr et al. [25] state that there must be a social
presence in order for there to be accountability; thus, incorporating a social presence
within SST may reduce the likelihood of dishonest behaviors occurring, as social pres‐
ence may induce similar feelings to those experienced during a typical sales assistant
interaction, i.e., personal responsibility for payment.

As part of a wider study into the investigation of dishonest customer behavior, we
conducted an exploratory study to assess staff perceptions on social presence, as
perceived social presence appears to be a critical factor in customer behavior, which has
as yet not been explored in detail at self-service checkouts (SSCOs) typically found in
supermarkets. We were particularly interested in how staff perceive their own presence
and its effect upon customers, but also how supported staff would feel in their ability to
supervise checkouts with the incorporation of an additional social presence, for example,
induced by technology. Specifically, the aim of the present study was to investigate the
perceived influence of a social presence at self-service checkouts by staff, and its
perceived effect on dishonest customer behaviors.

2 Method

An ethnographic approach was adopted involving prolonged immersion within four
supermarkets. Semi-structured interviews provided the flexibility of working with the
key themes as interviews allowed participants’ insights and attitudes to emerge, allowing
for inductive thematic analysis to take place. Interviews with self-service checkout staff
explored their views on the effect of actual and perceived social presence on customer
behavior. Responses were grouped into two categories, i.e. regarding actual, physical
staff presence at self-service and perceived social presence as created by technology,
e.g., via cameras. Ad -hoc observations were made to create a fuller picture of behaviors
at self-service checkouts.

2.1 Participants

Twenty-six self-service checkout staff, with an age range of 18-63 (8 male, 18 female,
with 7 years to 6 months experience in supervising SSCOs) from four supermarkets in
the UK were interviewed during June-September 2014.
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2.2 Materials and Apparatus

An Olympus VN-713PC Voice Recorder and an Olympus LS-20 M HD Recorder were
used to record participants’ responses. A semi-structured interview was used to guide
the interview. Verbatim transcription of all interviews was conducted enabling detailed
inductive analysis. The supermarkets had designated self-service checkout areas, posi‐
tioned in a rectangular layout. Two of the supermarkets had six SSCOs and the other
two had ten SSCOs.

2.3 Procedure

Ethical Approval was received from Abertay University’s ethics committee. Before
conducting the study, store managers from four major supermarkets within the UK were
contacted via telephone, to request permission to access their store for the research to
take place. Several meetings took place with various members of staff including
personnel, managers and supervisors in order to explain what the research was about
and permission to interview self-service checkout staff was granted. In the actual inter‐
views, participating staff were also given the opportunity to pose questions to the
researcher to explore the context of the study. All volunteering participating staff were
asked to read and complete the information and informed consent forms before being
interviewed. Participants were initially asked about general customer behaviors at self-
service checkouts for example, “What are the most common mistakes made by
customers at self-service checkouts” or “Do you feel self-service checkouts have
affected customers at all”? Specific questions on dishonest behavior were then asked
such as “Have you noticed whether or not people steal at SSCOs?” and “Do you feel
various factors affect the likelihood of thefts occurring at SSCOs?”. Interviews took
place in staff rooms, medical rooms, store cafes, and customer service desks or areas
within their works premises in-line with the ethnographic approach, collecting data
within the setting of our group of participants. Interviews were paused if customers
approached the area where the staff member was being interviewed. Participants were
debriefed at the end of the interview. With the permission of participants, interviews
were recorded; a typical interview lasted about 20 min.

3 Results

The findings are described in relation to actual (physical) and perceived social presence
in relation to dishonest customer behavior. The findings for generic questions relating
to customer behavior at self-service are to be reported elsewhere. For each category, the
relevant questions are listed in the graphs with frequencies of mentions by staff and shop.

3.1 Physical Social Presence

Figure 2A shows responses to the question “Have you noticed whether people steal at
self-service checkouts?”. The majority of the staff had noticed people stealing even when
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there is an actual social presence of the staff member. Most staff spontaneously added
that busyness at SSCOs is one major component for the likelihood of thefts occurring.
Typical comments were that staff are “too busy watching other checkouts” (male, 25),
and that it was “too hard for one person to watch all self-service checkouts when it is
busy” (female, 52). Another participant stated “only one member of staff present at the
self-service checkout, it can be hectic and can affect theft because you can only look
after 2 at most” (male, 65). This indicates that staff feel the task attention demanding,
and are aware of the gap in customer supervision – or lack of social presence - related
to the likelihood of thefts occurring.

Fig. 2. (A, B, C) Clustered bar charts showing the number of counts of themes from staff and
shops, to questions regarding actual social presence.

When asked “Do you feel various factors affect the likelihood of thefts occurring at
self-service checkouts?”, the majority of responses reflected busyness as the most critical
factor (Fig. 2B), consistent with the answers to the previous questions. All staff inter‐
viewed said that it was “easier for customers to steal when the shop is busy” even when
there was an actual social presence and most stated that “more thefts occur when it is
busy”. It was suggested that it is “too hard for one person to watch all of the self-service
checkouts when it is busy” (male, 23). Staff also reported feeling pressured when the
SSCOs are busy as their attention is engaged elsewhere, for example, when helping an
individual customer, thus, they are unable to watch for potential thefts occurring and
this “creates opportunity for theft” (female, 22).

We also wanted to explore the observed methods customers applied to steal items at
self-service (Fig. 2C). While most of the listed methods clearly indicate customer intent
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to be dishonest, the last method “usually innocent”, points to thefts occurring without
intent from the customer. Figure 2C shows that the most common reported method of
stealing was customers walking away without paying for their items. It was reported
that many of the customers walking away without paying have initially put their payment
card in the card terminal within the SSCO, either in an attempt to pay or to deceive the
staff member into thinking they were paying. Staff reported being distracted by other
customers and state that it is “impossible to watch them all at the same time” (male, 45).
The second most common method of theft reported by staff was customers scanning
cheap items but bagging expensive items in their place. Customers were reported to be
scanning items really fast in attempt to steal items so that their weights would not be
detected. Customers also put reduced stickers from one item onto a more expensive item
that has not been reduced.

Staff also reported that some innocent mistakes were made by customers in relation
to weighing products at SSCOs; for example, one comment was that stealing was
committed “not on purpose - it was caused by weight issues” (female, 24).

To summarize, three major components are reflected in the data: staff perceive most
but not all customer thefts as intentional, even in the actual presence of staff; staff are
aware that attending many customers imposes attentional limitations on their ability to
meet the supervisory or customer assistance demands, due to a lack of social presence;
and finally, staff perceive a grey area where customers are not intentionally stealing;
instead their behaviors are explained as being a result of the SSCO’s technological setup.

It could be suggested, that identified attempts to steal items with intent suggests that
customers do not feel they will be accountable, which is consistent with the various
theories [11, 25] on the occurrence of dishonest behavior that explain thefts, not only at
SSCO, but also during traditional sales interactions [16]. It is noteworthy that staff
acutely perceive that their actual presence is insufficient to deter thefts.

Staff were also asked “Do you feel you can tell when someone is going to steal at a
self-service checkout?”. This highlighted some behaviors shown by customers which
staff associate with an increased likelihood of thefts occurring. For example, some staff
members reported certain customers’ “body language is an indicator”, as people can
“become shifty, looking around the SSCOs” (female, 26). Some staff members stated
that if a customer were to go to the furthest checkout away from the staff member that
it would make them more aware of that customer’s behavior, and more likely to keep a
closer eye on them. Customers who state that they no longer want an item after there
has been a weight issue, due to an item not being scanned properly and then bagged,
were reported by staff to have been likely to have been trying to act dishonestly. Staff
reported that they can ask to check customers’ shopping bags if they suspect dishonest
behavior, however, if the customer has not left the shop with an unpaid item then it is
not considered to be theft and they cannot be prosecuted without clear evidence of an
intent to behave dishonestly.

3.2 Perceived Social Presence

In order to gauge how staff would assess the effect of a perceived social presence on
customers they were initially asked “Do you feel that if customers felt they were being
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watched it would have any effect on the likelihood of thefts occurring?” (Fig. 3A).

Fig. 3. (A, B) Clustered bar charts showing the number of counts of themes from staff and shops
to questions regarding perceived social presence.

The majority of staff reported that this might reduce thefts. More specifically, staff
reported that if customers felt they were being watched then it would reduce thefts
occurring as they would feel “less likely to get away with it” (female, 46) or “would feel
paranoid they will get caught” (female, 26). This suggests that staff perceive customers’
perceptions of being watched can modify behavior to reduce the likelihood of thefts
occurring, and raises questions as to how this social presence can be induced – either
by the presence of more staff, or via technological implementations.

To explore the latter, staff were asked “Do you feel that an onscreen camera showing
what was being scanned and bagged would have any effect on the likelihood of thefts
occurring?” (Fig. 3B). The majority of staff reported that they felt an onscreen camera
would reduce thefts at SSCOs, which was illustrated by the comment that “if customers
could see it and were more aware they were being watched it definitely would reduce
thefts” (male, 53).

To summarize, there were two major components reflected in the data: staff believe
that the general perception of being watched (social presence) can modify behavior to
reduce the likelihood of thefts occurring; staff also perceived a potential for the tech‐
nological implementation of social presence at SSCO to be helpful, for example, via an
onscreen camera.

4 Discussion

Although there is always an actual social presence with a member of staff at SSCOs, the
present study found that staff perceive themselves to be limited in their capacity to create
the same sense of social presence when SSCOs are busy, which they perceive leads to
a greater risk of thefts occurring. Staff also reported feeling under pressure when self-
service checkouts are busy as they are impaired in their ability to watch for thefts and
customer problems occurring, and maintain a high level of social presence at the same
time, assisting customers. Pietro et al.’s [27] study found staff reporting feeling more
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satisfied at work when working with SSCOs as they could provide a “better” final
service. This may not be possible if staff are feeling pressured due to the perceived high
risk of thefts at SSCOs when they are busy. Implementing a social presence within a
self-service interface may increase the sense of social presence but also maintain a high
level of customer service, as the customers can feel supported throughout their trans‐
action by it providing the impression that help is at hand. This may also enhance the
likelihood of staff feeling satisfied with their work and increase levels of employee job
performance, as they may feel supported in giving assistance to customers.

Most staff agreed that theft would be reduced if customers felt they were being
watched generally. This is consistent with Baumeister’s [3] theory which stated feeling
the presence of others can lead individuals to alter their behavior in a manner that
communicates a positive self-impression. This view was underlined when the majority
of staff agreed that an onscreen camera on SSCOs would reduce the likelihood of theft.
Thus, staff perceive that they could be assisted by a social presence implemented in
technology. It is noteworthy that a social presence may be created via CCTV in stores
and, thus, should already be perceived by customers. However, only two members of
staff made references to CCTV in relation to the question “Do you feel that if customers
felt they were being watched it would have any effect on the likelihood of theft occur‐
ring?”, although all participating stores in this study used CCTV supervision. This
suggests that most staff do not perceive CCTV to induce an effective social presence on
customers. There is considerable research to suggest that CCTV has become over-
familiar to customers and that it no longer upholds its crime reduction effects [4, 15].
An onscreen camera at self-service checkouts may be a more effective way of reminding
people that they are under direct, i.e., one-to-one, surveillance and create an effective
sense of social presence to result in less theft occurring.

Within this context it is also important to point out that the perception of one’s own
presence can affect behavior. The self-focused attention theory refers to an individual
considering their internal standards and making sure their behavior is consistent with
these standards [5]. Beaman et al. [5] conducted an experiment on Halloween whilst
children were trick-or-treating. Children were asked to take only one sweet and were
then left alone with the sweets. Children were significantly more likely to only take one
sweet when there was a mirror placed behind the sweet bowl than without the mirror.
This suggests that their reflection increased their self-awareness and perhaps sense of
social presence, encouraging them to behave in a manner that was consistent with the
standards associated with the setting [5]. An onscreen camera at SSCOs displaying the
customer’s interaction with the SSCO via its interface may likewise enhance customers’
self-awareness and sense of social presence.

Staff reported that some thefts were actually innocent mistakes made by the customer
due to the interactions with the SSCO, mainly weighing items. Genuine mistakes can
happen when using SSCOs, perhaps due to lack of experience with the system, thus clear
instructions on how to use SSCOs may prevent this from happening. The potential for
more challenging transaction processes at SSCOs may be encouraging thefts, however,
as the customer can blame any un-scanned items on the technology, masking their
intention to steal, and reducing the feeling of responsibility. Frustration may be expe‐
rienced by the customer if the SSCOs are not operating in a straightforward manner,
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which may lead to dishonest behavior such as bagging un-scanned items, consistent with
the “frustration factor” (p14) stated by Beck [6]. It is reasonable to assume that frustra‐
tion potentially provides the customer with a reason to justify their dishonest behavior,
which Beck [6] defines as the “self-scan defence” (p14). It could be argued that
customers who do not pre-plan to act dishonestly at self-service checkouts, but may be
influenced by frustration, would be likely to be guided by a social presence, as it would
encourage them to behave in a socially accepted manner, reducing the likelihood of
thefts [13]. A social presence in the form of an onscreen camera at SSCOs may result
in customers feeling accountable for their actions, as social presence induces a sense of
accountability [25]. Future research will address the aspects of social presence and
possible manifestation in the context of technology.

4.1 Conclusions

The findings from this study suggest that the effect of social presence on customer
behaviors deserves more exploration. Actual staff presence should consistently induce
a sense of social presence, however, this is not perceived by staff to be sufficient within
self-service. The present study found that the presence of numerous customers increases
the perceived likelihood of theft. Arguably, it can be suggested that a greater number of
staff members would reduce the likelihood of thefts occurring. Therefore, the effects of
staff density and perceived identity (staff or customer) within a SSCO area on social
presence require to be further investigated. There is also uncertainty as to whether or
not customers are intentionally stealing at SSCOs or whether thefts occur due to aspects
of the technological setup, providing justification for dishonest behaviors. Future
research will elaborate to what extent the perceived social presence via technological
systems might support staff in their task and will explore customer views. This may
benefit future interactions for the retailer, staff and customers, and encourage businesses
to obtain SST to enhance their productive potential.
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Abstract. The paper considers the emergent, so called, ‘social commerce’
imperative which enables consumers to generate active WEB content and
engage commercially with providers through social networking systems. It is
apparent that little research currently addresses the need for an understanding of
consumer adoption in this respect and therefore further critical issues involved in
contemporary consumer research. Our contribution relates to a consideration of
adoption behaviour through the formulation of the technology acceptance model
(TAM), social commerce constructs and trust. We consequently present specific
insights into consumers ‘intention to buy’ through social commerce engage-
ment. The results of our research also inform providers with an initial important
awareness of the impact of social media within a commercial context.

Keywords: Social commerce � TAM � Intention to buy � SEM-PLS

1 Introduction

Electronic commerce has emerged mainly from the information systems (IS) literature,
which integrates factors from the marketing discipline into information technology
(IT) adoption. The current perspective of e-commerce adoption generally divides into
two main streams, ie Technology Acceptance Model (TAM) (Davis, 1989) and the
Theory of Planned Behavior (TPB) (Ajzen, 1985). However, e-commerce has now
developed into, so called, social commerce facilitated by new advances in Web 2.0
technologies (M. Hajli, 2013). Social commerce is a new stream in ‘commerce’ inte-
grating social networking sites (SNSs) particularly in electronic media platforms
(Liang, Ho, Li, & Turban, 2011). The increasing application of SNSs provides an
opportunity for researchers to rethink consumer adoption of e-commerce (Cooke and
Buckley, 2008). Traditionally in e-commerce, consumers interact with online vendors
and base their decisions on information provided by the vendors’ websites (Gefen &
Straub, 2004) but in social commerce, customers rely on the information produced by
their peers (Hajli, Lin, & Hajli, 2013). Social commerce has changed the nature of
online consumer activity and has enabled users to interact with other consumers before
making any purchasing decisions (Hajli & Lin). This raises critical questions such as;
does social commerce bring any new aspects to the market?; if so, does this impact on a
consumer’s e-commerce adoption? In addition, the question of trust, a vitally important
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factor in e-commerce (Ono et al., 2003), is also apparent. Trust is a fundamental
element in trading in an online context (Morid & Shajari, 2012). In the social com-
merce era, there are now new facilities in e-commerce platforms to establish trust
through the social interaction of individuals in SNSs (Hajli et al., 2013).

The purpose of this paper is to explain and empirically test e-commerce adoption
from a social commerce perspective at the consumer level. More specifically, our
research seeks to integrate the underlying constructs of social commerce - forums and
communities, ratings and reviews, recommendations and referrals (N. Hajli, 2013) -
with e-commerce constructs into TAM. Although TAM is a traditional theoretical
framework, its adoption within consumer research makes a useful contribution to the
new stream of social commerce. Most importantly, TAM has been proven to be a
successful theory in predicting acceptance behaviour (Cheng & Yeh, 2011). In
addition, the study of consumer behaviour in SNSs by integrating TAM and social
commerce constructs is believed to be another contribution to the area. The main
objective is to propose and formulate a comprehensive adoption model, from the social
commerce perspective, thus contributing to a new paradigm of consumer behavior
research.

2 Literature Review

Electronic (e)-commerce has been well studied in the IS discipline (Ba & Pavlou, 2002;
Pavlou & Dimoka, 2006) and focuses on online consumer engagement in online
transactions with vendors (Pavlou & Fygenson, 2006). Purchasing intentions and
information acquisition about product are the two main components of established
online consumer behaviour. Online activity extends beyond purchasing a product, it is
also about acquiring product information before making any purchasing decisions
(Gefen & Straub, 2000; Pavlou & Fygenson, 2006). Consequently, acquired product
information is a critical element for any consumer purchasing decision. However, via
the applications of Web 2.0 technologies, consumers now have more resources and can
easily obtain all the relevant product information they may need (Huang & Benyoucef,
2013). The social communication between consumers and the interconnectivities
through SNSs have developed e-commerce into social commerce (Liang et al., 2011).
Social commerce provides consumers with a host of platforms and opportunities to
communicate with other experienced consumers before they purchase a product.

Social commerce is a new concept which enables customers to have an active
position in cyber space. It is a development in e-commerce based on a network
of buyers and sellers. It is more commonly found in social and interactive forms of
e-commerce (N. Hajli, 2013).

The process of acquiring product and shopping information is similar to window
shopping (Gefen & Straub, 2000), transferring product information from an e-vendor’s
website to consumers (Pavlou & Fygenson, 2006). Previously, the internet was less
involved in the relationship of buyer and seller (Deeter-Schmelz & Kennedy, 2004) but
now Web 2.0 has introduced a more interactive environment between two parties intent
on trading. Social commerce moves consumers from traditional e-commerce websites
to social commerce websites and to share shopping information amongst consumers.
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The era of social commerce is becoming better established and is becoming more
influential than traditional systems of depending on business websites for information
(Owyang, 2009).

3 Consumer Behavior Research Model

Within our proposed model nine constructs were determined and analyzed, as follows:
H1: Learning and training positively affects consumers’ intention to use an

e-vendor’s website for shopping.
H2: Perceived ease of use is positively associated with a consumer’s online

learning and training.
H3: A consumer’s computing and internet experience positively affects his/her trust

in an e-vendor’s website.
H4: A consumer’s computing and internet experience is positively associated with

his/her perceived ease of use.
H5: A consumer’s computing and internet experience is positively associated with

his/her social presence.
H6: The level of social presence embedded in an e-vendor’s website is positively

related to consumer trust in that website.
H7: An increased degree of familiarity with an e-vendor’s website is positively

associated with consumer trust in that website.
H8: Social commerce constructs will increase a user’s familiarity with an

e-vendor’s website.
H9: Social commerce constructs are positively associated with social presence.
H10: A consumer’s perceived usefulness is positively related to his/her intention to

use an e-vendor’s website.
H11: A consumer’s perceived ease of use is positively related to his/her perceived

usefulness of an e-vendor’s website for shopping.
H12: A consumer’s perceived ease of use is positively related to his/her intention to

use an e-vendor’s website.
H13: A consumer’s perceived ease of use is positively related to his/her trust in an

e-vendor’s website.
H14: Social commerce constructs are positively related to a consumer’s perceived

ease of use.
H15: A consumer’s trust in an e-vendor’s website is positively related to his/her

intention to use that website for shopping.

4 Research Methodology

The main sample of this research is based on the cooperation of 215 internet users with
1200 emails and paper questionnaires issued. Respondents were asked to use their
previous online shopping experiences to answer the questions. In total 226 samples
were received with a response rate of 19%. The usable sample was 215, comprising of
65% female and 35% male. In the administration of the online-survey, different issues
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that might affect people’s participation were considered. For instance, a webpage with
helpful graphics and an easy to navigate email were provided for participants in the
survey. In an invitation letter email, respondents were asked to take part by simply
clicking on a ‘link’ and completing the survey. A pre-test was conducted with a total of
30 students, 20 female and 10 male, mostly postgraduate students, to enhance the
measurement scales. This was good practice as useful comments on the questionnaire
were received, helping with face validity. This pre-test data was excluded from the
main dataset.

5 Measurements

Most of the measurement items were adapted from the existing literature in
e-commerce adoption and social commerce. Social commerce constructs are forums,
communities, ratings, reviews and recommendations (N. Hajli, 2013). Learning and
training were not used in e-commerce adoption models but the author is proposing this
to assess the influence of this variable on user behaviour. Trust, PU and intention to use
were adapted from Gefen et al, (Gefen, Karahanna, & Straub, 2003). Familiarity was
based on Gefen (Gefen, 2000). PEOU was adopted from Gefen, Karahanna and Straub
(Gefen et al., 2003). User experience was adopted from Crobitt et al. (Corbitt,
Thanasankit, & Yi, 2003) and social presence was based on Gefen and Straub (Gefen &
Straub, 2004).

6 Results of Measurement Model Testing

Construct validity can be checked by discriminant and convergent validity (Chin,
Gopal, & Salisbury, 1997). To test convergent validity, AVE is considered. This should
be at least 0.50 (Wixom &Watson, 2001). The results are shown in Table 1. AVE in all
constructs is more than 0.50, indicating that the research has achieved this criterion.
PLS for discriminant validity was also carried out. Details of correlation matrix among
constructs are shown in Table 2.

7 Results of Structural Model Testing

The model (Fig. 1.0) validity is assessed by R square value and the structural paths
(Chwelos, Benbasat, & Dexter, 2001). This was undertaken using bootstrapping to test
the statistical significance of construct path coefficient by means of t-tests. In this
model, user experience path coefficients of its causal links with social presence and
trust are not significant. This means that user experience does not influence social
presence and trust in this model. However, all other constructs are significant and the
finding supports the hypotheses at p<0.05 level.

In Fig. 1.0, the R square values are shown, indicating that almost 40% of the
variance in the intention to buy was accounted for by the constructs in the model. This
means that intention to buy was, as hypothesized, affected by PU, PEOU, learning and
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trust. Trust also has a notable R square value. The results show that 37% of the variance
in this construct was accounted for by familiarity, social presence and PEOU. The other
construct with a good R square value is PU, where almost 33% of the variance was
accounted for by trust and PEOU in the model. PEOU has an R square value of 30%,
accounted for by social commerce constructs and user experience. Familiarity, with an
R square value of 20%, learning and training, with an R square value of 15%, and
finally social presence, with an R square value of 12%, are the results obtained for the
other constructs (Fig. 1).

8 Discussion

The aim of this paper is to provide a further understanding of consumer e-commerce
adoption from a social commerce perspective thus illumination current and relevant
consumer behaviour. A comprehensive model integrating e-commerce and social
commerce constructs has been proposed. More specifically, this study investigates the
impact of social commerce constructs on a technology acceptance model and trust,
leading to intention to buy. It is seen that social commerce constructs could be
incorporated into an e-commerce adoption model. The results of this structural model
analysis show that social commerce constructs, namely, forums, communities, ratings,
reviews and recommendations influence social presence and familiarity of e-commerce
platforms leading to trust. The trust established through social commerce constructs
will affect a customer’s intention to buy. In addition, social commerce constructs
influence perceived ease of use and indirectly perceived usefulness, which together

Fig. 1. Consumer behavior model
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affect intention to buy. These results show that consumers are using social commerce
constructs, which in turn make them more likely to use e-commerce platforms suc-
cessfully due to the information gathered from these social commerce constructs. This
positively increases their trust in e-commerce platforms and helps them in their pur-
chasing journey. Moreover, social commerce constructs make e-commerce platforms
easy to use through social media. This also affects their decisions regarding shopping
online.

9 Theoretical Implications

The key constructs of the model - perceived ease of use, perceived usefulness, and
intention to use - come from the domain of information systems. This confirms the
important role of information systems in predicting consumer behaviour in an online
context. The impact of these constructs highlights the fact that information systems can
be a reference discipline for future study of online customer behaviour. There has also
been an emergence of social media and social commerce in the business studies sector.
The other contribution made by this research is to demonstrate that e-commerce studies
mainly use two main streams, TRA and TAM. However, social commerce is a new
stream in e-commerce, highlighting the role played by social media and social net-
working sites in e-commerce platforms. Therefore, using social commerce constructs
and integrating these constructs with TAM theory can provide a model for a new
theoretical framework for e-commerce adoption studies. Considering social commerce
constructs in B2C e-commerce adoption not only extends e-commerce adoption models
but also gives a more holistic understanding of the behaviour of online customers. The
importance of a positive social online environment in adoption processes is empha-
sized. This is a new integrated model in e-commerce adoption to date. This also
improves the predictive power of the e-commerce adoption model since this model
considers all of the main aspects related to the adoption process of e-commerce.
Finally, trust as a key element of an online transaction is highlighted as a crucial factor
in this research. The research argues that social commerce constructs influence trust,
leading to intention to buy.

10 Conclusion

To better understand e-commerce adoption, a new model based on the technology
acceptance model, social commerce constructs and trust is proposed. Through empir-
ical research, data has been analyzed by SEM-PLS to validate the model. The results
show that trust is still a central factor in an online context; this significantly impacts on
intention to buy. Results also show that social commerce constructs increase a user`s
familiarity and trust; this affects intention to use. By integrating the technology
acceptance model, social commerce constructs and trust in an e-commerce adoption
model, this research has shown that social interaction of individuals in social net-
working sites has significant economic value which influence perceived ease of use and
indirectly affect trust and intention to buy.
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Helping Customers Help Themselves – Optimising
Customer Experience by Improving Search Task Flows
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Abstract. Large consumer-facing enterprises can offer a wide range of products
and services to their customers. In parallel, often the quantity of information
offered online to customers to support these services is similarly large in scale –
so how can an enterprise optimize online support to improve customer satisfaction
and lower support costs to the business? To address this problem we have used
quantitative and qualitative methods to identify the most significant topics
concerning customers over a 14-week period. These analyses in turn informed
our user test design, which investigated individual search-for-help behaviors. The
output from these analyses was used to form recommendations for high-priority,
low cost interventions in the User Interface design of the support website, so that
customers are more willing and able to help themselves.

Keywords: Customer service · User Interface · Information search · Information
retrieval

1 Introduction

There is a growing desire by commercial enterprises and customers to conduct transac‐
tions digitally, where possible [1]. For enterprises, this requirement is usually driven by
cost reduction objectives. For customers, the convenience of online service support -
available at all times and via multiple devices - is important in an increasingly complex
and time-poor world, provided it does not cause them extra effort [2].

Effective online service support enables customers to find answers to service prob‐
lems, and where possible to diagnose and fix them themselves, meaning that – if it works
well - they may never need to come into direct contact with helpdesks. However, there
is the risk of a trade-off between 100 % self-service and good customer experience, if
for example online support information is hard for the customer to find, or where their
expectations are not met. To offer a satisfactory self-support experience to customers,
the enterprise needs to understand:

– How customers’ need for support is expressed in their own language.
– The contexts of where, when and how customers seek support.
– What customers consider reliable sources of online information.
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– When customers abandon online help and seek assistance from a helpdesks.
– How navigation and presentation of information can be optimized for self-support.

The objective of this paper is to present findings of research conducted to (a) identify
the highest-priority customer support issues, and (b) to identify the Information Seeking
and Retrieval (IS and IR) strategies [3] customers adopt to resolve these issues, within
the context of the five “areas of understanding” listed above, leading to recommenda‐
tions for improving the search process, to help customers help themselves and reduce
customer support costs consequently.

2 Business Rationale and Context for Project

British Telecommunications Plc has around 10 million residential customers, and offers
hundreds of products individually and combined as packages. Consequently it has a
significant customer service division to support these customers and their diverse needs,
handling 10 billion minutes of inbound voice calls per year [2]. The help section of its
online web presence is intended to be the first port of call for customers seeking help
with service problems, so that customers can diagnose and fix their own service issues
without them needing to contact these helpdesks.

The customer support site we researched receives around half a million hits per week.
Around 6000 searches are made per day via the specific search engine for the site. Some
2500 customer support articles are available and any can be returned based on the search
terms entered. Articles are also accessible via the navigational structure of the site via
a series of tabs and drop-down menus. These are also accessible from search engines
operating from outside the site (Google.com for example). With respect to these figures,
prioritization needs to occur as to where the most significant interventions can be made
for the lowest cost. The first step to achieve this was identifying the most significant
topics for which customers were searching for help and accessing support articles on.
We did this by analyzing the following data inputs: Most-Searched Keywords, Article
Ratings, Verbatim Feedback, and Click-Throughs.

3 Quantitative Analysis of IS and User Feedback Behaviors

Most Searched Terms. Using a prototype dashboard created in R Shiny [4], daily data
feeds from web analytics were processed to present graphically, via the GUI, the
searches made by customers over a 14-week period between October 2014 and January
2015. (The search engine only functioned within the boundary of the support section of
the enterprise’s website). This was used to define the key issues customers were seeking
support for in their own language.

The top ten single keywords and their associate search terms over this period were
found to be (in descending order): Password, Change, Email, Number, Phone, Hub, Line,
Broadband, Account, Mail.

This dashboard was also used to detect when most searches were conducted. Results
show that most searches take place on Mondays, followed by Wednesdays, with the
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least number of searches conducted on Sundays. This infers that days where the majority
of customers are at work are chosen to sort out service issues. This is explored further
in the user tests.

Ratings Against Returned Articles. Currently, customers are asked the following at
the end of each support article:

After clicking on the stars (Fig. 1), a free-text box opens, offering customers the
opportunity to provide verbatim feedback (see below).

Fig. 1. Ratings and Feedback box presented to customers at the foot of support articles

All articles that were rated overwhelming received poor ratings (71 % of all ratings
given were “1” compared to 18 % given “5”. It was observed through manual analysis
of the verbatim that comments are very often negative even when an article has a high
rating, suggesting customers pay less attention to giving representative ratings when
they want to express an opinion via free text).

Therefore we inferred the most rated articles represented the most significant
customer topics. The articles with the most ratings were ranked over the same 14-week
period to achieve an average ranking (where articles were in very similar topic areas we
grouped these together). In summary, the most poorly-rated article topic areas were, in
order:

1. Fixing phone line faults.
2. Parental controls.
3. How to deal with Email security.
4. Broadband problems and fixes.

This list broadly matches the search terms top ten, with the exception of “Parental
controls”.1

Verbatim Feedback Against Returned Articles. In conjunction with the above anal‐
ysis all verbatim feedback given against articles rated “1” were input into “Debate‐
scape” [5] (a text and sentiment analytics tool), to generate simple word clouds. This
gave a visual representation of the most frequently used words in the free text
comments box. According to Debatescape, during the 14-week period, the ten most

1 “Parental Controls” are service improvements which were introduced part-way through the 14-
week period. Although generating customer comments, this reflected a specific event. We
prioritized continuous key customer topics across the entire timeframe, so Parental Controls
was excluded from this study.
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used words entered in the comments box were (in descending order): Email, password,
answer, account, phone, problem, service, work, broadband and mail.

Again, these results reflect the search term top ten (broadly relating to email, pass‐
word, phone), with some discrepancies which relate to general experiences (e.g. service,
answer, work).

Click-Throughs. Click-through data was the final input considered to understand key
customer topics. These are specifically recorded when a user accesses the “Contact Us”
page after reading an article, inferring that users are not satisfied with the support article
returned and that they now wish to contact a helpdesk.

Using data feeds from web analytic tools, over the 14-week period four articles which
generated the highest click-throughs were:

1. “Help with usernames and passwords”.
2. “Compromised email accounts”.
3. “How to change or cancel an account”2.
4. “I’ve got no broadband connection”.

Again, there are similarities between the search terms, ratings and verbatim feedbacks
in terms of topic areas (passwords, email, broadband problems).

In summary the key customer topics thus distilled from these four analyses are:

– Needing help with email and password problems
– Needing help with broadband connection problems
– Needing help with phone service

4 User Experience Testing

Qualitative User Experience Testing was carried out to explore the participants’ Infor‐
mation Seeking and Retrieval strategies [3] within scenarios based on the three topic
areas identified, reflecting the original objective to understand:

– How customers express their need for support in their own language.
– The contexts of where, when and how users seek support.
– What customers consider reliable sources of information.
– When online help is abandoned and helpdesk assistance is needed.
– How the navigation and presentation of information be optimized to minimize calls

to helpdesks.

Participants. Participants were selected as being users of broadband, email and
telephony services but were not BT customers, so they had no pre-knowledge of the
navigation of the site. There were five male and five female users, ranging in age from
31 to 55. All were computer users to some degree. None had IT or HCI-based

2 This article contains a direct instruction for the customer to contact a helpdesk, thus generating
high levels of click-throughs. For this reason this article was excluded from the study.
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occupations (occupations included accountancy, university lecturer, full-time child
carer, musician, HGV driver). All user tests were conducted using a laptop computer
(while we acknowledge users will use phones and tablets as well we aimed to provide
consistency in this test, to ensure we are evaluating the entire journey rather than the
differences presented via different access devices).

User Test Design. We followed Marchionini and White’s framework [6] for IS as a
reference, giving consistency to the user tests but with slight adaptations, i.e.:

– The Recognise and Accept phases were given to the participants when the scenario
was described.

– The Formulate, Express, Examine, Re-formulate and Use phases were participant-
driven with prompts from the researcher where necessary.

The tests were conducted sequentially, with each participant following their own journey
against the following scenarios:

Scenario 1: “Imagine you are having problems accessing your email account, although
your Internet connection seems to be OK. What would you do to solve this problem?”

Scenario 2: “Imagine you are experiencing poor service from your broadband connec‐
tion. What would you do to solve this problem?”

Scenario 3: “Imagine you’ve picked up the phone and there is noise on the line. What
would you do to solve this problem?”

Participants were asked to put themselves in the position of a BT customer. BT’s home‐
page was open on the laptop, although it was not a requirement for the participant to
start their journey there, or to use it at all (until prompted). All user tests were conducted
in a home environment and video recorded so that notes could be made after. Results
were collated according to the five key points of the original objective.

Results
How customers express their need for support in their own language. When prompted,
most participants entered what they considered general search terms because “if you’re
more general with your search you can find what you want”. (In reality, the terms used
are more closed-task type searches [7]). Re-formulation of the query is rare, with partic‐
ipants more likely to follow other paths for IR than re-entering search terms.

There is variety in the “formulate” and “express” phases of IS within the tests.
Requests were expressed predominantly via:

(a) short experiential statements e.g.: “Email account blocked”, “email not working”,
“broadband keeps cutting out”, “no dial tone”, “phone fault”.

(b) full experiential statements e.g.: “My username is no longer working and I can’t
access account”, “There is crackling on the phone line”.

(c) implicit requests for help: “Unblocking my email account”.

292 S. Hessey



(d) explicit requests for help: “I have no connection, what can I do?” “I need help with
my connection”, “I have a terrible crackle on my line, please help”.

(e) Searching directly for diagnostic tools: “Line fault check”.

For the phone line self-diagnostic in Scenario 3 there is a gap between customer language
and how we ask them to define their own problem. Of the available options in self-
diagnosis, “some make sense, some not so – “ring trip” – I don’t know what that means,
….you’ve also got “unable to trip ringing”, I’m not really sure what that means….”.
For the same scenario, one participant attempted to input a full telephone number into
the line checker tool, including a space between the area code and the number. The box
cannot contain this number of characters so an error message is returned, but with no
indication of why it was wrong or what would be the correct way to enter numbers.

When, Where and How Users Seek Support. Self-support is already embedded behavior
for half the participants who would conduct their own diagnostic tests before seeking
support online. The search for support in this context involves drawing on previous
experiences of dealing with the issues in the scenarios (e.g. checking PC, router and
security settings, pop-ups and ad blockers, re-setting passwords and using line speed
checkers), commenting: “I’d always try to fix a problem myself rather than get someone
else to do it”. For in-home-broadband connection issues, workarounds by using 3G and
4G compatible devices to access support are widely used. While this is encouraged, there
is also a risk of following poorly-formed procedures and increasing the problem, but
this risk is mitigated by avoidance of calling helpdesks for those who were so inclined.

After accessing support articles, all apart from two would go through the diagnostic
and fixing steps (wizards, desktop help, check my line etc.) suggested before contacting
a helpdesk - or they would ask their partner or a friend to help them.

Two participants went straight to Google.com for help as a habit - “that’s what I
tend to search everything with…you stick with one thing and you trust it”. These same
participants would not start their journey on the BT homepage, “assuming it [Google]
would take me there anyway”. Another participant commented that they would use
Google if the BT website did not yield satisfactory responses, without re-formulating
the search terms used.

Participants expressed they wanted to find solutions to problems as soon as possible,
especially during a working day (for those who work at home this is especially impor‐
tant). This was reflected in the search trends outlined earlier, regarding preferred days
of week for searching. Additionally, instant useful responses to searching are expected
- currently over 1000 articles are returned on average after a search, which can be over‐
whelming. Two participants commented that they expect the answer to their question
immediately, and not on the next page of 20 or so answers.

For those who cannot resolve issues during work-time the choice of support depends
on “what I’ve got available to me at the time”. This participant is a driver and does not
have ready access to Internet-connected devices during the day. His workaround is that
he has support phone numbers stored in his mobile phone.

Time of day may also have an impact on the motivation of the customer to self-
support: “I’m lazy [at the end of the day] and I’m not going to do the whole [self-
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diagnosis] thing….this is all very irritating, why can’t I just ring somebody…I’m bored
now, I’m really tired.”

Reliability of Information - Forums. There was variability in the reliance and trust placed
on forums. The two participants who went straight to Google.com preferred to use
community forums to check if others had solved similar problems. This is based on
previous positive experiences – one participant commented that forums had been used
successfully for advice on fixing his car. Forums were considered more reliable “because
it’s based on other people’s direct experience, and if they’ve had the same problem they
might have come up with solutions or explanations which are slightly different to what
the service provider suggested”. Another comments, “techy people put stuff on there
because they know what they’re doing – I don’t”.

However, the immediacy of the need for information forms a barrier to using forums
– it is unknown how long it may take for an answer to be made to a post. Dates and times
of postings are important details for trusting forum posts.

Six participants however did not trust forums, preferring to rely on what their service
provider suggests, fearing they would “blow up their computer” if they did anything
else: “you’re the guys with the know-how…why wouldn’t I work through your advice
before I tried [forums]?”. Lack of trust in forum contributors is also pervasive: “I don’t
believe other people….Forums are usually full of people just talking rubbish.”

Reliability of Information – Ratings. Although customers are invited to give ratings to arti‐
cles there is no indication as to why this is useful to them. It informs the “Answers others
found helpful” (see Fig. 2) but this is not obvious to participants. Rating stars are given
next to forum posts but often these are not populated. As a result there is a general reluc‐
tance to actively engage in the rating process. Apart from the lack of noticeable benefit to
the customer, this is also due to: lack of time available, not expecting to see ratings for
support content, being unaccustomed to give ratings to support content, and general apathy.

Participants commented that it appeared no-one else had rated articles either – this
is especially true for the forums where stars appeared mostly blank - “For some reason
I didn’t think it was asking me…it’s like when you’re reviewing a product and the stars
are blank it’s because no-one’s reviewed it, so it’s almost as if I’d thought other people
hadn’t reviewed it…”.

When ratings are given, they are highly polarized (this is supported by the quanti‐
tative analysis). This was observed by participants and underlines potential unreliability.
One user commented he would only rate useful articles (positively) while another said
he would only give poor ratings saying “if you get what you want, you very rarely report
that”. Assumptions were expressed that all online ratings are only ever very negative
or very positive: “usually you only get the extreme.”

The purpose of providing ratings was misinterpreted by two participants who
assumed the rating system was for overall customer service, and again would only give
very high or very low ratings.

Another participant comments: “I wouldn’t ever look to see a rating to help me
decide that [reliability] so I don’t think it’s relevant to give my opinion to help other
people.” His choice of what to trust is based on the relevance of the article title.
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For those who favored the contribution of the forums there is also a perceived lack of
trust of ratings on the provider website.

Abandoning online help and using helpdesks. Three out of ten participants would go
straight to a helpdesk to resolve the issues presented by the scenarios, without consid‐
ering other alternative solutions.

The other seven referred to phoning the helpdesk as a “last resort”, preferring if
needed a “web-chat” with a helpdesk agent. These users assume that, via this route, they
will make contact with an agent immediately rather than having to go through IVR
queues, hold the call or submit a form (for which the response timescale is unknown),
commenting, “in this day and age you want to solve your problems right away, everyone
at least expects to”.

Previous positive experience of other support sites’ web-chat facilities helps with
acceptance: “I had a problem with Amazon and there was a little person [pop-up box]
saying can I help you and he sorted it out straight away…which was good rather than
having to talk to them on the phone.”

Additionally, a significant advantage of web-chat is that any language barriers – partic‐
ularly when dealing with off-shore call centres are avoided. However the participant who

Fig. 2. Screenshot of example article return screen
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would always phone first finds web-chat a barrier because, “it takes me a little bit longer,
as I’m not a typist”, but is not averse to the idea of using it.

Navigation and Presentation of Support Information. The navigation of the help website
is clear. All participants used the navigational tabs (predominantly “Help”) and the
related drop-down menus - indeed by the end of the user test one participant named this
route as her “trusted favorite”. Considering the small proportion of customers who use
search against the total number of articles accessed this reflects the behaviors of the
overall customer base. (Surprisingly, all participants needed to be prompted to enter
words into the search bar; with participants preferring to start their search journey with
Google or via the current navigational design of the website).

The most significant user interaction event was demonstrated when users accessed
the “Contact Us” page, predominantly near the end of the journey for Scenario 1. This
represented a pivotal moment, when the online support journey became in danger of
being abandoned. Specifically, this was the disregard of an information box which said
“Password stopped working?” Eight of the ten participants did not notice this box,
despite the lettering being in bold red letters. By this stage of the journey, the users
appeared fixated on seeking help and therefore did not consider anything outside the
“Contact Us”, thereby missing this information.

Other UI issues expressed included: the absence of auto-correction for spelling in
the search bar, the position of the ratings box which appears at the end of articles (so
not readily noticeable), and some misinterpretation of tab labeling. (e.g. one participant,
while looking for “Contact Us” noticed a tab labeled “Find a Number” at the bottom of
the screen. It is not clear where this will lead, as she comments, “Does that mean a
[helpdesk] number?”

5 Recommendations

Supporting customers in their own language – Semantic Search. Due to the variety in
how search terms are expressed (see “Results”) it is suggested that a semantic search
capability [8] is implemented to address not only this but user intent and context. For
example, the search terms that were entered as requests for help should return informa‐
tion which reflect these.

Query expansion and spell-checking of search terms may also help with filtering
searches, ensuring accuracy and reducing the number of returned articles.

Supporting customers in their own language – editorial changes. Some simple
changes to the content can be effective – 3 are outlined here. First, from the user
tests and from the verbatim analysis, it was clear that some users were using both the
search bar and the comments box to enter direct requests for help. Two options are
possible to resolve this: (a) provide a fuller explanation of the purpose of the boxes
and what to expect as a result of entering information, and (b) present an alternative
box where users can enter requests for help, at an earlier stage in the journey to the
observed arrival at the “Contact Us” page. Second, for the phone line fault check
example (see page 7), a simple but effective change would result from changing the
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words given in the options available for diagnosing faults into customers’ language
(and not presenting words by which the enterprise categorizes faults, which is
currently the case). Finally, when asking customers to enter a phone number into the
phone line fault checker, make allowances for how they normally read and use phone
numbers – e.g. allow enough space for these permutations within the tool and if
errors are still experienced, explain why it is not working [9].

Reliability of information - Ratings. Many returned articles give instructions which may
take customers away from the website or indeed the computer (if it involves checking
cables), meaning they are unlikely to go back to the online article at a later stage to rate
it as useful or not (most will find what they want and leave, or will forget or not notice
the ratings box). So, it is recommended to rate usefulness of the entire experience (some
assume this is what the ratings box is for anyway). This is currently done via other survey
methods for overall customer experience and could be extended to include the online
experience.

Ratings given are either very good or very poor, with little in between. Users assume
this, and therefore may disregard them as they only reflect “the extreme”. In turn, for
analysis, they are not reliable indicators of how well articles meet user needs. Depending
on the article (i.e. not those with lists of actions – as above), the recommendation is to
remove the request for numerical (star) ratings and present only a text feedback box
which is (a) presented more prominently, (b) worded in a way which outlines the purpose
and benefit of doing so to the customer and (c) use text analytics to distill the keywords
and expressions raised. Text analytics and click-through data can then inform the content
designer of which articles work for customers using qualitative data, and in turn support
content can be confidently presented back to customers as “Answers others found
helpful”. Conversely, articles which are not useful can be identified and re-worked as
needed.

Reliability of Information - Forums. The test participants who valued the contribution
of forums found them after searching on Google. For those who did not value them, they
would never have looked to them for advice in the first place. As a result, there may be
a case for not including forums on the support site. There is an element of risk in this,
in that customers may look to un-moderated forums on the external Internet for solutions,
but as this is a tried and tested method for some, it can be argued that customers will
locate what is useful to them via trial and error. In this regard, space on the website can
be used for provider-generated content only, which for many participants appeared to
be the only trustworthy content available.

Changes in the UI to Minimize Online Journey Abandonment. Several minor changes
to the UI can be recommended. However the most significant change recommended
regards the following example:

This recommendation is based on the probability that the customer is (by this
stage) fixated on contacting their provider, (see Results, page 9), and reflects a
participant’s comment that “If the message had been in the “Contact Us” box I
probably would have clicked on it”. Eight of the ten participants missed this box in
the Current UI (see Fig. 3. left), so theoretically 80 % of customers are more likely
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to notice this box in the Recommended UI (Fig. 3, right), and take action accord‐
ingly. Again theoretically this could lead to a potential 80 % reduction of helpdesk
contacts as a result. (This of course would need further testing, with success meas‐
ured through web analytics).

Fig. 3. Recommended change to position of “Password Stopped Working?” box

6 Conclusions

Our first conclusion is that an enterprise’s understanding of, at a macro-level, the IS and
IR strategies of its user base, is a vital first step in prioritizing where to concentrate
efforts for improvement. For our research, this was based on manually analyzing four
sets of quantitative data to identify this. In future these inputs should be integrated and
automated for efficiency - although the manual approach is workable for a research
project, for continuous business operations it is too labor and time-intensive.

Our second conclusion is that not all customers will want to, or be able to, help
themselves by accessing all their support information online. With a diverse customer
base and product range it is a worthy ambition to aim for a high percentage of support
transactions to be conducted online without but in practical terms this may not always
be possible. However, many of the recommendations from the user tests for minor
content-based changes (e.g. matching article language to customer language) and more
significant changes (e.g. introducing more sophisticated semantic search engine capa‐
bilities) can enable the enterprise to maximize the expertise which users already demon‐
strate in dealing with their own problems, and their willingness to do so.

Our final conclusion is that, theoretically, by reducing operational costs for the vast
majority of self-helpers, investment can be made to enhance customer support for the
minority – e.g. for dealing with complex issues and to support more vulnerable and less
confident customers. In conjunction with making interventions in the customer journey
as above, this could result in customer support being optimized for all, with seamless
integration between channels where needed [2]. This is a long-term opportunity and one
which could be considered for all large enterprises.
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Abstract. This paper adopts the Heckman two-step model to analyze the
impact of copyright strategy on sales performance of digital product, using the
panel data comes from online virtual goods transaction website Xstreet.com.
The results show that (1) significant relationship exists between sales perfor-
mance and copyright strategy of digital product, but the influence of each
copyright strategy on sales performance are different; (2) A seller’s copyright
structure within same product line can also affect sales performance of a digital
product, thus in order to optimize the copyright combinations, a seller should
fully consider the copyright strategy within the whole product line.

Keywords: Copyright strategy � Digitial products � Virtual products

1 Introduction

Rapid advances in Web2.0 and digital technologies now enable end-users to create and
share digital contents through Internet. A large amount of user generated content
(UGC) are created on social networks such as wikis, blogs, Twitter feeds, as well as in
virtual worlds such as Second Life [1]. The proliferation of UGC greatly enhances the
production and consumption of digital content, and thus offers a great business chance
for content providers. Meanwhile, concerns were raised about digital rights violations.
To protect their benefit, Many right-holders adopt technological methods, i.e. DRM
(Digital right management system), to deterring rights piracy. However, copyright
control technologies make them confronted with a digital dilemma [2]. On the one
hand, the copyright protection technologies allow rights-holders well control the per-
missions granted to end-users (i.e. View, Copy, edit, move, etc.). On the other hand, it
may in turn decrease demand due to the possible restriction on user rights. Prior
researchers have done a lot of works on copyright protection strategy (either techno-
logical or administrative) to compete with piracy [3–6] and impact of the piracy on
digital product sales performance [7–10]. Some find that both the legal demand and the
willingness to pay for digital content will increase without DRM due to the increased
consumer utility [6]. Therefore, in order to maximize profits, the rights-holders must
find the optimal copyright strategies to keep balance between copyright protection and
the legal use of end-users [5]. This study investigates the relationship between digital
rights strategy and digital products’ sales. Our main objectives is to (1) examine how
copyright strategies affect sales performance of digital contents; (2) examine how the
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rights-holders set copyright strategies optimize copyright strategies under multi-product
sales and different market structure.

We base our research on the online virtual goods transaction website www.Xstreet.
com. Xstreet is the official transaction marketplace of Second Life. More than two
million items and 22 categories of user-created virtual goods are for sale on XStreet SL.
These virtual goods have many similarities to digital products. Firstly, they are digital
and can be sale and distributed though Internet. Secondly, creators of virtual goods in
Second Life own entire copyright of the product. To maximize benefits, sellers in
Xstreet adopt different copyright strategies for virtual goods [11]. The three basic right
permission (i.e. copy, modify, and transfer) are very similar to the three main rights of
digital content illustrated in DRM system (i.e. render, transport, and derivative right)
[12]. Thirdly, Different copyright strategy can affect user’s perceived utility and thus
have impact on demand [11, 13]. These similarities provide the probability of applying
our findings based on virtual goods to general digital products. Furthermore, Xstreet
has tens of thousands of active buyers and sellers. According to Second Life statistics,
the daily transactions for virtual goods are 1.2 million in 2013.1 So it provides us a
favorable research platform to study the relationship between the copyright strategy and
digital content sales performance.

Our findings suggest that (1) Sales performance of digital content significantly
correlates to its copyright permission. Relative to no right permission strategy, the only
modify strategy and the only transfer strategy will decrease the product’s probability of
entering into top 1000 sales ranking list, while other four strategies can increase the
probability. (2) Other things being equal, digital contents with completely open
copyright (e.g. Copy &modify& transfer) will cannibalize the market share of seller’s
other products in same category or with same function. The right-holders shall optimize
his copyright strategies by taking into consideration the permission setting of other
similar goods in his own product line or even the whole market.

The rest of this paper is organized as follows. Next section reviews the related
literatures. Section 3 presents research date and some theoretical assumptions. Sec-
tion 4 presents the estimation results and research findings. Section 5 concludes the
paper.

2 Related Literatures

Our paper is directly related to four streams of literature, including the literatures about
(1) virtual goods consumption; (2) Digital Rights Management (DRM); (3) information
goods pricing and versioning; (4) open source product.

2.1 Virtual Goods Consumption

Various studies focus on consumer’s virtual item purchasing behavior in virtual world
[14–18]. Guo et al. (2009) provides us the empirical evidence that factors such as social

1 http://community.secondlife.com/t5/Featured-News/bg-p/blog_feature_news
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influence, trust, perceived profit-making opportunities are most concerned by pur-
chasers [16]. Therefore, except the function of virtual item, players also compare prices
and seller’s credit ratings before purchasing. Guo et al (2011) further find that the
higher degree of customization will significantly increase the consumer’s purchase
intention [17]. Yee (2005) also find consumers can get satisfaction with customizing
their avatar appearance and using unique accessories [18].

These literatures about consuming behavior in virtual world constitute solid theo-
retical basis for our study. In SecondLife, Modify permission can increase the cus-
tomization degree by enabling purchasers to change the original design. Transfer
permission can increase buyers’ profit-making opportunity in the future. Thus, different
right permissions can definitely affect user’s purchasing behavior. However, prior lit-
eratures do not identify the right permission of virtual items as an important factor
influencing sales performance. Basulin et al. (2009) recognize the problem and conduct
an empirical study to examine the relationship between price and permission of virtual
items in Second Life. the results show the positive effect of “copy” permission on
virtual goods pricing strategy [11].

Our paper is closest to the research of [11] but differs from it in four aspects. First,
we consider right permission in our model as a copyright strategy, not as one of the
product attributes. Second, we aim to test the relationship between copyright strategies
and sales performance (not price) of virtual product. Third, we also examine how
sellers optimize copyright strategies under multi-product sales condition and different
market structure. Fourth, we view virtual goods as one special form of digital content
and thus extend our conclusions to digital product area.

2.2 Digital Rights Management (DRM)

DRM, which is defined as technologies, tools and processes to protect intellectual
property during digital content business, can help right holders well control the use and
distribution of the digital content and effectively prevent piracy [4]. Rosenblatt et al.
describe the three main rights granted to users in DRM: render (including view, print
and play), transport (including copy, move and loan) and derivative rights (including
extract, edit and loan) [12]. The rights description in [4] and [12] are similar to the main
three types of rights (i.e. COPY, MODIFY, and TRANSFER) in our setting. [19] and
[20] find evidence about the role of DRM in enhancing producer’s control ability in
movie industry. However, Sinha et al. [6] empirically demonstrate that the revenue of
music producers will increase as they supply DRM-free rather than DRM music in the
market. DRM-free environment can increase the demand and consumers’ willingness
to pay for legal product [6]. Foroughi (2002) consider that, in order to maximize the
profits, the rights-holders must seek to find the optimal copyright strategies to keep a
delicate balance between copyright protection and the legal accessibility of end-users
[5]. Our paper is different from [5] and [6] in that it presents a more specific model
involved eight different copyright permissions and investigate how these permissions
affect sales performance. Thus, our work contributes this literature by quantifying the
influence of different copyright strategy on sale.
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2.3 Information Goods Versioning

From copyright perspective, virtual goods share some similar features with information
goods. Free-trial software is analogous to virtual goods with copy and transfer per-
missions. Customized information goods are similar to the modified virtual item. While
online sharing music and open source software are in common with transferable virtual
product. The versioning of information goods has attracted considerable interest in the
literature. Shapiro proposes that content provider can execute price discrimination by
supplying different version in the market to satisfy consumer demand of different level.
By this way they can gain more consumer surplus [21]. Chen et al.(2007) and Bhargava
et al.(2008) indicate versioning is optimal for the seller when there is multiple outside
option for customers and high-end customers would not be attractive by lower-quality
version [22, 23]. In our paper, we consider copyright permission as a method of
versioning. Virtual goods seller can set different copyright permission for similar
products to meet different needs and thus attract more potential consumers. Meanwhile,
our results suggest some permission strategy may not necessarily increase sales. Rather,
it could lead to cannibalization effect in same category. This paper adds to the existing
literatures a delicate analysis of cannibalization effect occurring in similar products
with different copyright permissions.

2.4 Open Source Software (OSS) and License

OSS is software that is subject to a particular type of license. The OSS licenses ranges
from very permissive to more restrictive [24]. Conversely, Proprietary software nor-
mally restricts user’s rights to copy, redistribute, or modify. Sen et al. (2011) suggest
that more restrictive license will decrease user’s perceived value from two aspects:
(1) limit the commercial use in the future; (2) lack of compatibility with other software
with less restrictive license. Thus, the less restrictive (more permissive) the license is,
the more the user OSS can attract [25]. Subramaniam et al. (2009) find that if great
efforts are needed to improve OSS, the following developer would prefer less
restrictive license [26]. The situation is similar for digital product, especially in an age
of UGC. UGC is usually created based on the existing digital products. For the creative
work requiring more professional technology, users want more permission to copy,
share or resell the product so that they can gain revenue. In virtual world Second Life,
modifying a virtual good such as Script products is difficult for common users, so
only-modify permission cannot positively affect user interest and sales performance.
By contrast, full permission will attract more users and developers due to the possibility
to sell the improved products in the future.

3 Hypothesis and Research Model

In this section, we outline the main hypothesis addressed in this paper and discuss the
theoretical rationale underlying each hypothesis.

Different copyright permission would affect user’s expected utilities and purchasing
decision. From this perspective, Second Life provides us a rich date pool to study the
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relationship between the copyright strategy and digital product sales performance.
Different from other virtual world, Second Life users are an important part of the largest
user-generated 3D virtual goods economy in the world. They create, merchandise, and
sell virtual goods for Linden dollars, which is exchangeable for real currencies such as
U.S. dollars. Furthermore, Creators of virtual goods in Second Life own entire copy-
right of their creations and can set different copyright permissions to protect their
intellectual property and limit the usage rights of next owner. Though combination of
the three basic permissions, there are eight permission strategies seller can set:
Copy-only, Modify-only, Transfer-only, Copy & Modify, Copy & Transfer, Modify &
Transfer, Copy & Modify & Transfer (full-permission), and No-permission. If a con-
sumer gets a product with Copy & Modify permission, he can revise the original design
of the product according his own preference (modify permission) and make a lot of
copies of this product (copy permission). However, resell and redistribute the original
product and the duplicates are not allowed without Transfer permission.

3.1 The Impact of Copyright Permission on Sales Performance

Basulin (2009) points out consumers in virtual world may tend to use many same
products at the same time [11]. For example, consumers may need more than one of
same virtual chairs to decorate his virtual kitchen. Copy permission ensure consumer
legally own and use the copies of the virtual product without any additional cost, thus
can increase the utility of consumer and encourage the purchasing behavior. The
existing literature revealed that, customized products and service become the important
competitive advantage of online commerce [27, 28]. Compared with traditional
products, customized goods can meet consumer’s special preference and increase
purchasing willingness. Modify permission enable purchasers to change the product’s
original design, thus can satisfy the different demand of individual customer. Therefore,
we consider copy permission and modify permission have positive impact on sales.

Berry et al (2002) consider convenience as a method to measure the level of time
and effort saving in buying and using the product [29]. The more convenient the
purchasing process is, the stronger the consumer’s willingness to purchase due to the
decreased transaction cost. Thus, convenience is positive correlated with purchase
willingness. Transfer permission grants consumer the legal right to resell and redis-
tribute the virtual product to others in the future, which can reduce the decision
complexity. If the product is not satisfactory, purchaser can resell it to minimize his
lost. Additionally, Transfer permission can increase buyers’ profit-making opportunity
in the future. Thus, we consider transfer permission have positive impact on sales.

Based on the above analysis, we hypothesize as follows:
Hypothesis 1.1(H1.1): COPY, MODIFY, TRANSFER permission all have positive

impact on sales performance.
If the three permissions all have positive impact on sales performance, we can

further assume that product with more-than-one permissions would be more popular
than which with single permissions. We further state the hypothesis as follows:

Hypothesis 1.2(H1.2): Any combination of the three permissions has a larger
impact on sales performance than single permission.
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3.2 The Cannibalization Effect of the Copyright Permission on Sales
Performance of Products Within the Same Product Line

In general, multiple product manufactures tend to provide a wide range of products
under same product line so that consumers have more choice to meet their individual
preference and budget constraint. For instance, Hyundai produces advanced limousines
XG for wealthy customers, Accent for consumers of small cars, and Santa Fe for
consumers favor multi-purpose vehicle. A lot of researches have shown that product
variety strategy can effectively promote sales and expand market share [30–32]. Similar
to conventional product producer, many digital companies like Borland sold different
versions of their programs—one was low priced and could not be copied and the other
was high priced and could [21]. Shapiro and Varian (1998) suggest that digital
information goods can be differentiated though granting different rights for user to
store, duplicate, print or otherwise manipulates the digital product [21]. Thus, copyright
permissions can be used as important method of distinguishing digital products.
However, product variety also leads to the cannibalization effect within same product
line. If digital product producer provide different versions so as to induce consumers to
self-select, the cannibalization may occur within same product line. Considering the
dual role copyright permission paly, it is important for profit-maximizing right-holders
to decide whether they should set same copyright permission within product line or not.
We state our hypothesis as following:

Hypothesis 2 (H2): The cannibalization effect exists between products within same
product line when different copyright permissions assigned to them.

4 Data and Econometric Specifications

4.1 Data and Variables

The panel data used in this paper comes from online virtual goods transaction website
www.Xstreet.com. We focus on products in 5 categories: Animations, Arts, Audio and
Video, Business, Scripts. During the study period starting from January 2011 to May
2011, we collect the detailed information of all products in focused categories,
including item ID, item name, seller name, price, right permission, the highest history
rank, current rank, number of reviews, number of discussions, and number of votes,
score and item category. Thus the final panel data have 20-weeks.

4.1.1 Dependent Variable
Given Linden Lab did not officially publish transaction date such as cumulative
transaction volume, we use sales rank as a proxy for the number of products sold in
XStreet market. XStreet.com lists the Top 1000 best-selling products, with 1 corre-
sponding to the highest selling product. Literatures related to economics and marketing
revealed that sales and sales rank follows a Pareto distribution [33, 34]. The higher the
rank is, the more the sales, and vice versa. Thus we use RANK and RANK_YN as an
indicator of digit product sales performance in second life. RANK_YN is a 0-1 variable
to denote that whether the products enter into the TOP 1000 ranks (equal to 1) or not
(equal to 0). RANK is the actual ranking of the product on the TOP list.
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4.1.2 Independent Variables
In Second Life, The combination of three basic permissions (Copy, Modify, and
Transfer) forms eight copyright permission strategies. We create a set of copyright
dummy variables to represent seller’s copyright setting: CRC, CRM, CRT, CRCM,
CRMT, CRCT, CRCMT, and CRN. CRC, CRM, CRT represent Copy, Modify,
Transfer permission only respectively. CRCM represent Copy & Modify permission,
CRMT represent Modify & Transfer permission, CRCT represent Copy & Transfer
permission, CRCMT represent full permission, CRN represent No permission.

4.1.3 Control Variables
In our study, we control for other factors that could affect sales performance but are not
explored in this research: price, score, category, market competition factors, and total
number of products sold by seller.

Prior research shows that online scoring system play a very important role in
establishing consumer trust and thus is a crucial factor affecting seller’s success [35].
We incorporate seller’s score into our model, denoted by SCORES. In order to control
the impact of business scale on sales performance, we incorporate the total number of
product of a seller into our model, represented by TOL. Two variables (WEEK,
WEEKS) are introduced to control the change of market factors, such as the total
number of products for sale in XStreet, the total weekly transaction volume, WEEK
reflect the linear impact of linear factors, and equal to 0*19. WEEKS reflect nonlinear
impact of unobserved factors, and equals to 02*192. Finally, we create four dummy
variables (ANI, ARTS, AUVI, BUZ) that control the impact of category on sales
performance. The ANI=1 when the product is in animation category, otherwise ANI=0.
Similarly, ARTS=1, AUVI=1, BUZ=1 when the virtual product is in arts, Audio and
Video, Business category respectively. Script is benchmark group.

The summary statistics of all variables discussed above is given in Table 1.

Table 1. Summary Statistics (N=1,360,483)
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4.2 Results

4.2.1 Copyright Strategy Impact on Sales
In order to eliminate selection bias, we adopt the following Heckman two-step model to
examine the impact of copyright strategy on sales performance of digital products. In
step 1, we estimate the relationship between the copyright strategy and the probability
of a product entering the TOP 1000 rank. In step 2, we incorporate the inverse Mills
ratio (calculated from step 1) into the equation and further analyze the impact of
copyright strategy on product’s sales performance (RANK). In order to reduce the
disturbance of numeric volatility, we take the log form of RANK_YN, RANK and
TOL. Due to many sellers provide freebie goods (price=0), PRICE is transferred to In
(price+1). The coefficient estimates (β1-β7) for CRC, CRM, CRT, CRCM, CRMT,
CRCT, CRCMT are of our interest. CRN is benchmark variable. Table 2 reports the
main results of the econometric estimation.

probit RANKYNitð Þ ¼ b0 þ b1CRCit þ b2CRMit þ b3CRTit þ b4CRCMit þ b5CRMTitþ
b6CRCTit þ b7CRCMTit þ b8ANIi þ b9ARTSi þ b10AUVIi þ b11BUZi þ b12 logðPRICEitþ
1Þ þ b13SCORESit þ b14 log TOLitð Þ þ b15WEEKt þ b16WEEKSt þ e1it

(step 1)

log RANKitð Þ ¼ b0 þ b1CRCit þ b2CRMit þ b3CRTit þ b4CRCMit þ b5CRMTitþ
b6CRCTit þ b7CRCMTit þ b8ANIi þ b9ARTSi þ b10AUVIi þ b11BUZi þ b12 logðPRICEitþ
1Þ þ b13SCORESit þ b14 log TOLitð Þ þ b15WEEKt þ b16WEEKSt þ b17kit þ e2it

Table 2. Estimats for Heckman two-step model (N=1,360,483)
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(step 2)
Note that the coefficient of CRC, CRM, and CRT in RANK_YN model is all

negative, though the coefficient of CRC is not significant. That means that products
with single permission have lower probability of entering TOP 1000 rankings than
those with no permissions. Thus, hypothesis H1.1 is not approved. Instead, the coef-
ficient for CRCM, CRCT, and CRCMT in RANK_YN model is significant and
positive. The coefficient of CRMT is positive but not significant. The results indicate
that the probability of entering TOP 1000 rankings is higher for goods with multiple
permissions than those with single and no permissions. Thus, hypothesis H1.2 is
approved.

In general, the estimates for RANK_YN indicate that the multiple permission
strategy is superior to single permission strategy. Among all copyright strategies, the
copy&modify work best. However, we should also note that all coefficient of our
interest are not significant in RANK model (step 2). This indicates that the promotion
effect of copyright strategy only exists before the products entering the TOP ranks.
Thus at the early stage of promotion, the seller should optimize the copyright strategy
to gain market share rapidly. Once the product list in Top 1000 ranking, right per-
mission is not a primary factor for consumer’s purchasing decision.

4.2.2 Cannibalization Effect
Generally, product variety strategies can be effective in expanding market share [30–
32]. However, Prior research has generated substantial evidence that extensive differ-
entiation can lead to significant cannibalization within the firm’s product line [36, 37].
On SL virtual product market, a lot of products with similar function are sold with
different copyright permission. In a particular category, if a seller grants his products
with varies permission, the cannibalization may exist between these products. In this
part we will further analyze how the seller’s copyright distribution in his product line
affects sales performance.

Consider a seller have many products on sale with varies permissions. We construct
a set of variables CRk/CRj (k,j=1,2….7, and k≠j) to identify sellers copyright distri-
bution (i=1 for copy, 2 for modify, 3 for transfer, 4 for copy&modify, 5 for mod-
ify&transfer, 6 for copy&transfer, 7 for copy&modify&transfer). If a product is granted
CRM permission, then j=4. CRj represents the number of products with CRM strategy
the seller provides. CRk represents the number of products with other 6 permissions
respectively. Thus we totally get 42 variables. For each j≠4, we set CRk/CRj=0.We use
these variables to measure the impact of other products’ permission strategy on a
products’ probability of entering the TOP 1000 list (Table 3).

We use the following Probit model to test our hypothesis H2.

probit RANKYNitð Þ¼b0þb1CRCitþb2CRMitþb3CRTitþb4CRCMitþb5CRMTit

þb6CRCTitþb7CRCMTitþb8ANIiþb9ARTSiþb10AUVIiþb11BUZi

þ b12 logðPRICEit þ 1Þ þ b13SCORESit þ b14 logðTOLitÞ þ b15WEEKt

þb16WEEKStþcCRkit
�
CRjitþe1it

Note that, γ=[γ_1, γ_2,…, γ_42].
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The estimation results show that only some coefficients are statistically significant.
Therefore we adopt the non-parameters symbols test to focus on the signs of the
estimated regression coefficients.The results are reported in Table 7. The signs in line 3
and line 7 are all negative, indicating that a produts‘ sales would be cannibalizated by
produts with CRT and CRCMT permissions.

5 Strengths and Weaknesses of the Study

This paper is one of the first steps in examining the impact of copyright permission
strategy on digital products transaction in a virtual market. Applying Heckman models,
we are able to find that virtual goods’ copyright permission settings on Second Life are
not random rules, but strategic in this user-generated virtual word. Price strategy and
copyright permission of virtual goods in Second Life is a leverage of selling virtual.
Some results of our initial data analysis are consistent with prior research work.

This paper has its limitations. As for the great volume data, it takes a quite long
time to download the whole dataset and the Linden Lab strategically makes a fast and
complete download impossible. So we cannot get the whole dataset from XStreet;
meanwhile, sellers do adjust their item settings along the time, but we cannot capture
how, when and what they change, which lower our dataset’s accuracy. We also can see
from our data collection that a great amount of items in XStreet have never been paid
attention or even been purchased, i.e. items without Votes records. There are quite a
few missing values for a certain number of items. We do not have virtual goods
transaction volume data; even though we use XStreet sales rank as proxy of buyers’
demand, the result still contains bias. In addition, definition of “similar-item” is not
accurate. Given the varieties of subcategories, we think items within same category can
be totally different, which will result in biased and inconsistent parameter estimations.

In this paper, we discuss the impact of copyright strategies on virtual goods
transaction in Second Life Marketplace. These virtual goods bear certain similarities
with other information goods, i.e. e-book, software and online music. Prior research on
copyrights of information goods focus on a market structure with few vendors and
mass consumers, while our study focus on an online market with many creators and
sellers. Some of our conclusions can be extended to other digital goods. We hope this
paper will shed light on users of virtual world and attract practitioners and researchers

Table 3. Impact of copyright distribution on sales performance
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to explore the general or universal optimal permission strategy that can be taken by all
digital goods.
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Abstract. Smart TVs offers new possibilities of interaction, due to the pecu‐
liarity of the device and the presence of apps. However, more usability studies on
Smart TV apps are needed in order to improve the quality of the user interfaces.
So, in this paper the authors focus on the interaction between user and Smart TV
through remote control. In detail, they test with the users an e-commerce (or more
specifically, t-commerce) application on Smart TV.
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1 Introduction

For over 50 years, the television has been one of the main tools for home entertainment
and information [1] in most Western countries. As “entertainment furniture” it has
greatly influenced the home environment, setting the type of interaction and relations
among the room’s elements. The greater influence occurred in the arrangement of the
living room, where the television found a place of honor.

However, over the years the television has significantly changed, changing as well
the type of interaction between the users and the medium itself. New devices (e.g. cable
or satellite receiver, videocassette or digital video recorder, DVD player, audio ampli‐
fier) and controller (e.g. different kinds of remote controls, gesture recognition systems)
were attached and integrated by television, up to the so-called Smart TV. Moreover, the
succession of some technological innovations gave the television new looks and new
capabilities: full colors images, lager screen sizes, less case thickness, LAN or Wi-Fi
broadband connections, media sharing, smartphone connectivity (second screen), etc.
A new offer in contents corresponds to the enhancement of the device. So, the Smart
TV gives access to app stores, games, videos playback, social networks, web browser,
streaming movies. However, the TV apps available today are not so much different from
smartphone apps, while they should take advantage of the fact that they are located on
a TV and make use of TV specific content [2].

In details, the Smart TV is a television including components for network connec‐
tivity, which make it able to communicate and to synchronize with other devices
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connected into the home network. Beside to Ethernet cable and Wi-Fi network card, a
Smart TV generally consists of some other elements that make it similar to a personal
computer, such as Operating System and USB ports, through which connecting various
devices (e.g. keyboards) and interfaces, which greatly facilitate navigation and writing
on the Internet.

However, Smart TV models differ in interaction modes and personalization features.
The latest models, for example, allow an interaction through gesture or voice recogni‐
tion, while a third more typical way of interaction is through remote control. A separate
analysis should be done on the evolution of the remote control devices, since the lack
of common guidelines on the implementation of the interfaces of these remote controls
created an extremely confusing and varied set of devices [3].

In this paper the authors focus on the interaction between user and Smart TV through
remote control. In detail, they test with the users an e-commerce (or more specifically,
t-commerce) application on Smart TV, since there is a lack in the related literature about
usability of Smart TV apps, due to the yet moderate diffusion of Smart TV devices and
the recent interest in the debate about interaction guidelines for Smart TV. Moreover,
the test of an application for buying products and services through television is useful
as such type of services, i.e. e-commerce services, has been the drive motor for the main
spread of Internet and are expected to give costumers a more complete purchase expe‐
rience through Smart TV. So, in this paper the authors intend to contribute to the research
on usable applications for Smart TVs by deducing some considerations from the
usability test on a Smart TV application for T-commerce.

2 Related Work

Smart TV devices are a recent product on the mass market and they look promising in
increasing much more in the next years [4]. Indeed, although they present well-known
schemes of human-computer interaction, such as “app” (largely used on smartphone,
tablet, etc.) and web sites, there are substantial changes in the user interface (hereafter,
UI) and in the user experience (hereafter, UX), due to the peculiarity of the Smart TV
device. So, usability studies on Smart TV apps are needed in order to improve the quality
of the UIs.

However, Smart TV is the last form of a series of similar technologies, often consid‐
ered as the basis for its evolution, such as Digital TV, Connected TV, Interactive TV
(iTV), Internet TV, Internet Protocol TV (IPTV), etc., and discussed in usability and
UX related literature. First of all, Chorianopoulos [5] drew attention to the lack of
specific UI principles for the unique characteristics of iTV applications. He sustained
that the usability mentality of efficiency and task completion (effectiveness) may not be
suitable for design and expert evaluation of iTV applications, since the latter gratifies
entertainment needs and leisure activities in a relaxed domestic context, rather than
productivity. So, he recommended two categories of design principles: the first refers
to which are the most suitable features for interactive TV applications, the second to
how to design UX that supports the novel features. However, applications that involves
more information processing than enjoyment could be modeled after a list of high-level
principles and generic design factors. However, Chorianopoulos mainly refers to a class
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of TV services, such as Electronic Program Guide (EPG), Digital Video Recorder, and
applications related to the broadcast TV program. Miesler et al. [6] observed that,
because of the rapid growth of Smart TVs, it has been hard to establish any standards
concerning UI and interaction modes. However, the identification of user-centered
design, as well as the consideration of UX, is an important precondition for service
adoption. According to Shin et al. [4] Smart TV is considered a very promising
connecting device among different home systems (computers, telephones, electricity,
security, entertainment, etc.), but its contents and services are still limited and there are
many usability problems to overcome, too. So, they examined consumer’s perceptions
of Smart TVs and provided practical insights into developing a user-centered Smart TV
interface in order to develop effective Smart TV services. In detail, designers should
consider that although people turn increasingly to Smart TV for services they formerly
got from other sources, however the expectations for those services change. So, the
system characteristics impact on perception of enjoyment and usefulness. Moreover,
perceived usability can influence behavioral intentions through attitude.

In general, many studies that concern the analysis of factors affecting consumers’
adoption of Smart TVs used the Information Technology Acceptance Model (TAM) or
other derived models [4, 7, 8]. It emerged that a possible reason for low service usage of
Smart TVs could be the insufficient service usability and UX, mostly due to the lack of
dedicated contents, competing services, and high service quality. So, the development of
specialized contents for Smart TVs is expected to strengthen the differentiation from other
form of similar technologies and to provide stable service quality, promoting, as a conse‐
quence, the usage of Smart TV services [8]. Also well-designed functions are capital for
the acceptance of the Smart TV by users. In detail, without a proper and convenient way
to control Smart TV functions all other advanced features are useless [9].

With regard to this, in studying the usability of the Smart TV the presence of different
interaction modes, mainly gesture recognition and remote control, which differently influ‐
enced the usability and UX of the Smart TVs services, has to be considered. The remote
control is used to navigate between different types of content, more or less interactive, since
Smart TV offers a greatest number of options to the user in respect of the traditional TV.
Consequently, also the number of actions performed by remote control multiplies (in addi‐
tion to the channel selection and the management of basic functions, there is the interaction
with different apps). Nevertheless, in the past decade the user has been accustomed to this
growing complexity, firstly because of the use of various remote controls to manage the
home electronics connected to the TV (video recorder, home theater, etc.), and secondly
because of the use of a universal remote control with an increasing number of buttons (in
order to control all the features of the electronics mentioned above). In their study on
usability and usage of iTV services, Bernhaupt et al. [10] revealed that users had difficulty
in text-inputs with the remote control keypads and pushed arrow buttons more than the color
buttons. Liang et al. [11] conducted a usability analysis of a Smart TV music service, but,
identified some usability problems that can affect also other kind of services: system
response lag, difficulty in using the remote control, possibility to exit the system by acci‐
dent. In investigating the usability of remote controls in regards to the currently prevalent
interfaces, Lim et al. [12] found that the general remote controller had a better performance
in channel selection and simple navigation composed of low-depth tasks, while the motion
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remote controller facilitated the ubiquitous information communication between the TV and
user (especially for more advanced functions such as web browsing and entertainment
factors). Moreover, the motion remote controller reduced visual distraction and was rela‐
tively preferred in subjective ratings. Nilsson Helander [2] conducted an in-depth analysis
about the different ways to interact with a Smart TV (i.e. remote control, keyboard, mouse,
smartphone and tablet) during the performance of different activities (i.e. TV watching,
texting, menu browsing, Internet browsing, video watching, gaming) by using Natural
Goals, Operations, Methods and Selection Language Test (NGOMSL) usability model.
Since the interaction through remote controller might turn to be clumsy, unnatural, and
unsuitable to the requirements on functions and applications of Smart TV, Li et al. [13]
proposed some design and usability parameters for a hand-wave Smart TV Control Mode
through Kinect. In addition, Jeong et al. [14], considered as capital to minimize user efforts
while interacting with multimedia contents. So they proposed a system able to improve the
speed and accuracy of the contents search in Smart TV environment by inferring user’s
search intent trough movement patterns.

The increasing market penetration of Smart TVs brings on these devices some serv‐
ices traditionally accessible through others, offering new possibilities to engage
customers in a smarter way. In this sense, T-commerce (here considered as a new kind
of market available for the user/customer through iTV or Smart TV applications) could
create new business models [15]. According to McGuigan et al. [16], the television’s
marketing capability can be optimally applied in T-commerce experience. Indeed,
people can use the remote control to make purchases in a new kind of shop or directly
interacting with advertisements [17]. According to Omar et al. [18], T-commerce is a
tool in iTV advertising that purposely facilitates the purchase of services and goods at
home using a remote control through TV, instead of a telephone, PC, or PDA. As a
result, it will eliminate the constraints in terms of time and space always experienced
by buyers in traditional commerce experience. Omar et al. state that since iTV, provides
more vivid images, words, video, and audio, the TV audience is led to consider it more
attractive than traditional TV or Internet.

3 The Usability Test on the Smart TV App

In this section, the authors present the main findings from the usability study on the proto‐
type of a Smart TV application (described in Sect. 3.1), focusing both on the description
of the followed methodology (Sect. 3.2) and on the collected results (Sect. 3.3).

3.1 Description of the System

The prototype of the Smart TV application tested in the study described by the authors
of this paper is part of a digital platform for electronic commerce designed for Samsung
Smart TV and controlled through remote control. In detail, the platform includes a set
of interactive channels for the individual merchants, who can customize contents (cata‐
logues of products and services, company information, etc.), images, icons, menus, etc.
of their own channel.
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The platform provides to the final consumer a set of basic features to finalize the
purchase: creating an account, adding and visualizing the products in the cart, paying
the added products or services, adding one or more address, adding one or more payment
card, checking the order history. So the user can surf among the different commercial
channels adding the products he/she likes and then make a single purchase process.

3.2 Methodology of the Usability Test

The authors conducted a usability test on a Smart TV application for T-commerce in
order to define and evaluate the usability problems of the app. Beside this, the test was
also useful in order to study the general factors that may affect the interaction between
user and Smart TV.

The performance of the application was evaluated against a set of criteria, defined
according to the studies of Nielsen [19, 20], Norman [21], and Polillo [22]. In detail, the
authors were mainly interested in evaluating: the suitability for the task (the dialogue
supports the user in the effective and efficient completion of the task); the self-descrip‐
tiveness (each dialogue step is immediately comprehensible through feedback from the
system or is explained to the user on request); the conformity with user expectations (the
dialogue is consistent and corresponds to the user characteristics, such as task knowl‐
edge, education, experience, and to commonly accepted conventions); the error tolerance
(despite evident errors in input, the intended result may be achieved with either no or
minimal action by the user); the learnability (users can easily accomplish basic tasks the
first time they use the system and the dialogue supports and guides the user in learning
it); the subjective satisfaction (the system is pleasant to use). Generally, these criteria are
applied to different kinds of devices, first of all, web sites and tablet or mobile app, while
there is not a common specific methodology for evaluating the usability of T-commerce
applications on Smart TV. However, since the system tested was an application as well
and the mentioned criteria are general principles for Human-Computer Interaction, the
authors considered them suitable for evaluating the usability of Smart TV apps, too.

The whole test was organized in 3 phases: filling the entry questionnaire, performing
the required tasks, and filling the exit questionnaire.

So, first of all, the user completed an entry questionnaire consisting of a first part
(identical for all) designed to know the participants habits in using digital devices
(smartphone, PC, tablet, TV) and in purchasing products and services through them, and
a second part that focuses on the use of Smart TV and on the purchasing of products and
services through it. The authors prepared two version of the latter part, one for users that
know what a Smart TV is (so they were asked to give the definition) and one for users
that do not know what a Smart TV is (so they were given a definition).

Then, the authors conducted an in-person lab testing involving 10 users (5 male and
5 female) that, one by one, have to complete a purchasing process and some addi‐
tional tasks by interacting with Smart TV by remote control. The group of partici‐
pants was consistent with the age range of the main target audience of Smart TV (20-49
years old) [23]. Moreover, from the entry questionnaire it emerged that they also have
a high educational level (they have at least bachelor’s degree). During each test
session, the user was performing tasks and was thinking aloud to explain what he/she
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was doing, why and how he/she was feeling, as he/she did it (task walkthrough
method). A scenario approach was adopted, instead of a list of specific tasks. Two test
supervisors and observers introduced basic instructions of the usability test session and
took notes regarding events, activities and thinking aloud that were occurring while the
user was performing the test. In addition, a camera operator recorded the test session.

Lastly the participant completed an exit questionnaire designed to evaluate the
usability of the application and the UX on the basis of the mentioned criteria. The ques‐
tionnaire consisted of 4 5-point Likert scale questions, 2 open-ended questions, and 1
matrix question.

Since the task walkthrough usability inspection method was adopted, the authors did
not measured metrics such as the task completion rate (effectiveness) and the task
completion time (efficiency) in accomplishing the purchase through the Smart TV appli‐
cation. As a consequence, it was not possible to evaluate the usability according to the
definition given by the ISO 9241-11 [24]. Instead, the authors evaluated how easy it is
for new users to accomplish tasks with the system and noticed which usability problems
emerged from each test session. Moreover, the whole interaction and UX with the system
was studied by considering some general usability criteria and by observing the partic‐
ipant’s reactions (e.g. facial gestures, body language, tone of voice, verbatim comments,
etc.) and expressed emotion while performing the required tasks.

3.3 Results of the Usability Test

In this paragraph, the authors present the main finding of the described usability study.
In details: the first three sections show the results of the entry questionnaire and the
following five sections present the results of the exit questionnaire.

Respondents’ Habits in Using Digital Devices. The 10 respondents used at least once
the digital devices the authors investigated (smartphone, PC, tablet, TV). The most used
device is the smartphone, whereas the less used one is the tablet. In detail, during a
typical day, the use of smartphones and PCs decreases with the passing of hours, whereas
the use of TVs and tablets increases.

Respondents also indicated the activities carried out more frequently through these
devices. In details: smartphones are mainly employed to call, to send/receive SMS, and
to listen music; PCs to access Internet for various activities; tablets to play; TVs to watch
films/videos.

Respondents’ Habits in Purchasing Products and Services through Digital
Devices. The PC is the most used device during almost all the different stages of a
purchasing process, from the “search for information on products/services of
interest” to the “evaluation of the purchased products/services”. The exception is for
the “check of shipment status”, during which the smartphone is the most employed
device. However, the “search of physical stores” is the task more frequently carried
out through the smartphone. Finally, the TV is not used at any stages of the
purchasing process. The respondents affirm that the PC meets their main needs
during these processes (e.g.: comfort in visualizing information and in data entry).
The PC is also the device most used for the impulse purchases.
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Moreover, concerning the frequency of use of these devices during the purchasing
processes, the most part of the participants declare to use the PC more than six times a
year, the smartphone less than once a year or never, and tablets and TVs never.

Use of the Smart TV. 9 respondents out of 10 declare to know what a Smart TV is. The
authors asked them to offer a definition of it. In general, they consider the Smart TV as
a device with added features in relation to the traditional TV, making it similar to a PC.
Considering that, the respondents identify as main feature of a Smart TV the Internet
access, followed by the use of ad hoc applications that allow “to enjoy of various serv‐
ices”. 2 respondents point out that Smart TV are equipped with a specific OS.

7 of the 9 respondents who declare to know what a Smart TV is say they had already
used a Smart TV. The remote control is the device employed for the interaction with
this type of television; only 1 respondent declares to have used also a gesture recognition
system. The most part (5 respondents) used the Smart TV to watch films/videos, 3
respondents to access to the Internet, and 3 respondents to use apps. The frequency of
use of the Smart TV apps is low. Moreover, 2 respondents used them at home and 1
respondent in a store and during an event; the part of the day most affected is the evening.
None of the 3 respondents who used Smart TV apps have purchased products/services
through a TV app. The provided reasons are: “I do not have a Smart TV”, “I never
thought of that”, and “I am not interested”.

The 4 respondents who used a Smart TV without interacting with app have not used
them because they prefer other devices (e.g.: smartphone, PC, etc.) rather than Smart
TV. They suppose that the interaction with these applications is uncomfortable.

Finally, the 3 respondents who never used a Smart TV declare that they don’t have
this device.

Suitability for the Tasks. The participants in the usability test consider the app they
analysed more focused on the technology rather than on the tasks to perform. This
consideration emerges, for example, in the inability to save data useful to perform the
consecutive tasks, in the lack of basic features (e.g.: retrieving the lost password), in
requiring data not useful in order to complete a specific task, in the lack of visibility of
central features, in the high number of steps to perform a task, etc.

The remote control is considered a not suitable and intuitive input device. It is
considered complicated, uncomfortable, not ergonomic, laggard in the response on the
screen, not controllable, not tolerant in case of a not totally correct position. The partic‐
ipants affirm that the buttons of the remote control were too many, difficult to push, and
too close to one another (with the risk of pressing no correct buttons). Their position in
the remote control is not totally intuitive, as well as the employed icons and labelling
(e.g.: Fig. 1.a - “TTX”, used to switch on the keyboard letters/numbers or capital/small
letters; Fig. 1.b - “PRE-CH” to delete letters), by obligating users to randomly push
buttons. Moreover, some icons on the remote control are inconsistent with the operations
required on the screen (e.g.: Fig. 1.c - “Press OK”, but the remote control has not an
“OK” button, but a “sending” button) or they are similar to each other (e.g.: Fig. 1.d
“source” button similar to the “sending” button).
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Fig. 1. Icons on some of the remote control buttons.

Then, the remote control is considered too long. Indeed, the participants need to
move from the top to the bottom of it, a sequence considered inconvenient.

The alphanumeric keyboard, through which data are entered (Fig. 2), resembles the
keyboard of the feature phones. For this reason, it is considered not suitable to the Smart
TV, since the interaction is hard (e.g.: inserting two letters on the same button). More‐
over, during a data entry operation both the hand are used on the remote control, and
users need at the same time to see both the screen and the remote control. So, the users
require added/alternate input devices (e.g.: a physical keyboard, a controller, a smart‐
phone, etc.), mainly based on gesture and voice recognition systems.

Fig. 2. Alphanumeric keyboard

The potential of the TV screen, used as output device, is not fully exploited. Also
for this reason, the users tend to give more importance to the remote control rather than
the contents on the screen (e.g. one of the respondents searches “add to cart” as a button
of the remote control).

Self-Descriptiveness. The self-description of the system is low. In details, the users
have little information about what they can do and how to move. One of the main prob‐
lems of the system is to understand that, in order to add a product to her/his cart, he/she
needs to register. Furthermore, the users do not receive feedback about specific actions
or choices (e.g.: the stability of the chosen password) or they receive them too late (e.g.:
the needed elements for registration).

Moreover, on the one hand, in some cases the selected interface elements are not
clear (e.g.: the type of payment card, the channel, etc.); on the other hand, the selectable
elements are not clear, or, if clear, users do not know how to select them.
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The elements useful for navigation are not evident. Indeed, the menus at the bottom
of the interface (Fig. 3) and the messages at the top are not very visible and, in some
cases, the labelling is not present.

Fig. 3. Menu at the bottom of the interface

Finally, there is a lack not only of the aid to suggest users how to fill out a form or
that help to fill it, but also of use guides and tutorials. It entails a random user interaction.

Conformity with User Expectations. The users pointed out a lack of conformity from
different points of view: with familiar modes of interaction (e.g.: the users expect to be
able to add a product to cart without be logged, in accordance with a traditional procedure
of e-commerce); with data usually required (e.g.: during the registration phase or a
purchase procedure); with familiar icons; with the expected position of specific icons
(e.g.: “add a new card/address”, “sig in”); with the different modes to insert data in this
application (letters are inserted only through the alphanumeric keypad whereas numbers
are inserted both through the alphanumeric keypad and directly through the numeric
keypad remote control; in some cases to insert data the form needs to be activated, in
other cases not); with the modes used to refer to the same elements in this application
(e.g.: “country” and “nation”); among remote control buttons and screen icons or
commands. Moreover, the users understand with difficulty the labelling used on the
remote control or on the screen (the “return” and “exit” button/icons are not clear).

Error Tolerance. The app is not tolerant to the errors. If, by mistake, the user presses
a button instead of another, unexpected and irreversible things can happen (e.g.: exit the
app). Moreover, the app presents a low possibility to avoid or retrieve the error. Finally,
when it reports an error, it does not give additional and useful information (e.g.: during
the registration phase).

Learnability. The participants declare that the prolonged use of the devices allows them
to faster interact and to gradually understand the app mode of interaction. However, they
have had many difficulties in understanding how to interact with the app (e.g.: the
sequence of tasks to achieve a goal) and what data (and data format) are required to
perform a task.

Satisfaction. Overall, the interaction with the Smart TV was unsatisfactory and hard,
especially for the users who had never interacted with it. Their most frequent moods
were: agitation, irritation, anger, frustration, fear, and boredom. Considering that, 2 of
the participants abandoned the tasks they were doing. In addition, they were overly
focused on understanding how to interact rather than carry out the task.

In general, the users consider that the Smart TV should communicate with other
devices (e.g.: smartphone, PC, tablet) and that it is important to identify its real added
value. Indeed, since the interaction with the Smart TV is considered complex, currently
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it is still uncompetitive compared with other devices. Figure 4 shows the devices that
the participants would use as an alternative to the Smart TV in the different phases of a
purchasing process. Inserting the shipping address and the registration process are
considered the most inconvenient procedures on a Smart TV.

Fig. 4. Exit questionnaire. Summary of the question: “Please indicate which of the following
procedures you would have preferred to carry out through other devices”. Total: 10 participants.

Moreover, the perception of the security of a Smart TV is low. Finally, the users
consider as necessary added features: unique login for the different app, social activities,
multimedia contents, etc.

4 Conclusions

In this paper, the authors present the main findings of a usability test on a Smart TV
application for T-commerce. By evaluating the usability problems of the app, they also
identified the general factors that may affect the interaction between user and Smart TV.

Mainly, the usability test participants consider the remote control an inappropriate
input device. They point out that it is little ergonomic, its icons and labelling are not
only difficult to understand but also risk to be inconsistent with the commands on the
screen. These elements confuse the user and prevent him/her to interact effectively and
efficiently with the Smart TV. On the contrary, the use of gesture/voice recognition
systems could improve the interaction.

In conclusion, currently this device is considered uncompetitive with the others
digital devices (smartphone, PC, tablet), both concerning the UX and usability, and the
usefulness. Indeed, it is necessary to find a practical use of the Smart TV within a
consistent multi-channel strategy, which represents an added value for the user (together
with the traditional characteristics of the television, e.g.: home context, broadcasting
contents, social use, etc.). Moreover, it is important to give the user more support in
order to get him/her familiar with the device and with their modes of interaction.
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Abstract. This study targets middle and old aged players’ mobile game par-
ticipations, as well as their purchase intention of virtual items, and an internet-
based survey is conducted. Results show that when players are in the flow
channel, motivations such as competition and self-assurance, game playability,
artistry, and sociability, increase players’ purchase intention for virtual items.
On the other hand, entertainment of motivation and mobility of playability,
decrease players’ willingness to purchase virtual items. Younger players dem-
onstrate significant difference than middle and old aged players on mobile
games. However, gaming market of middle and old aged players shouldn’t be
overlooked. More in depth investigation of middle and old aged players’ needs
for mobile games is helpful for designing better games and campaigns attracting
middle and old aged players, and increase their purchase intention for virtual
items.

Keywords: Mobile game � Game motivation � Game playability � UX

1 Introduction

Demographics keep changing globally, and recently aging society has become a key
issue. Taiwan has been an aging society since 1993 - in Taiwan, citizens aged between
45 and 65 are defined as middle and old aged by Employment Service Act [1].

Technology improves rapidly, and mobile devices are now a part of our life. For
instance, smartphone and tablet both change our life dramatically. In Taiwan, more
than 60 % of people own a mobile device. They use the device to make phone calls,
take photos, chat with friends, and play games. Mobile devices now are also key
instruments for information communication and entertainments [2]. Moreover, choices
for digital games are increasing as well. Mobile devices also boost developments of
mobile games that utilize multiple technologies, such as touch screen and gyroscope
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that create a new way of gaming. People can interact with friends, and buy virtual items
to make game progressing easier.

Before maturity of mobile devices’ developments, there are relatively fewer middle
and old aged players. However, without specific gaming platform, recent survey shows
number of players older than 45 increase significantly compared to 2013 [3]. It’s
assumed that as mobile devices become more popular, number of middle and old aged
people use mobile games for entertainment also increase. Huang’s report [4] mentions
that when playing mobile games, middle and old aged players prefer to purchase virtual
items for achievements or self-assurance.

In summary, this study focuses on middle and old aged players’ purchase intention
for virtual items in mobile games. In questionnaires all ages are surveyed, and results
lay groundwork for future interview questionnaire design. Companies may utilize the
result to design games and campaigns that encourage players to purchase virtual items.

2 Literature Review

2.1 Middle and Old Aged Player

Taiwan has officially been an aging society since 1993. According to Employment
Service Act, Ministry of Justice, middle and old aged are citizens aged between 45 and
65 [1]. In digital era, middle and old aged may face digital disorders, including psy-
chological disorder, physiological disorder, societal disorder, and lack of experience.
However, due to recent mobile devices and mobile games craze, middle and old aged
treat mobile games as a new way of entertainment. They can interact with relatives and
friends, or purchase in game virtual items for self assurance [4, 5].

Fig. 1. 2013 & 2014 Yahoo 2014 Yahoo! game White Paper, players’ age comparison
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2.2 Mobile Game and Virtual Items

Mobile Game. As technology improves, communication and game industries gradually
move into same mobile game industry. Mobile games utilize mobile devices with
wireless connectivity, and they can be played anytime [6]. Take smartphone as an
example, Lin, Chen & Kuo [7] state that smartphone integrates several technologies,
including touch screen and sensors, and users can operate intuitively and create new
ways of gaming. Lin [8] points out that smartphones revolutionize mobile games; touch
screen enables user to operate intuitively; sensors including gyroscope, G-sensor, and
GPS, allow players to feel presence and receive feedbacks.

Virtual Items. Players spend money for gaming, such as prepaid card or membership,
and spend time and efforts to accumulate in game assets, including avatar or virtual
currency. These items are collectively known as virtual assets [9]. Virtual items for
mobile games are purchased mainly in two channels: people may buy prepaid card in
convenient store and save amounts as in game currency; also, people may directly buy
virtual currency in game store with credit cards.

2.3 Flow Experience Theory

Csikszentmihalyi [10] proposes flow theory that is also known as flow experience. The
theory integrates motivation, individual factors, and subjective experience. When skills
and challenges achieve equilibrium, individual enter the flow channel (Fig. 1).

Csikszentmihalyi [11] summarizes that there are eight characteristics when indi-
vidual enters flow channel: clear goals and immediate feedbacks, balance between
challenges and skills, actions and awareness merge, concentration on the task, a sense
of potential control, loss of self-consciousness, altered sense of time, and experience
becomes autotelic. Based on past literatures, this study classifies flow experiences into
two states (flow level): partial flow state, and complete flow state.

Fig. 2. Flow theory model
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2.4 Game Motivation

Game motivation affects players’ behavior to participate games. Characteristics of
players’ game motivation are studied for player participation increase [12]. Lepper &
Malone [13] categorizes game motivation into individual motivation and interpersonal
motivation; individual motivation includes challenge, curiosity, control, and fantasy;
interpersonal motivation includes competition, cooperation, and recognition. Based on
past studies, Tsai [14] categorizes motivation of mobile games participation into
entertainment, curiosity, self-assurance, social interaction, and attribution avoidance.
Summarized from past literatures, this study categorizes game motivation into five
types: challenges and curiosity, cooperation and social interaction, competition and
self-assurance, fantasy, and entertainment.

2.5 Game Playability

Playability derives from the concept of usability; when usability is adopted in game
environment, game designer identifies it as playability. Clanton [15] classifies game
playability into three sections: game interface, game mechanics, and game play. For
mobile games, Korhonen and Koivsto [16] classify it as game usability, mobility, and
gameplay. Based on past literatures, this study classifies playability as four types:
usability, mobility, artistry, and sociability.

2.6 Satisfaction and Purchase Intention

Woodside, Frey and Daly [17] point out that customer satisfaction is the overall
behavior after purchases and reflects customers’ fondness of the product. Cronin &
Taylor [18] state that satisfaction is a key factor for customer’s decision to repurchase.
Kotler [19] states that if customers are very satisfied with the product or service, their
purchase intention is also higher. They will repurchase relevant product or service, and
inform others benefits of the product or service.

3 Method

This study adopts quantitative method, and the survey is conduct for players of all ages.
Only people with mobile games experience can be qualified for survey subjects. The
survey is conducted through internet questionnaires with 15 days duration, and 1,283
replies are received. After 148 invalid replies are removed, final effective sample size is
1,035 and effective response rate is 80.6 %. Afterward, analytical software, SPSS 20, is
used to conduct analysis, including reliability, correlation, regression, and variance.
Based on analysis results, players’ views of all age can be understood, including
perspectives of participation motivation, playability for mobile games, satisfaction
impact due to flow level, and purchase intention of virtual items. Results inferred above
can be adopted for questionnaire improvement and used for future individual interview
of middle and old aged players.
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4 Analysis and Discussion

Participants. The number of total effective survey subjects is 1,035 players. Based on
Erikson’s stages of development [20], Employment Service Act [1], and studies of Lin
[21], this study categorizes subjects into four groups by ages (Fig. 3), (A) 239 teenagers
aged between 13 and 18, 23 %; (B) 591 youths aged between 19 and 30, 57 %; (C) 133
middle-aged aged between 31 and 44, 13 %; (D) 72 old-aged aged between 45 and 65,
7 %.

Reliability Analysis. This analysis focuses on consistency of each dimension for
mobile games, including participation motivation, playability, flow level, and purchase
intention. When Cronbach’s α is higher, internal consistency and correlation are also
higher, which is insightful for reliability of each dimension. In this study, Cronbach’s α

Fig. 3. Participants’ age in this study

Table 1. Reliability analysis in this study

Dimension factor Dimensions’ Cronbach’s α value

Game motivation Challenges and Curiosity .812
Cooperation and social interaction .844
Competition and self-assurance .859
Fantasy .815
Entertainment .778

Game playability Usability .824
Mobility .726
Artistry .786
Sociability .821
Flow level .812
Purchase intention .958
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of each dimension is larger than .70 (Table 1). After removing items, Cronbach’s α is
still mostly larger than .70. Therefore it’s concluded that questionnaire hold good
reliability, and survey subjects’ views are consistent.

Correlation Analysis. This study aims to understand correlation of game motivation,
flow level, purchase intention, as well as game playability, flow level, and purchase
intention; thus Pearson correlation coefficient analysis is conducted. According to
results (Tables 2 and 3), coefficient of game motivation and flow level is .555, which
shows they are moderately correlated; coefficient of game motivation and purchase
intention is .328, which shows they are modestly correlated; coefficient of game
playability and flow level is .572, which shows they are moderately correlated; coef-
ficient of game playability and purchase intention is .187, which shows they are
modestly correlated; coefficient of flow level and purchase intention is .239, which
shows they are modestly correlated.

Analysis results infer that game motivation and flow level, as well as game play-
ability and flow level, are moderately correlated. This means the higher players’ par-
ticipation motivation, and game provide varieties for playability, the better players are
in flow channel; although game motivation and purchase intention, as well as game
playability and purchase intention, are modestly correlated, different game motivation
or game playability may produce different purchase intention of virtual items. Flow
level and purchase intention are modestly correlated, so that players in flow channel are
not correlated to purchase intention. Additional game features may be needed to
increase purchase intention when players are in flow channel and increase their
correlation.

Regression Analysis. This study conducts multiple regressions for all effective sam-
ples. Purchase intention of virtual items is dependent variable; dimensions of game
motivation and game playability are independent variables; flow level is the intervening
variable. Results of correlation are shown in Tables 4 and 5.

Table 2. Correlation Analysis of game motivation, flow level and purchase intention in this
study

Game motivation Flow level Purchase intention

Game motivation 1 .555** .328**
Flow level - 1 .239**
Purchase intention - - 1

Table 3. Correlation Analysis of game playability, flow level and purchase intention in this
study

Game playability Flow level Purchase intention

Game playability 1 .572** .187**
Flow level - 1 .239**
Purchase intention - - 1
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According to Table 4, it can be inferred that each dimensions of game motivation
affects flow level (A1) positively and significantly, so the survey subject will achieve
flow channel for all game motivations. For each dimension of game motivation and
purchase intention (A2), only competition and self-assurance affect it positively and
significantly, and entertainment affects it negatively and significantly. This denotes
survey subject may seek self-assurance by succeeding in competition. Using virtual
items will increase chance of succeeding, therefore purchase intention for virtual items
increase as well. However survey subject will not increase purchase intention of vir-
tual items because of entertainment - mobile games are only a recreation of life. If flow
level is intervening variable (A3) of game motivation to purchase intention, flow level
affects purchase intention positively and significantly. When affected by flow level,
competition and self-assurance affects purchase intention positively and significantly;
entertainment affects purchase intention negatively and significantly. Summarized from
A1 to A3, it’s clear that whether flow level is intervening variable, competition and
self-assurance and entertainment affects purchase intention significantly. Therefore this
study concludes that albeit flow level does not hold significant mediating effect for
competition, self-assurance, and entertainment, it does indirectly increase flow level
and increase purchase intention.

Moreover, according to Table 5, it can be inferred that each dimension of game
playability affect flow level (B1) positively and significantly so survey subjects achieve
flow channel for all game playability. Each dimensions of game playability affect
purchase intention (B2) and mobility negatively and significantly; it affects artistry and
sociability positively and significantly. This denotes survey player will not increase
purchase intention if virtual items can be purchased anytime and anywhere. On the
contrary, if artistry design is favorable, such as avatar, scenario, and visual effects, they
are more likely to increase purchase intention of virtual items. If games also provide
social interaction, and achievements can be accomplished by interactions such as

Table 4. Regression analysis of game motivation, purchase intention and flow level in this study

Flow level (A1) Purchase
intention (A2)

Purchase
intention (A3)

Beta p Beta p Beta p

Challenges and curiosity .151 .000*** .044 .247 .030 .437
Cooperation and social
interaction

.111 .001** .071 .060 .060 .110

Competition and self-
assurance

.227 .000*** .288 .000*** .267 .000***

Fantasy .084 .011* .071 .059 .063 .093
Entertainment .155 .000*** -.093 .011* -.107 .003**
Flow level - - - - .094 .007**
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chatting, cooperation, or competition, this will also increase purchase intention for
virtual items. If flow level is intervening variable (B3) for game playability to purchase
intention, flow level affects purchase intention positively and significantly. Affected by
flow level, mobility affects purchase intention negatively and significantly. It affects
artistry and sociability positively and significantly. Summarized from B1 to B3,
whether flow level is intervening variable or not, mobility, artistry and sociability affect
purchase intention positively and significantly. Therefore this study concludes that
albeit flow level does not hold significant mediating effect for mobility, artistry and
sociability of game playability, it does increase purchase intention by indirectly
increasing flow level.

Variance Analysis. This study categorizes survey subjects into four groups: (A)
teenagers aged between 13 and 18, (B) youths aged between 19 and 30, (C) middle-
aged aged between 31 and 44, (D) old-aged aged between 45 and 65. Each group is
analyzed to check if each dimension holds significant difference with one-way
ANOVA. Moreover, Scheffé Method is used to understand difference among each
group. Analysis result (Table 2) shows that overall gaming motivation achieves level of
significance (p=.004*); group A and B are more significant than group D. Game
playability achieves level of significance (p=.000***); group A, B, and C are more
significant than group D. Game mobility also re achieves aches level of significance
(p=.000**); group B and C are more significant than group D. Therefore, younger
groups (A, B & C) are more significant than group D in game motivation or game
playability. This study concludes that players in group A, B, and C are grown up during
matured digital gaming era. Overall participation motivation is high due to increasing
number of mobile devices, as well as craze of mobile games, Their game perspective
for mobile games is also more significant than group D, especially game mobility. This
study concludes that younger groups (A, B & C) tend to accept mobile games that can
be played anytime, anywhere. Old group (D) holds no significant difference in each
dimension. This may be due to the sample size is fewer than younger groups’, and old
group (D) may be new to video game and lack of gaming experience. Therefore there
are significant difference of game motivation and game playability among younger and
old groups (Table 6).

Table 5. Regression analysis of game playability, purchase intention and flow level in this study

Flow level
(B1)

Purchase intention
(B2)

Purchase intention
(B3)

Beta p Beta p Beta p

Usability .257 .000*** -.010 .777 -.053 .146
Mobility .117 .000*** -.097 .005** -.116 .001**
Artistry .226 .000*** .161 .000*** .123 .000***
Sociability .213 .000*** .264 .000*** .229 .000***
Flow level - - - - .166 .000***
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5 Conclusion

As digital technology advances, smart mobile devices have become part of our life, and
mobile games are now popular entertainments. This study discovers that albeit there is
big sample size difference among groups, youth group aged between 19 and 30 con-
tains the most players, and there are relatively fewer players with age over 45. However
according to survey in 2014, players aged over 45 have already accounted for 14 %
of all players; albeit this study only focus on mobile games on smart devices, players
aged over 45 still accounts for 7 % of all players. This infers that number of players
aged over 45 gradually increase. Past reviews [4] also denote that middle and old aged
players prefer to buy virtual items to achieve objectives and self assurance and posses
huge potentials for mobile game industry. It will be beneficial for companies if
behaviors of middle and old aged players are studied in depth. Moreover, regression
analysis results show that if companies increase competition and self-assurance of
game motivation, as well as artistry and sociability of game playability, players will be
in higher flow level and increase purchase intention of virtual items. They can share
those topics with friends, and increase self assurance due to their game skills. On the
contrary, increasing entertainment will decrease purchase intention, because some
players only view mobile games as a recreation and do not pay for virtual items. In
variance analysis, younger players have more significant difference than middle and old
aged players. This is due to two reasons: the difference of sample sizes, and middle and
old aged players may be lack of gaming experience. Finally, based on these data,
companies can design games that attract players to increase purchase intention of
virtual items, and increase market share for middle and old aged players. They may
design campaigns for players of all ages to increase their desire to purchase virtual
items, increase company profit, and please those players.

6 Future Work

Some areas in this study can be improved. Firstly, there is big difference in sampling
size among each age group that cause incomplete analysis result. It’s recommended that
future researchers should keep each group similarly sized. Also, number of video
games can be shortlisted to increase accuracy of survey results.

Table 6. Variance Analysis in this study

Dimensions Age p Scheffe

A B C D

M SD M SD M SD M SD

Game
motivation

3.61 .53 3.64 .51 3.58 .50 3.41 .66 .004* A>D
B>D

Game
playability

3.95 .51 3.98 .46 3.96 .46 3.70 .53 .000*** A>D
B>D
C>D

Mobility 4.09 .67 4.22 .59 4.26 .59 3.99 .72 .001** B>D
C>D
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Secondly, interviews are needed to understand middle and old aged players in
depth. To design suitable interview questionnaire, results in this study can be utilized.
Interviews should be based on motivation and playability, as well as flow theory that
affects purchase intention of virtual items. Interviews can provide players’ first hand
data that reflect their ideas. They are also helpful for mobile games companies to design
contents that attract players to purchase virtual items; players can also enhance abilities
in game by purchasing virtual items. Both companies and player acquire benefits from
each other and achieve a win-win situation.
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Abstract. Change in consumer behavior towards increased use of digital
services throughout the buying process drives retailers to rethink their services.
Contemporary shoppers engage in a mixture of real-life and digital activities
combining events in brick-and-mortar stores with online and mobile browsing.
Our interviews with seven Finnish retailers show that the changing consumer
behavior affects not only services but also other operations including organi-
zational structure and supply chains. For analysis purposes, we modified cus-
tomer journey maps to record and illustrate user activity. We conclude that a
good omnichannel customer experience lies in the unity of retailer’s organiza-
tional culture, pricing, operations, and communications. Instead of full-range
digital and physical service offering, seamless and intuitive linking of consumer
touch-points appears as a promising path. Our results contribute to better
understanding of omnichannel customer experience indicating the need for a
more profound approach in omnichannel development to more traditional
channel and customer interface development.

Keywords: HCI � Human-computer interaction � Omnichannel � Develop-
ment � Customer experience � Customer journey

1 Introduction

Digitalization has changed the retail industry permanently. Today, many retail com-
panies operate in multiple online and offline channels. A new form of retail, where all
the channels of the company are seamlessly integrated has emerged. This is referred as
omnichannel retail [14]. In omnichannel retail the aim is to make the customer expe-
rience as seamless as possible [3, 6, 11, 13]. Customer can choose to use any of the
available channels during any phase of their buying process depending on their needs.

In order to distinct between various concepts in e-commerce, on-line commerce,
m-commerce, as well as multi-channel and omnichannel retail, Huuhka [8] outlines
omnichannel as three waves:

Firstwave started in themid-90 s. The development of online saleswas driven by new
technological solutions that made it possible for retail companies to build first online sales
channels. Majority of consumers had not yet grown accustomed to new technologies and
consumer adoption of online stores stayed low. The first online stores lacked proper
strategies and most of them disappeared when dot-com bubble bursted [14].
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Second wave emerged when consumers started to use more and more digital
solutions in their day-to-day lives. Online stores with high usability interfaces were
built to answer the ever growing consumer demand. Traditional offline retailers built
their own online channels, but these channels remained often separated from the ori-
ginal offline channels.

Third and current wave emerged as smart mobile devices became more common
with consumers. New breed of technologically native consumers do not recognize
anymore separate channels but they expect seamless experiences across all channels.
A new concept called omnichannel retail [14] was introduced to describe retail envi-
ronment where all channels, both in online and offline are seamlessly integrated.

A constant change in consumer behavior drives the transformation of retail. Con-
sumers are connecting more and more with companies through web, mobile and offline
channels, and in very diverse ways. According to Deloitte [3] already 86 % of consumers
use computer or mobile devices for shopping related activities. Consumers view different
channels just as different ways to access same information and products, not as separate
services. And as consumers get used to utilizing multiple channels effectively throughout
their buying process, companies need to find more diverse ways to interact with their
customers and at the same time evolve their business in the omnichannel environment.

Frazer and Stiehler [4] recognize that even though the early research of omni-
channel retailing focuses on the challenges posed by integrating channels, retailers
should recognize that the aim of omnichannel retailing is to create a seamless customer
experiences. The interviewed companies find the omnichannel approach as a phe-
nomenon that eventually changes their business more profoundly and at the same time
enables them to express their competitive advantages in new ways.

In this paper we focus on how retailers in Finland have noticed and reacted to
omnichannel behavior in their customers.

2 Developing Omnichannel Customer Experience

2.1 Omnichannel Consumers

Consumers’ buying behavior is more complicated than one would expect [7]. From
company’s point of view, consumers switch erratically between channels and even
between companies depending on their needs in different points of buying process. This
opportunistic behavior, where customers first find information from one company and
then buy the product from another company is further enhanced by the increased usage
of mobile devices while in store. Price is a major influence for consumers switching
between companies, but also other factors such as service quality and availability can
sometimes override price as the deciding factor [5]. With social media, recommen-
dations from friends or reviews in blogs can also be a major influence.

2.2 Omnichannel Strategy

Moving into omnichannel business can be a major investment with various challenges.
Bagge [1] recognizes that a successful transition to omnichannel strategy and business
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requires a transformation in organizational culture, operations and processes, and
underlying technologies. Huuhka et al. [8] point that, along with changes within the
company, there are also new challenges in selecting strategic partners. For instance, the
more dependent businesses are on external partner’s digital e-commerce platforms,
the more effort there should be in choosing these long term partners.

Even if technology can often be the first and seemingly most logical step into om-
nichannel transformation for a retailer, it can be argued that the most relevant changes lie
in organizational culture [1]. Strategies for doing business with tightly-coupled physical
and digital aspects differ from traditional brick-and-mortar retail as well as from pure
web-based shops. With the transformation, businesses need to develop ways to integrate
omnichannel thinking into how they measure success and how their employees are
motivated. Traditionally, businesses have built their processes, information, and report-
ing into separate channels, with employees encouraged tomaximize the profit in their own
channel or product group. Bagge [1] underlines that even if processes and operations are
changed to match the omnichannel customer behavior, it is crucial to see that the trans-
formation also reaches the employees in their everyday actions. For many companies, the
consumer behavior is considered as unstructured and erratic. It can pose major challenges
for traditionally structured approach of running businesses.

In our interviews we studied how businesses have embraced this consumer tran-
sition into omnichannel buying processes, and in which ways they approached their
own transformation into running omnichannel business.

2.3 Research Question

Piotrowicz, W., and Cuthbertson, R. [12] recognize a clear conflict in customer
expectations and retailers ability to respond to transition to omnichannel business.
Also, Lazaris, C., and Vrechopoulos, A. [10] calls for research and investigation in
strategic impact of omnichannel consumer behavior on retailers.

In this paper we study the state of omnichannel development of retailers in Finland,
and interview retailers to find out the key factors they consider most important in their
transformation.

The resulting research question is: “What key factors should retailers in Finland
consider when developing the omnichannel customer experience?”

3 Methods and Data

3.1 Semi-structured Interview

The research method is based on semi-structured interview. This form of qualitative
research is widely used in business research. Interview is an appropriate method when
one tries to collect meanings and interpretations around a specific subject [9]. Since the
goal of this research was to collect perceptions and experiences of the interviewees,
qualitative interview was selected as the research method.

The interviews were facilitated and conscripted with the help of a customer journey
map tool based on Deloitte’s [3] buying process, and modified for the research
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purposes (Fig. 1). Customer journey maps are used to visualize the sequence of
touch-points where the customer interacts with the service. Typical customer journey
map is time-based and multi-channel by nature. Customer journey maps allow analysis
on two levels: on the touch-point level and on the overall experience level. This allows
both more detail driven approach and more overview type of approach for recognizing
general advantages and challenges [15].

Our applied version of customer journey map was primarily targeted to study the
relationship between online and offline functions in a company. In our application of
the method, the rows represent different sales channels while the columns represent
different stages of consumer buying process. Just as customer journey maps, our tool
combines two viewpoints, namely the company’s channel oriented viewpoint and the
consumer buying process viewpoint. As each interview was documented with the same
tool, a conscription device, the results were easily comparable (Fig. 2).

3.2 Data

The qualitative research was conducted through seven interviews with top-level
managers from small-to-medium sized to large sized retail companies operating in the
Finnish market. All interviewed companies had experience operating in both online and
offline channels. The companies vary in terms of product categories, such as elec-
tronics, clothes and furniture. The interviews are listed in the Table 1.

Each interview lasted approximately an hour. Interviews were recorded to ensure
easy processing and analysis of the data. Interviews 2, 3, 4 and 7 were held at the
company’s premises. Interview 1 was held through video call service Skype.

It appeared in the interviews that there were several factors influencing the com-
panies approach and responses to omnichannel transformation:

Fig. 1. A modified customer journey map tool used in interviews
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Role of the interviewee has an effect on the topics of interest for the interviewee.
CEOs had a different perspective on omnichannel business compared to a more detailed
approach of e-commerce managers.

Product category made a big difference: some of the selected product categories
have a natural need for touching and experiencing during the buying process.

Company size influences the way how omnichannel development is approached.
Bigger companies often have more resources for developing new solutions. However
smaller companies might be more agile when big changes are implemented.

Starting point is used here to indicate whether the company started in e-commerce
or in traditional retail before expanding to other channels. Starting point has significant
effect on what kind of challenges company faces in multi-channel retail [2].

4 Results

4.1 Customer Behavior Change

In all the interviews, the companies had noticed definite changes in consumer behavior
(see Table 2 for common statements). The increased interactions with digital services in
all phases of customer buying process have forced the companies to rethink their ser-
vices. All the interviewed companies had recognized that a growing number of cus-
tomers visit company’s online channels before coming to the physical store. Five of the
seven companies had recognized this omnichannel behavior becoming more common
among their customers. This flexible moving between channels and situations can be
visualized by combining the recognized customer behavior in the interviews to a single
journey mapping diagram (Fig. 2). The resulting journey map with transitions indicates
that there is no single customer behavior pattern that would be easily distinguishable.

Companies had noticed a significant increase in use of mobile services. Five of the
companies had noticed that consumers use mobile technologies while in their physical
store. Two of the companies also mentioned that customers usually search products
first on their mobile devices as they become aware of the need for the product.

Table 1. Interviews conducted in this study

Interview Role of interviewee(s) Product category Company
size

Starting
point

1 Head of Digital
Commerce

Home electronics Big Offline

2 CIO Home electronics Big Online
3 e-commerce Manager Furniture Big Offline
4 Deputy CEO Outdoor

equipment
Mid-sized Offline

5 CEO Eco products Small Offline
CFO (two interviewees)

6 COO Children’s
clothes

Small Offline

7 CEO Motor sports Small Offline
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4.2 Business and Service Development

All interviewed companies were familiar with the term omnichannel, and had goals in
developing their business and services towards it. In general, omnichannel was seen as
a new, more customer centric approach, where operations are flexible and happen on
customer’s terms. At the same time, the relationship between physical stores and online
channels was strong in all of the companies. One of the companies even stated that their
physical stores would close in an instant if their online channel would be closed.

Table 2. Common statements (amount indicated in column 2) from interviews

OMNICHANNEL

Have noticed omnichannel behavior becoming more common among their customers. 5/7
Consider omnichannel approach vital for improving customer experience 5/7
See underlying technology as major influence for channel integration and unity 5/7
Have difficulties in measuring channel crossing behavior 3/7

CHANNELS

Have noticed that customers had browsed products online before visiting a physical
store

7/7

Recognize different strengths of various channels according to product types 6/7
Consider presenting product availability in online to strengthen the link to offline
channels

5/7

Predict the increase of mobile use in consumer buying processes 5/7

PERSONNEL

View the attitude of personnel as a major contributor to seamless customer experience 5/7
Recognize a demand for growing expertise in response to more information available
online, e.g. social media

5/7

Fig. 2. Combined observations from the interviews in journey mapping tool
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All companies noted that changes to service or business models are needed when
companies transform into omnichannel retail. Especially the smaller companies had
noticed new business opportunities along with omnichannel development, including
consumer engagement and loyalty services, and countering seasonal demand with
dexterity in product offering brought by e-commerce solutions. Larger companies were
developing new ways of logistics and deliveries for both changing consumer behavior,
but also to cut their costs by storing goods in physical stores.

Five of the seven companies stated that different channels have various benefits
depending on the type of product the customer is buying. For example, touching or fitting
products can be important for the purchase decision. However, while keeping a large
assortment of products might provide a good customer experience, it also increases
operating costs since large assortment requires a larger space for the store. Also, if the
product is extremely expensive, the customermight bemore inclined to seeing it in person.

Five companies stated that cultural change is needed inside the company in order to
make the transformation to omnichannel retail happen. It is critical that the personnel
understand the benefits of integrating all channels, and this requires also new ways to
measure sales success over channels, not by each channel.

Because of the amount of information commonly available online, customers are
very well informed about the products. This poses a challenge for sales personnel:
customers might expect that the salesperson should have a very deep knowledge of
each product. Companies need to educate their sales personnel thoroughly or recruit
people who have deep knowledge of their products. Companies also recognized that
one way to fix the knowledge gap between the sales personnel and the customer is to
use company’s online channels as additional information resource for the personnel.

Three of the seven companies had a catalog that complimented other sales chan-
nels. The main challenge with catalogs is its static nature in comparison to digital
services. However, printing out an official catalog makes the company seem more
credible since physical catalogs requires certain amount of resources that small com-
panies might not be able to afford.

4.3 Technology in Omnichannel

In the responses, the role of technologies behind omnichannel services was focused on
unifying customer information, product availability, product information and pricing in
all touch-points over all channels. In this way, technology integrates all touch-points by
enabling similar information to be used every time consumers are met in any channel.

The importance of the decision of engaging in partnership with e-commerce plat-
form and development companies was evident in the interviews. Two companies had a
clear opinion on the risks of ready-made e-commerce platforms. One of the companies
had the development of their online channel technologies in-house, and was extremely
satisfied with the decision. They felt that having their own e-commerce platform
allowed more possibilities regarding customization of the business development. One
of the companies had experienced critical difficulties with their selected e-commerce
partner. They felt that the company was not contributing enough towards the devel-
opment of the e-commerce platform.
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5 Conclusions and Discussions

Every interviewed company had noticed that majority of their customers have omni-
channel behavior. Most prominent change is the increase in the interactions with digital
channels during the consumer journey. Many of the customers visit online services
before physical stores, or use mobile services while in store.

Along with the constant availability of new digital channels, most of the inter-
viewed companies have reasoned that complete consumer journeys or paths cannot be
predetermined or managed. Rather, the emphasis should be in making every existing
customer touch-point as good as possible, and supporting smoothly guided proactive
transition between relevant touch-points.

When the same experience and message is conveyed in all channels and customer
touch-points, it will reduce the risk of losing the customer during their omnichannel
customer journey. This notion of unified and integrated experience is also supported by
previous articles. According to Bagge [1], it is impossible to understand or predict how
and in which order the customer will use different channels and touch-points. Also,
according to Yohn [16], common tools like predefined customer journeys, are also
incomplete because multiple customer journeys usually exist for a single company.
Most companies target more than one customer segment with more than one need
or driver, and today’s customers engage in more than one channel or sequence of
channels.

This varying customer behavior, prominent also in this study, cannot be modeled
with predictable paths. None of the interviewees were able or willing to outline a single
predictive and occurring customer path in the journey mapping tool. For them, the lack
of predictability is best resolved by developing rich, flexible and unified omnichannel
services, leaving the consumer with the freedom of engaging in any touch-point in any
channel - in their preferred order.

According to Frazer and Stiehler [4], the unity and integration of channels and
touch-points is just the first step in creating a good omnichannel experience. Their
study emphasizes the seamless experience by studying the consumer’s channel
switching behavior. In our interviews, the emphasis for creating a seamless customer
experience was pointed out as understanding various customers’ needs in a touch-point,
as well as past actions, and then providing intuitive services and functions in most
logical channels to complement customer needs. The customer is not assumed to get
the best experience only by continuing on a predetermined path to buy as quickly as
possible on this channel, but rather offered a selection of actions in various channels
resolving issues in the way of proceeding towards the purchase decision.

In conclusion, according to our study, providing a good omnichannel experience
has two key factors:

1. Reducing the risk of losing the customer during customer journey by providing a
unified and integrated services and customer experience

2. Encouraging the customer to proceed in the customer journey with the company by
providing seamless and intuitive transitions across channels in each touch-point to
match customer preferences, needs, and behavior
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5.1 Unified and Integrated Customer Experience

In our study, unified customer experience is a key factor for success in omnichannel
services. Along with the change from channel oriented thinking into omnichannel
approach, this unity has a profound meaning in the interviewed companies. Where
unity in channel based development is often associated with more external factors such
as user interfaces and branding, unity in omnichannel means strategic and concrete
changes in all levels of operations.

From the interviews we conclude four factors in operations influencing unity in
omnichannel customer experience: organization and culture, product information and
pricing, systems and logistics, and customer communications.

The importance of organizational and cultural unity was clearly emphasized as
a prerequisite for unified customer experience. If the company measures its success
and sales per channel, the personnel in all levels have no incentive to utilize all of the
omnichannel service potential. Unity also requires a new structural approach, where
service channels do not set limits within organization for flexible omnichannel
development.

Unified pricing and product information across channels is a fundamental
requirement for unified customer experience according to our interviews and previous
studies. If prices or information vary from one channel to another, it is very difficult to
offer customer a unified and intuitive links between channels. Pricing and product
information variation decrease the predictability for the customer, and might cause the
customers to reconsider their purchase decision. Also, without a clear statement of
unified channels, an unbeneficial price competition between channels can occur within
the company.

Flexibility in systems and logistics is vital in omnichannel development. Some of
the companies stated that they were too dependent on software product development of
external e-commerce partners in their own service development. On the other hand,
companies able to develop their own e-commerce platform or CRM solutions feel that
they have a competitive edge in omnichannel development, with the ability to develop
digital services in line with the unified omnichannel experience. E-commerce platform
integrated with logistics systems should also comply with intuitive omnichannel ser-
vice, where customer can freely choose and change on the fly their preferred delivery or
pickup method from any service channel. Logistics-wise this requires integrated
logistics processes across all channels, where storage and shop availabilities, delivery
options and pricing, possibilities to test a product in store etc. create a truly unified
service experience.

Unified communications to customers have a significant impact on unified cus-
tomer experience. With new channels and communications processes with e.g. social
media and email, the unity in especially marketing messages in emphasized.

Some of the interviewed companies had recognized that campaigns originally
designed in email newsletter or social media marketing should be clearly visible and in
line with campaigns in physical and online stores. This requires also marketing per-
sonnel to adopt omnichannel approach instead of channel specific activities.
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5.2 Seamless Connections Between Customer Touch-Points

In all the interviews, the companies had noticed definite changes in consumer behavior
towards a more free movement across channels. Along with this seemingly unpre-
dictable or erratic omnichannel customer behavior, the approach of the companies for
developing seamless customer experience had changed. The approach can be argued to
have moved along with Huuhka’s [8] three waves of omnichannel retail presented in
the introduction of this paper:

1. From per-channel oriented process design in first wave
2. To multi-channel oriented customer path modelling in second wave
3. To the design of supporting free and intuitive customer movement in omnichannel

environment in the third and current wave

By default, the companies had fewer channels in which the actual sales transactions
take place, as compared to all channels in which they are present e.g. in marketing
communications. This makes it mandatory to link various touch-points in customer
journey across channels in order to convert marketing into sales without losing customers
on the way. This logical and intuitive linking of touch-points was considered as far more
important area of development, compared to developing channels as individual entities.

In addition, the interviews revealed an ambition to use omnichannel approach as a
competitive advantage. In most interviews, “seamless” does not mean the shortest and
easiest way to buying, but rather ways to expose customers to company’s competitive
advantages, without losing the customers at any point along the journey.

It can be argued that companies having adopted omnichannel approach have at the
same time moved from developing usability with seamless customer interactions in
multi-channel environment into developing business with seamless customer experi-
ence in omnichannel environment.

5.3 Reliability and Validity

This study took the commonly acknowledged method of qualitative interviews as the
primary way of collecting data. We focused on finding the depth and variety within
each question in each interview to overcome the quantitative application and strengthen
the qualitative benefit of this study.

In order to validate the approach to interviews, we carried out a substantial theo-
retical study in order to avoid any problems in validity of the terms used. Also, a
preliminary interview was carried out in order to ensure the content validity of the
selected questions.

All interviews were recorded and transcribed, and analyzed in TAMS Analyzer.
This made it possible for a much more thorough and reliable analysis of the interviews,
as well as gave the interviewer more freedom in the interview situation to follow and
elaborate the discussion.

In order to get more useful results, the interviewed companies were selected from
various business areas. As the results were common and applicable over each business
area, it can be argued that these results can be applied to various business areas.

344 S. Peltola et al.



Some of the questions required answers that could be classified as business secrets.
This can cause a lack of details in some answers, in order not to reveal future actions in
business development. Also, there might be a motivation to give out a more positive
estimate on company’s readiness to omnichannel development, and not to expose
weaknesses. However, there is no clear indication of these aspects distorting the overall
results.

As the interviews were restricted to companies with business in Finland, the
validity in market areas with major differences in consumer readiness to omnichannel
behavior can be questioned. This can be especially visible in the use of online channels,
where Finland has a high availability and usage among all population.

5.4 Future Work

To complement this study, a similar study from consumer behavior perspective would
give more depth and validity to the decisions made by these companies to respond to
the changes in consumer behavior.

A study on the effect of businesses omnichannel strategy to “free-riding” or
“showrooming” phenomenon would provide insight as to whether a company can
actually lower the probability of losing a customer during buying process to a com-
petitor by adopting an omnichannel strategy.

A study of clear dependence of seamless omnichannel behavior and buying can
give more validity on the assumption that proactively supported seamless transition
between channels results in better customer experience. This, in turn, may result in
customers buying more often and bigger volumes.
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Abstract. This paper explores the role of brand loyalty and social media in
e-commerce interfaces. A survey consisting of 118 respondents was contacted to
address the questions relating to online shopping and brand loyalty. The issues
investigated included the link between the frequency of access and time spent on
an e-commerce user interface, and brand loyalty, gender and age profile dif-
ferences, and the role of social media to branding and on-line shopping. It was
found that online loyalty differs from offline loyalty and loyalty also differed
across genders, showing that males may develop loyalty easier than females
when shopping online. Information shared about products on social media by
friends and family played an important role in purchase decision making.
Website interface and ease of navigation were also key aspects for online
shopping. The research concluded with some pointers towards multimodal
interfaces that aid loyalty with the use of interactive multimodal social media.

Keywords: On-line consumer behavior � Brand loyalty � E-commence inter-
faces � Social media interfaces � User interface guidelines

1 Introduction

E-commerce interfaces has become common with the advancement of technology and
user friendly devices such as smartphones and tablets. According to the UK Office of
the National Statistics [1], £678.8million was spent online in February 2014.
Alba et al. [2] suggest that online purchase follows different rules to traditional
face-to-face shopping because it is ‘virtual’. Therefore it can be asserted that the
dynamics of online purchase may be different from the face-to-face shopping
experience.

A brand name is often the first point of contact between the customer and the
product [3]. Lee and Carter [4] define brand as a differentiator amongst competitors in
the market. Moreover, a brand gives out information about the price, performance,
quality and the content of a product or service [4]. Rigas et al., [31–33] suggest that the
use of multimodal metaphors in e-commerce interfaces is an effective mode of com-
munication to deliver the required information. Extending the idea of Brand, the ide-
ology of Brand Loyalty comes into context where Dick and Basu [5] define Brand
Loyalty as a commitment from the consumer to repurchase or keep on using the same
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product or services. However, it is very hard to achieve loyalty from consumers.
Goldscher [6] explains that today’s consumers are ‘frighteningly disloyal’. This raises
the question of the interactivity needed so that online customers become loyal. The
online e-commerce user may be affected by several factors during the development of
brand loyalty [7, 8]. Loyalty is complex, intriguing, multidimensional, and needs to be
maintained [9]. Evans et al. [10] suggest that ‘user satisfaction’ leads to brand loyalty.

2 Literature Review

2.1 Technology Acceptance Model (TAM)

There is no definitive model that can fully explain the acceptance or rejection of a system
[11]. The Technology Acceptance Model (TAM) was proposed by Fred Davis [12] and
was based on previous models created by Fishbein and Ajzen [13]. TAM has become a
leading model to predict whether user will use or reject the system [14]. Figure 1 shows
the latest version of TAM as illustrated by Venkatesh and Davis [26].

2.2 Decision Making Process

Convenience is one of the reasons that users access e-commerce interfaces [7, 15–17].
The question of convenience comes when a consumer analyses all the options prior to a
purchase. The decision making model in Fig. 2 shows the stages that consumers take
during purchase. Although made for offline consumers but the model is applicable to
both online and offline consumers.

A problem occurs when there is a significant difference between what a consumer
has and what they desire [27] which results in a gap between the actual state and the
desired state [28]. The desired stage on the context of buying online can be a rec-
ommendation from a friend, family or even a picture on a social networking website.

Fig. 1. Technology acceptance model (Venkatesh and Davis, 1996, [26])

Fig. 2. Decision making model (Engel, Kollat, Blackwell, 1968)
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But on the other hand another reason for the trigger of this need can be a change in the
circumstance of the consumer which has led to the creation of this need [27].

Consumers, with intermediate or advanced knowledge of the Internet, prefer to be
kept updated on the marketplace and they often are involved in a so-called ongoing
search [29]. According to Solomon [27], consumers seek information for a product in a
specific category through social networking so that they can eliminate the items/brands
with lower ratings. However, if a consumer is brand loyal and makes habitual deci-
sions, then the processes 1 to 4 (see Fig. 2) may not even be carried out [27]. In this
case, the transaction would be carried out instantly (re-purchase, 5th step) given the
previous experience and preference for the brand. The e-commerce interfaces play an
important role in the re-purchase. An excellent user experience with good ease-of-use
of the interface is likely to gravitate the user to the ecommerce interface for all user
purchases.

2.3 Theory of Reasoned Action and Planned Behaviour

The Theory of Reasoned Action (TRA) and Theory of Planned Behaviour (TPB) take
user attitudes and social influences into account [13]. TRA in Fig. 3. shows that actions
are the direct results of a person’s ‘intentions’ and these actions are taken under
‘volitional’ control [18]. However, Warshaw [19] suggests that behaviour is not
completely under the control of the actor.

As a result the TPB was formed, which is the extended version of the TRA [20, 21].
According to Evans et al. [10], the TPB model, as shown in Fig. 4, takes into account
the ‘influence’ of other people (e.g. parents, partner, friends or other users) to a user’s
e-commerce decision-making.

These models were challenged [22, 23] as they assume that an e-commerce user
goes through this ‘comprehensive cognitive processing’ prior to completing a purchase.

Fig. 3. Theory of reasoned action (Fishbein and Ajzen, 1975; Loudon and Bitta, 1993)
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They also do not take into account possible emotional, habitual, spontaneity and user
cravings [24]. Other factors that may affect on-line user behavior include lack of
finance, motivation, and change of circumstances Evans et al. [10].

3 Methodology

3.1 Survey

The data was collected through a self-completion questionnaire in various shopping
locations around London, UK. The reason it was administered in various shopping
locations in London was because it would give better opinions from the shoppers who
select to shop offline rather than shopping online. A large number of people head
towards shopping in markets, and they have experience of shopping in store and online.
The questionnaire comprised of 31 closed end questions of which 11 were using a
Likert-style questionnaire. All questions needed to be answered but respondents could
leave questions unanswered. All data was collected anonymously.

A tablet was used to key in the answers to the soft copy of the questionnaire. Once
an answer was been punched into the form the answer was automatically recorded in
the database, which could only be seen by the author for the analysis and transfer to
SPSS. No alternations to the answers could be done either by the author or the
respondent. Paper forms were available for the respondents who were not prepared to
use the tablet. However, all respondents were happy to answer the questionnaire using
the provided tablet.

3.2 Sample

Non-random sampling was used to administer the survey with 100 respondents. When
a random sampling is used it means that each unit of the population is included in the
research [25]. For this survey, convenience sampling was a practical way to obtain an
overall viewpoint of the general trends in this area. It was practical as anyone could be

Fig. 4. Theory of planned behaviour (Ajzen, 1991)
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approached irrespective of their traits to fill out the questionnaire. If a different type of
non-probability sample was used it would be difficult to gather data and the element of
biasness would be higher. In convenience sampling the response rate is also high but it
will be more difficult to generalise the results [25].

3.3 Response Rate

A total of 117 respondents were asked to carry out the questionnaire. 115 (98.3 %)
valid responses were received back. There were two missing cases which accounted to
1.7 % of missing or invalid responses. Two respondents did not fill in their gender.
Therefore the number of males who participated in the research was 60 (52.2 %) and 55
(47.8 %) for females.

4 Findings and Analysis

From the questionnaire, eight different factors were selected and divided across genders
to compare and contrast their effect on the Purchase Decision. These findings are
discussed according to:

1. Proficiency on the Internet: The Internet proficiency of the respondents was
important in order to better understand their predisposition to online loyalty.

2. Online vs Offline Brand Loyalty: The results would demonstrate some difference
between online and offline brand loyalty and relate this to gender.

3. Important Factors to Online Shopping: This is to obtain an overall viewpoint of
the factors that motivate users to shop online.

4. Time Spend on Websites and Brand Loyalty: The possible linking time spent on
e-commerce websites to brand loyalty.

5. Frequency of Visit and Brand Loyalty: In traditional face-to-face shopping, con-
sumers visit their favorite retailers more often than other shops. This question would
show whether this is correct in online shopping.

6. Role of Social Media in Brand Loyalty: The influence of social media to online
users that predisposes to the development of brand loyalty.

7. Factors Which Keep Consumers Away from Online Shopping: This was to
identify some of the reasons that could prevent users from online shopping.

4.1 Online Experience of the Sample

Figure 5 shows that 53.8 % of the people were using Internet for eight years or more
and 50.4 % people described themselves as advanced users of the Internet. By
advanced they meant that they were very good, very confident and experienced users of
the internet. These results not only show the time since people have been using internet
or their proficiency but also it shows that these days people have become technology
friendly and use the Internet more than ever before. Therefore confirming ease of use of
technology of the TAM.
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4.2 Online Vs Offline Brand Loyalty by Gender

Figure 6 shows that 28.7 % of the males regarded themselves as brand loyal and 23.5 %
of the females regarded themselves as not loyal when they shopped in store. 21.7 %
females were brand loyal which is 7 % less than males. 26.1 % females agreed that they
are not brand loyal when they shop in store. However, when it came to online shopping
36 % of males considered themselves as brand loyal as compared to only 25.4 % of
female agreeing that they are brand loyal when shopping online.

4.3 Important Factors to on-Line Shopping

The first set of most important factors, as shown in Fig. 7, for shopping online are
brands (26.1 %), price (16.2 %) and convenience (14.4 %). The reason for price being
a factor is that there are so many people who have no specific loyalty. Their main aim is
to acquire cheaper products. This can be easily achieved online, as there are low costs
for the online businesses. It is not surprising that convenience is a factor as people to
shop online.

In the second set of most important factors was time-saving (24.1 %), which was
almost a quarter of respondents. It was followed by convenience (19.4 %) and price
(15.7 %). Brand came at number four with only 14.8 % people selecting it as an option.
This may be because they have selected this option in the previous question.

Fig. 5. Profile of the respondents

352 D. Rigas and H.A. Hussain



Fig. 6. Brand loyalty online and offline

Fig. 7. First and Second most important Factor to Shop Online
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4.4 Time Spent on Websites and Brand Loyalty

Although consumers who spend longer time on their favorite brands website can be
regarded as loyal to the brand, there are no findings to suggest that people who do not
spend time on their favorite brands website are not loyal.

The results show that 28 % of males and 22 % of females spend two to three hours
on their favorite brands website weekly and they are also brand loyal. This accounted
for 72.5 % of the respondents. However, 9 % of males and 6 % of females spend three
hours on their favorite brands website with 1 % of females spend eight or more hours
on their favorite brands website. This time is regarded to be more than one hour daily.

On the other band people who answered that they are not brand loyal when they
shop online, spend considerably less time on their favorite brands website.

4.5 Frequency of Visits and Brand Loyalty

8 % of males who were self-identified as brand loyal always visited the website of their
favorite brand compared with 10 % of females. Therefore females who visit their
favorite website brands often are more brand loyal as compared to men. Both males and
females (13 % each) who were brand loyal and shopped online visited their favorite
brands website often.

This number significantly drops for females to 4 %. However, the opposite hap-
pened with male respondents. The percentage increased to 17 % when it came to visit
their favorite brands website. A total of 26.1 % respondents always visited their
favorite brands website whereas this number jumps to 37.5 % who say that their visit
their favorite brands website sometimes. With regard to the frequency of respondents
visiting their preferred brand website sometimes, a high percentage of 30.4 % was
found. Surprisingly there were 5.8 % respondents who never visited their preferred
brand website.

4.6 Role of Social Media in Brand Loyalty

38.5 % respondents agreed that they followed social networking recommendations and
also a 45.7 % of respondents agreed that they tried to purchase an item following a
social influence. Respondents strongly agreed (7.8 %) to search online to purchase
similar items that have been previously bought by their friends. However, 13.7 %
strongly agreed to follow social media recommendation from their friends and family.

4.7 Factors Preventing Consumers from On-line Shopping

Consumers were enquired about factors which keep them away from online shopping.
Results showed that online shoppers were concerned about the value of the product for
the price paid. 17 % of the respondents raised alarms of not receiving the item whereas
37 respondents (16 %) were worried about credit card frauds.
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The third most important factor identified by the respondents was the lack of
trustworthiness of vendors, which accounted for 15 % of the respondents. This is a
difference between online and offline shopping as there is no physical interaction
between the customer and the vendors. This is a trust related issue. The results are
shown in Fig. 8.

5 Conclusion: Implications for E-Commerce Interfaces

The results from the survey carried out showed directions and areas of improvements in
the e-commerce interfaces. The top five reasons why people do not shop online are the
areas for further development in the e-commerce sector. The top three issues that
prevent consumers from shopping online can be eliminated through appropriate
interaction between the consumer and the vendor. Interactive multimodal websites and
applications shall be created to provide better overall experience and satisfaction to
consumers which also leads to loyalty online. Interactive multimodals not only convey
messages but also build ‘trust’ on the vendors which is a major weaknesses in current
e-commerce interfaces framework.

Social media also plays an important role not only for businesses to market their
products and services but also to collect valuable feedback from consumers to improve
the products. The research findings inform the online user interface industry about the
importance of presence within the social media and user engagement which is more
likely to lead to purchase and online brand loyalty. This is derived from how con-
sumers follow their friends lead on social media and look for similar items to buy

Fig. 8. Factors which keep away from shopping online
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online. Additionally, consumers want to have more engagement in the e-commerce
framework with their favorite brands rather than any other brand. The survey results
also open new dimensions for research in exploring the role of interactive Multimodals
in achieving Brand Loyalty online. Furthermore, the survey results also trigger the
importance to research why female gender is less brand loyal when they shop online
and offline.
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Abstract. Because the USA is introducing ‘chip and pin’ card standards in
2015, payment terminals are being implemented that have the capability of
reading plastic cards that are simply waved in proximity to the terminal. With
the aid of a ‘mobile wallet’ app, smartphones are able to substitute for the
physical card and complete contactless payments. The transaction flows through
an ecosystem that is comprised of the smartphone manufacturers, software
developers, mobile network providers and financial institutions. However,
consumer adoption has been slow and, in order to help practitioners with their
investment decisions, this study seeks to explain the factors that influence
intention to use. Theory extends the technology acceptance model with the
constructs of perceived security and personal innovativeness. An empirical
study supports the hypotheses and explains the mediating role of perceived
security.

Keywords: Mobile wallet � Technology acceptance � Perceived security �
Personal innovativeness � PLS

1 Introduction

In order to counter credit card fraud, a new card payment technology, ‘chip and pin’ is
being introduced into the USA in 2015. This new card payment standard has been
developed by EMVCo, whose member organizations are American Express, Discover,
JCB, MasterCard, UnionPay and Visa [1]. At the same time that merchants are
upgrading their payment terminals, consumers are being encouraged to upgrade their
payment cards. The Aite Group estimates that 75 % of the credit cards in the USA will
be chip enabled by the end of 2015 [2].

The EMV standard includes contactless payments using Near Field Communica-
tions (NFC). Many smartphones also have NFC capability, which enables them to
replace the physical wallet with a ‘mobile wallet’ [3]. With the physical card, con-
sumers are aware of the organizations that assure the security of the payment trans-
action, but with the mobile wallet, the ecosystem is more complex, with the addition of
smartphone manufacturers, app developers and mobile network providers [4]. As
examples, Google Wallet is a partnership with Sprint and Citi MasterCard [5] and Isis
Mobile Wallet is a partnership between the US wireless companies, Verizon, T-Mobile
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and AT&T [5]. On 9 September 2014, Apple, who was the last major smartphone
supplier not supporting NFC, added NFC to its iPhone 6, with the introduction of
ApplePay [6].

In order to advance acceptance of the mobile wallet, companies that make up the
extended ecosystem must consider additional investments in the infrastructure to
overcome any adoption barriers, such as security concerns. In order to assist practi-
tioners with their investment decision, our research question is how does perceived
security influence consumers’ intentions to use a mobile wallet.

This paper is organized as follows. The next section is the literature review, in
which we develop our research model. The third section is the research methods where
we introduce the scales that will measure each construct. We analyze the results in the
fourth section. In the fifth section we discus the results and include the limitations of
the current research and suggestions for future research. Our conclusions are presented
in the final section.

2 Literature Review

2.1 Technology Acceptance

TAM was originally designed by Davis [7] to help software designers design appli-
cations for an organization that would be adopted by its employees. It has since been
applied to the adoption of personal computing, such as Internet shopping [8, 9] and
mobile commerce [10, 11]. The model is parsimonious with two independent variables
that predict intention to use: perceived usefulness (PU) and perceived ease of use
(PEOU).

Designers of the wallet are emphasizing the usefulness of the mobile wallet when
compared to the physical card. It is also easy to use by just waving the phone over the
terminal. Our first two hypotheses are:

Hypothesis 1: Perceived usefulness positively influences intention to use a mobile
wallet.

Hypothesis 2: Perceived ease of use positively influences intention to use a mobile
wallet.

2.2 The Role of Perceived Security

Chellappa and Pavlou [12] define the security of a payment as ‘the flow of information
originating from the right entity and reaching the intended party without being
observed, altered or destroyed during transit and storage’. When making a payment,
consumers’ prime concern is security [13, 14]. In a study by Linck et al. [15], con-
sumers stated that their concerns were confidentiality, authentication, integrity,
authorization and non-repudiation. Mobile payments decrease the sense of security
because personal data is stored on the smartphone, which can be lost or stolen. We
therefore add perceived security to our model:
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Hypothesis 3: Perceived security positively influences perceived usefulness.
Hypothesis 4: Perceived security positively influences perceived ease of use.

2.3 Personal Innovativeness

In Roger’s study of the theory of diffusion and innovations [16], he found that inno-
vations diffuse at different rates depending, amongst other characteristics, on the atti-
tude of the individual. Although there is less information available from the trials and
observations of the innovation, early adopters are willing to take more risks. They are
more comfortable with uncertainty [17] and tend to seek out stimulating experiences
[18]. Agarwal and Prasad captured this concept with the construct of personal inno-
vativeness, which they defined ‘as the willingness to try out a new information tech-
nology’ [19]. We follow their practice and extend TAM by hypothesizing:

Hypothesis 5: Personal innovativeness positively influences perceived usefulness.
Hypothesis 6: Personal innovativeness positively influences perceived ease of use.

2.4 Perceived Security as a Mediating Variable

Innovators are willing to take risks [17], but when it comes to payments they still
require that the transaction is processed securely. If the new mobile payment ecosystem
is perceived to be less secure than the current means of payment, early adopters might
hesitate until they are persuaded that more security is in place. Following Baron and
Kenny’s description that mediation is the mechanism where ‘an active organism
intervenes between stimulus and response’ [20], we hypothesize that perceived security
is a mediating variable.

Fig. 1. Research model for acceptance of mobile wallet
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Hypothesis 7: Perceived security mediates the influence of perceived usefulness on
intention to use the mobile wallet.

Hypothesis 8: Perceived security mediates the influence of perceived ease of use on
intention to use the mobile wallet.

2.5 Research Model

The research model is shown in Fig. 1.

3 Research Methods

Data from an online survey was analysed using PLS. The survey questions used
indicators for the constructs that were borrowed from the extant literature. For per-
ceived ease of use, perceived usefulness and intention to use, we turned to Chandra
et al. [21] whose study was focussed on the use of a mobile payment system. We
adopted the scale for perceived security from D. Shin [3] and for ppersonal innova-
tiveness we went to the original study by Agarwal and Prasad [22].

The content of the questionnaire was developed with the help of experts. Then
tested against a small sample. Finally, with the help of a sampling company that had
panels of consumers, we sent the survey to 800 participants in the United States who
were eighteen years old or over and who owned a smartphone. 597 completed ques-
tionnaires were received and further analyzed with the help of Partial Least Squares
(PLS) using the SmartPLS software.

Following the recommendations of Hair et al. [23], we first evaluated the mea-
surement model for internal consistency by calculating Cronbach’s alpha and evalu-
ating composite reliability. The convergence of indicators on their constructs was tested
by calculating the average variance extracted. In addition, the Fornell-Larcker criterion
was used to test the discriminant validity of all the constructs in the model.

After completing the analysis of the measurement model, we evaluated the struc-
tural model [23]. The coefficients of determination (R2) were calculated for all
endogenous variables. For each path in the model, the size of the path coefficients were
calculated and bootstrapping was used to determine their significance. f2 was calculated
to measure the effect size for each construct. To test the role of perceived security as a
mediating variable, we calculated the Variance Accounted For (VAF) factor, following
Preacher’s method of multiplying the indirect effects [24].

4 Results

4.1 Descriptive Statistics

In the sample, there were 296 males (49.6 %) and 301 females (50.4 %). Almost half
the sample (4 %) was between 18 and 40 years of age and remaining 52 % was 41 and
above, with the oldest participant 75. The median length of ownership for those who
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possessed a smartphone was 3.5 years with 50 % having owned a smartphone for three
years or more. Table 1 shows the ownership by type of phone.

4.2 The Measurement Model

The cross loadings of the measurement model were calculated by the SmartPLS
software and the indicators were shown to be collinear. All correlation coefficients were
greater than the threshold value of 0.708 [25]. By running a Bootstrap within SmartPLS
with 5,000 samples using the replacement method, the t statistic for each cross loading
was calculated and in every case, the significance was p < 0.001.

The internal consistency of each construct was assessed via Cronbach’s alpha [26],
where values above 0.8 indicate reliability. The Average Variance Extracted (AVE) for
each construct further confirmed the reliability of the model, where the AVE was above
the guideline of 0.5. In addition, the Composite Reliability was above the guideline of
0.6 [25].

Discriminant validity was tested using the Fornell-Larcker score, where the AVE
must be greater than the square of the correlations [27]. Table 2 compares the corre-
lations with the square root of AVE (shown in italic bold along the diagonal).

Table 1. Ownership by type of phone

Type Number %

Android 392 66 %
Apple 207 35 %
Microsoft 28 5 %
Blackberry 21 4 %
Note: some participants have more
than one phone, so the total is
greater than 100 %

Table 2. Values for Fornell Larcker test

Construct ITU PEOU PI PU PS

Intention to use 0.893
Perceived ease of use 0.628 0.853
Personal innovativeness 0.527 0.556 0.92
Perceived usefulness 0.782 0.719 0.527 0.887
Perceived security 0.724 0.658 0.45 0.699 0.912
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4.3 The Structural Model

The SmartPLS algorithm calculated the R2 measures for each endogenous variable and
the path coefficients for each path within the model. R2 for intention to use was 0.670,
which is considered moderate [28]. All hypotheses were supported. Results are shown
in Fig. 2.

The effect size was calculated in a series of steps, where each exogenous variable
was removed from the model in turn and the new R squared calculated. The effect size
is represented by f squared, where values between 0.02 and 0.14 are small, between
0.15 and 0.34 are medium and 0.35 and above are large [25]. Table 3 shows that PU
has a large effect size and PEOU has a small effect size.

We also evaluated the effect size of personal innovativeness and perceived security
on the intervening variables, PEOU and PU. Personal innovativeness had a large effect
and personal security had a medium effect. See Table 4.

4.4 Intention to Use

In the questionnaire, participants were asked about their intention to use other features
that would be enabled by a mobile wallet. See Table 5.

Fig. 2. Results of analysis of structural model

Table 3. Effect Size on Intention to Use

R2 f2 Effect size

All constructs R2 included 0.621
PI excluded 0.621 –

PEOU excluded 0.612 0.02 Small
PS excluded 0.621 –

PU excluded 0.395 0.60 Large
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Participants indicated their preference to use their smartphone for the convenience
of handling loyalty points and for managing receipts and coupons. Unlike payments,
these are features that are enabled by the mobile wallet innovation.

4.5 Perceived Security as a Mediator

In order to evaluate the effect of perceived security as a mediating variable, we eval-
uated the indirect paths: personal innovativeness to perceived security to perceived ease
of use; and personal innovativeness to perceived security to perceived usefulness. From
running a bootstrap, all paths were significant with p > 0.001. We also ran the model
without perceived security. The paths are illustrated in Figs. 3 and 4.

The indirect effect was calculated as the product of a and b [24]. The Variance
Accounted For was derived from the formula

VAF ¼ a � b = a � b þ c0ð Þ

Table 6 shows the results. In both cases, the mediation is partial. VAF can have
values from 0 % to 100 %, where 100 % represents full mediation. A value of 41 % is a
moderate VAF level [23, 29, 30]. Our conclusion is that perceived security as a
mediator has a moderate effect on perceived ease of use and a moderate effect on
perceived usefulness, accounting for 41 % and 49 % of the variance respectively.

Table 4. Effect size of PI and PS on PEOU and PU

Effect on PEOU Effect on PU

R2 f2 Effect size R2 f2 Effect size
All constructs R2 included 0.518 0.545
PI excluded 0.433 0.18 Medium 0.489 0.12 Medium
PS excluded 0.322 0.41 Large 0.278 0.59 Large

Table 5. Intention to use specific services enabled by the mobile wallet

Service enabled by smartphone Avge score

Receiving loyalty points 66.0
Paying by credit 64.5
Receiving digital receipts 64.3
Receiving e-coupons 61.7
Paying by debit 61.1
Paying with loyalty points 60.4
Paying by pre-paid card 45.4
Using for transit 44.1
Exchanging $ with a friend 40.5

364 N. Shaw



5 Discussion

PU has a large effect on intention to use, consistent with other studies of TAM [31, 32].
This also confirms Roger’s conclusion that adopters perceive a relative advantage of
the innovation over the current process [16]. As Table 5 shows, consumers see
advantages, over and above just the payment, such as the handling of loyalty points and
the reduction of paper receipts.

In our empirical setting, the effect of PEOU on intention to use is small, which is
consistent with past studies [31]. The explanation here is that using a smartphone to

Fig. 3. Mediation of perceived security on the effect of personal innovativeness on perceived
ease of use.

Fig. 4. Mediation of perceived security on the effect of personal innovativeness on perceived
usefulness.
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pay is a simple operation and does not differ very much from the use of the physical
payment card. Consequently learning to use the mobile wallet is perceived to be easy.

Perceived security has a large effect on the intervening variables, PEOU and PU.
Payment transactions contain sensitive data and consumers need to be assured that their
account is debited the correct amount. This is no different than considerations around
payments made by more traditional methods, but there is the complexity of additional
parties who are involved in moving the transaction from the app on the smartphone to
the financial institution.

Personal innovativeness has a medium effect on the intervening variables, PEOU
and PU. We would expect consumers who are personally innovative to be the early
adopters because they are more comfortable with new technology. They would be less
inhibited by issues of ease of use and would be prepared to compromise on usefulness
in order to adopt the mobile wallet sooner than others. But because payment trans-
actions are involved, perceived security is still a concern and acts as a mediator. Those
consumers who are more innovative are less likely to perceive security as a barrier to
adoption.

5.1 Theoretical Contribution

Our theoretical contribution is to add to the theory that has extended TAM in the
context of consumer acceptance of the mobile wallet. Past studies have evaluated
personal innovativeness and perceived security, but they have not been combined in the
same model with an evaluation of the mediation effect of perceived security. It is the
challenge of the researcher to construct a parsimonious model that explains phenomena
minimizing confounding effects [33]. Our model has only five constructs, but with the
added path of mediation, it is able to explain which consumers are more likely to adopt
the mobile wallet.

A further contribution to theory is the comparison of the influence of PU to that of
PEOU. Meta-analysis of the TAM literature has indicated that PU has a stronger
influence than PEOU [31] and we confirm these findings and agree with Geffen and
Straub, who proposed that PEOU relates to the ‘intrinsic characteristics of the IT

Table 6. Mediation - Variance Accounted For

Effect on perceived
ease of use

Effect on Perceived
usefulness

Path Coeff. Path Coeff.
a PI to PS 0.440 PI to PS 0.442
b PS to PEOU 0.506 PS to PU 0.598
c’ PI to PEOU 0.324 PI to PU 0.271

c PI to PEOU 0.549 PI to PU 0.535

VAF 41 % VAF 49 %
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artefact…whilst PU is a response to user assessment of its extrinsic outcomes’ [34].
These results suggest that if the IT artefact is simple to use and its use is similar to
current actions, PEOU has a small effect on intention to use.

5.2 Limitations and Future Research

Our sample was from a panel conducted by a professional organization experienced in
conducting surveys with selected audiences. Panel members have voluntarily offered
their services and receive some form of compensation for taking a survey. The results
reflect the responses of the panel population, which may be different than the general
population. A further limitation is that the research was conducted with residents of the
USA, and the findings may not be applicable to other geographical or cultural
groupings.

Our theoretical contribution lays the groundwork for future researchers. The model
can be tested across a broader cross section of the general population. The data can be
segmented to determine whether age and income are moderating factors. Given the
dominance of PU as an influencing factor, future researchers could explore other
antecedents of PU. In addition, perceived security has been the subject of past stud-
ies and more detailed research could seek to decompose this construct. Because
offerings and infrastructure vary by country, research could be further extended by
comparing acceptance in different countries.

6 Conclusion

The mobile wallet, defined as an app on the smartphone to be used for face-to-face
payment transactions, is relatively new. For the USA, with more NFC-enabled ter-
minals becoming available because of the impending chip and pin standard, the
capability of making contactless payments at retail outlets is growing. Consequently
there is an increased opportunity for the smartphone to initiate payment instead of a
physical card.

The development of these mobile wallet apps depends upon providers investing
further in the software and the infrastructure, and their decision to invest depends upon
the acceptance by consumers of this new technology. In order to understand the factors
that influence guests, we have applied the Technology Acceptance Model, which is a
seminal theory for an individual’s acceptance of a new IT artefact. For payment
transactions, security is a primary concern. We have added the construct of perceived
security and investigated how it mediates personal innovativeness.

The results of our empirical study confirm that perceived usefulness is the most
important influencing factor, and that personal innovativeness and perceived security
are significant antecedents. A further contribution of this paper is how perceived
security is a mediating factor, mediating personal innovativeness. Consumers are
willing to use the mobile wallet if they perceive it to be secure. Practitioners are in a
position to influence consumer acceptance of smartphone apps and, given the impor-
tance of security, they should emphasize the security of their solutions.
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Abstract. Despite the advancements made in ecommerce technologies over the
past years, the inability to define and exchange semantically rich and accurate
product information among ecommerce websites/applications has continued to
intrigue researchers. This problem has taken on greater urgency because it
impedes the realization of the full benefits of Ecommerce 3.0. The present
research conceptualizes, designs and implements a cloud computing-based
platform that enables global merchants to maintain a collaborative Electronic
Product Catalog (EPC) known as Productpedia. This collaborative EPC platform
addresses numerous shortcomings of prior researches by (1) maintaining a single
centralized EPC database; (2) negating the need to synchronize and convert
data; (3) creating an integrated meta-model ontology for merchants to define
previously unclassified product information without the involvement of domain
experts; and (4) enabling an Open Application Programming Interface based on
RESTful web services to facilitate direct modification of the EPC database by
even third-party applications.

Keywords: Electronic product catalog � Ecommerce �Web 3.0 �Web service �
Design science

1 Introduction

An enduring and intriguing problem in ecommerce is the defining and exchanging of
semantically rich and accurate product information [1–4]. Specifically, unstructured
product information (e.g., product categories, descriptions, attributes and attribute
values) that are readily understandable by human buyers and sellers cannot be auto-
matically processed by ecommerce websites and applications easily [3]. Even when
structured product information is available, it is at best an arduous if not impossible
endeavor to exchange them among different ecommerce websites and applications [4].
For instance, even though major ecommerce websites such as Amazon.com and CNET
Shopper have their own structured product information catalogs, these are closed
catalogs that cannot be shared and modified outside of the respective website.

The lack of common and sharable structured product information impedes the
development of ecommerce in the Web 3.0 era of semantic web, which is characterized
by automated software agents that are capable of performing tasks on behalf of users
using structured sharable data. This problem requires urgent attention as proponents of

© Springer International Publishing Switzerland 2015
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Ecommerce 3.0, a loose term for describing the third generation of ecommerce in the
Web 3.0 era, have noted its huge potential. For instances, Ecommerce 3.0 is expected
to enable data-driven interactions across multiple devices and touch points [5], and
extensible ecommerce web services [6].

This research applies the design science framework and guidelines put forth by
Hevner and his colleagues [7] to conceptualize, design and implement a cloud com-
puting-based platform that enables global merchants to maintain a collaborative
Electronic Product Catalog (EPC) known as Productpedia. Whereas a standard EPC
caters only to a single standalone ecommerce application, the envisioned collaborative
EPC potentially allows the merchants of a large number of ecommerce applications on
a global scale to contribute product information with a common ontology for
describing products and services as well as facilitating ecommerce sales transaction.
The choice of a cloud computing-based architecture allows the collaborative EPC
platform to be dynamically scalable and highly reliable [8]. In gist, Productpedia
possesses the ability to help ecommerce merchants and service providers to realize the
full potential of Ecommerce 3.0.

2 Theoretical Background

2.1 Ecommerce and Structured Product Information

The late 1990 s to early 2000 saw the rise of the integrative ecommerce web-era [1].
This era was characterized by an emphasis towards integration and interoperability of
various electronic business processes such as electronic supply chain management and
electronic customer relationship management among different websites. The integrative
web-era is only possible if information can be shared among ecommerce websites [1].
To achieve information sharing, it is necessary to have a standardized way of repre-
senting information, e.g., Extensible Markup Language (XML), such that it may be
readily extracted, used and reused. In particular, XML-based web services hold the
promise towards enabling online business processes that facilitate sharing and reuse of
information among websites. The proposed collaborative EPC platform, i.e., Prod-
uctpedia, will primarily consist of a shared database of product information constructed
using a XML-based data standard. A set of RESTful web service-based Open Appli-
cation Programming Interface (API) will be provided by the collaborative EPC plat-
form for developers to build new tools around it, i.e., any ecommerce applications or
websites, such that anyone can easily contribute to the collaborative EPC.

The typical functionalities provided in an ecommerce website may be classified into
seven categories [9]. Several of these functionalities may be directly or indirectly
supported by an EPC. Content management from a seller’s perspective involves
managing information about the product items that are sold on an ecommerce website.
This is the key focus of Productpedia, which not only includes a standardized ontology
for describing products but also how the product information will be stored and
assessed via the cloud, and reused by sellers across multiple ecommerce websites/
applications. From the buyers’ perspective, content management may refer to the
browsing of product information and aggregating information from multiple sources
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for comparison. In a standard EPC context, a buyer may only browse the product
offerings in an EPC of a particular ecommerce website but is not aware of other similar
offerings from other websites. A structured and sharable collaborative EPC allows
service providers adopting Productpedia to provide recommendation agents that will
help consumers to search for product information across multiple websites [10].
Merchandising refers to the placement of online advertisements, launching of up-sell or
cross-sell promotions, and making product recommendations to consumers. Product-
pedia provides an avenue for sellers to implement multiple forms of negotiation across
multiple websites using a single set of product information obtained from Productpedia.

2.2 Prior Works on Collaborative Electronic Product Catalog

The concept of a collaborative EPC such as Productpedia has been explored by prior
researchers to varying extent. Schubert put forth the idea of a Participatory Electronic
Product Catalog (PEP) to transform standard EPCs into trust-building entities that
allow different stakeholders to leverage the social benefits in a virtual community of
transaction [3]. The core component in Schubert’s PEP architecture consists of a
mediating EPC that is capable of combining different single merchant catalogs into one
integrated EPC [3]. The PEP thus contains the aggregated product information of
multiple merchants, which can then be utilized to provide value-added services to
customers of these merchants. Collectively, the merchants, other service providers and
customers form the virtual community of transaction.

Within this virtual community of transaction, the PEP architecture facilitates the
provision of sophisticated value-added services such as enhanced recommendation
service that returns aggregated results from different websites when customers search
for desired items matching certain criteria. These advanced features are made possible
by the mediating EPC of the PEP architecture, which provides an integrated source of
structured sharable product information aggregated from multiple merchants.

However, Schubert’s PEP architecture suffers from several problems [3]. First, the
PEP architecture relies on an intermediate software component to integrate product
information from multiple sources into the mediating EPC. This process requires
continuous periodic synchronization between the single merchant catalogs and the
mediating EPC. Second, the structured product information is not truly sharable
because each merchant that wants to utilize production information from the mediating
EPC must perform two-way conversion between its internal data format and the
mediating EPC’s data format. Third, the PEP architecture does not cater to the direct
definition and modification of product information thus hampering the collaborative
construction of the mediating EPC. Fourth, the PEP architecture is a conceptual one
that lacks implementation details.

Yoo and Kim proposed a concrete web-based knowledge management system for
sharing product information among application systems within a design and production
environment [4]. The authors based their work on the notion that product information
inherently possess complex semantics and thus are difficult to share among application
systems [11]. Consequently, the authors defined product information carefully as three
different types of knowledge – namely metadata, ontology and mapping relationships.
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A knowledge base system using software agents is then created to share the knowledge
using XML-based technologies. This approach enables effective search of product
information, and automatic translation and reuse of product information. For instance,
product information encoded in one data format, e.g., STEP, may be converted into
business data encoded in another data format, e.g., EDIFACT, for use in electronic data
interchange.

Although Yoo and Kim’s approach provides a viable solution for sharing structured
product information, it involves highly specialized data formats, software technologies
and business processes that are not suitable for adoption in a general ecommerce
environment [4]. The present research on Productpedia adopts an approach that is
similar to Yoo and Kim’s but one that is more lightweight and can be readily adopted in
any ecommerce environment.

Lee and his colleagues also observed that even though having a database of well-
defined products and services is essential for collaborative ecommerce processes, scant
research has focused on developing and deploying a workable technology in a real-
world commercial environment [2]. The authors proposed and developed an ontology-
based EPC system that adopts a multi-layered software architecture consisting of (1) an
EPC database; (2) the ontology-based EPC system itself; as well as (3) interoperability
with different external ecommerce websites that can download and synchronize
updated product information automatically. The most noteworthy feature of the entire
platform is the use of meta-modeling approach for capturing the product ontology,
which enables a highly extensible and flexible product ontology model [12, 13].
A meta-model product ontology does not predefine the actual categories, relationships
among categories or the attributes describing product items in the same category.
Rather, it specifies the notion of product categories and attributes and how instances of
categories and attributes may be created and associated with each other.

The ontology-based EPC system does not rely on specialized data formats and
enable interfacing with external websites. However, it is essentially a closed catalog
that is maintained by internal domain experts and cannot be modified by external
stakeholders. In this regard, it is not suitable for a generic ecommerce environment
characterized by heterogeneous marketplace participants. Productpedia builds upon the
works done by prior researchers [2–4] but addresses their limitations.

3 Requirements Analysis and Design of Productpedia

3.1 Collaborative Electronic Product Catalog Architecture

Schubert’s PEP architecture is largely based on a mediating EPC that integrates dif-
ferent single merchant catalogs together [3]. The Productpedia collaborative EPC
differs significantly from the PEP architecture. In the case of Productpedia, there exists
only a single EPC that contains the original definitions of all product information
directly contributed by different stakeholders in a collaborative manner. An overview
of the proposed architecture of the Productpedia collaborative EPC is shown alongside
the PEP architecture in Fig. 1. Productpedia’s architecture addresses the shortcomings
of the PEP architecture. In particular, structured product information is directly defined
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in a single source using a common data standard and can be shared without any
conversion. This approach resembles Yoo and Kim’s knowledge base system archi-
tecture [4], and Lee and his colleagues’ ontology-based EPC system architecture that
both feature centralized metadata and ontology management [2].

Productpedia’s collaborative EPC will be exposed to external stakeholders via a
multi-layered software architecture similar to Lee and his colleagues’ ontology-based
EPC system architecture [2]. A multi-layered software architecture is chosen because it
enables greater flexibility, extensibility and scalability in adding new software com-
ponents to provide new services in the future [14]. For instance, recommendation,
collaborative filtering and data analytics components may be layered on top of the
collaborative EPC to realize the full potential of Ecommerce 3.0 as envisioned
by researchers and practitioners, e.g., [5, 6]. Specifically, Productpedia will follow a
multi-layered web service architecture to provide a user-centered, interactive and
collaborative EPC ecosystem. In addition, it adopts a semantic web approach to enable
third-party software tools to be built around the structured product information residing
in the cloud.

A complete architecture of the Productpedia collaborative EPC platform is shown
in Fig. 2. At the core of the Productpedia platform are the meta-model ontology and the
EPC database for describing the semantics of the product information and the actual
product information using XML. The database is maintained by a core backend system.
The core backend system handles critical functional logic and operations of the entire
information system platform.

There are two non-trivial differences between Productpedia’s architecture and those
of prior researchers [2, 4]. First, Productpedia will be made open-source so that it may
be maintained by all stakeholders in a collaborative fashion. A set of Open API based
on RESTful web services, a type of software architecture for distributed systems using

Fig. 1. Overview of the Productpedia collaborative EPC architecture (left) and Schubert’s PEP
architecture [3, p. 231] (right).

374 W.-K. Tan and H.-H. Teo



the Hypertext Transfer Protocol and the concept of representational state transfer, will
be used to expose the meta-model ontology and EPC database to stakeholders. The
Open API will contain a set of web service methods that enable websites and software
tools to retrieve product schema and manipulate product information. Individual and
organizational stakeholders can choose to interact with the collaborative EPC using a
set of primary platform tools, or create their own software tools using the Open API.
The latter approach allows the collaborative EPC to be seamlessly integrated into any
new or existing ecommerce applications, including lightweight mobile devices, social
networking applications and mashup applications.

Second, Productpedia’s collaborative EPC includes an open meta-data ontology
that allows any stakeholders to create and maintain the product ontology and rela-
tionships. The notion of internal domain expert does not exist and stakeholders operate
collaboratively as peers to define the ontology. The differences between Productpedia’
architecture and those of prior researches are summarized in Table 1.

3.2 Collaborative Electronic Product Catalog Design

Providing consumers with online tools to search and filter product information has long
been highlighted as a critical success factor for ecommerce. Unfortunately, this is a
non-trivial task because online merchants use vastly different product descriptions,
albeit rich in information, and nonstandard formats to present these descriptions.
Consequently, designing and implementing useful online tools to help consumers find
products and services that meet certain attributes or for merchants to locate potential
buyers of a particular trait has proven to be an elusive challenge [15].

Fig. 2. Complete architecture of the Productpedia collaborative EPC platform
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Researchers acknowledging product information heterogeneity as a major imped-
iment factor to business information exchange have proposed two general approaches
to resolve this problem [16]. The first approach is standardization, which involves
creating common vocabulary and protocol to be adopted by all parties involved in a
business exchange. The United Nations Standard Product and Services Codes (UN-
SPSC) (http://www.unspsc.org) provide a global standard to classify products and
services in a hierarchical fashion. However, it does not define the attributes for
describing each commodity. eCl@ss (http://www.eclass.de) is a competing standard for
product classification and description. Similar to UNSPSC, eCl@ss aims to facilitate
information exchange between customers and their suppliers. eCl@ss is better because
it attempts to provide a set of attributes to describe each product class. However, when
compared to commercial shopping websites such as CNET Shopper.com (http://
shopper.cnet.com), the predefined set of attributes is often less rich in details. The
second approach is integration [16], which involves building mappings among product
attributes from different product descriptions. In the context of integration, heteroge-
neity among different product schemas can be classified as either attribute naming
conflicts or missing attributes. These problems are further complicated if the product
schemas are multi-level trees [16].

Productpedia attempts to resolve the product information heterogeneity problem by
adopting a standardized approach towards meta-model product ontology. A set of
XML-based web service methods will be used by its community of stakeholders to
define and maintain structured product information in an open and collaborative
fashion similar to how articles on the Internet’s largest free encyclopedia Wikipedia
(http://www.wikipedia.org) is created and maintained. That is, to build upon the col-
lective wisdom of Productpedia’s community to create and maintain a useful

Table 1. Comparison between Productpedia collaborative EPC platform and prior research

Dimension Productpedia
collaborative
EPC

Schubert’s
PEP

Yoo and Kim’s
Web-based KM
system

Lee et al.’
Ontology-
based EPC

Architecture Concrete Conceptual Concrete Concrete
Single centralized
EPC

Yes No Yes Yes

Data
synchronization

No Yes No Yes

Data conversion No Yes Yes No
Specialized data
formats

No No Yes No

Domain experts
involvement

No No No Yes

Single centralized
ontology

Yes No Yes Yes

Open platform
supporting direct
modification

Yes No No No
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collaborative EPC just like how Wikipedia’s volunteers have come together to maintain
the hundreds of thousands of quality articles [17]. Neither domain experts nor a central
authority is required to predefine the product categories, schemas and items. Prod-
uctpedia’s primary website as well as all third party websites and applications devel-
oped with its Open API will utilize this common set of XML-based product schemas to
exchange product information. The added benefit of an open and collaborative
approach is to allow the Productpedia community of stakeholders to create a rich set of
attributes for each product category of interest to them, and presumably one in which
they possess the relevant expertise. Ultimately, Productpedia collaborative EPC may
become as comprehensive as global standards such as UNSPSC and eCl@ss, and as
rich in details as private product schemas.

Productpedia’s collaborative EPC ontology will be based on a single-level tree
product schema model. Design provisions will be made to enable integration with
users’ existing product schemas or descriptions, if necessary, by making all attributes
optional and allowing the definition of aliases for each attribute.

4 Design Science Artifacts of Productpedia

The design science research guidelines prescribed by Hevner, March, Park and Ram
(HMPR) [7] have often been used by scholars to analyze and evaluate design science
research [18]. In accordance with HMPR’s design as an artifact guideline, “design
science research must produce a viable artifact in the form of a construct, a model, a
method or an instantiation” [7, p. 83]. Constructs are the concepts that form the
research domain’s vocabulary. Models are a set or propositions or statements
expressing relationships among constructs. Methods are a set of steps used to perform a
task. Instantiations are realized information systems built according to the specification
of the three preceding artifacts.

Each higher-level artifact builds upon the lower level artifacts in an implied linear
hierarchical manner [18]. In particular, the instantiation artifact involves a fully func-
tional prototype of the Productpedia collaborative EPC platform together with the
primary website that was developed with the Open API. Collectively, the instantiation
artifact demonstrates the viability of Productpedia’s community of stakeholders col-
laboratively maintaining the EPC, and also embodies all the lower level artifacts.

4.1 Construct

Ontology development is an approach commonly used in design science research that
focuses on construct artifact [19, 20]. Ontology is a formal representation of knowledge
as a set of related concepts within a domain. It is intended to facilitate interoperability
among various information processing applications [21].

In our context, we attempt to define a meta-model ontology for a collaborative EPC
platform. This is focused on the two major dimensions of ecommerce functionalities
[9], namely content management and merchandising. The ontology is depicted in
Fig. 3. A detailed vocabulary specification for the ontology has also been defined. For
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instance, a product category “represents a classification of related product items
exhibiting a common set of properties”. This model follows the basic meta-model [2,
12, 13]. The inclusion of product category and product schema allows merchants to
define new product items that are currently not categorized in the EPC.

4.2 Models

The ontology that has been described in the preceding sub-section forms the foundation
to define the relationships among the constructs for a collaborative EPC. Unified
Modeling Language (UML) is chosen to depict the models as it is the industry standard
for object-oriented modeling [22]. UML class diagram is also more intuitive for
depicting superclass and subclass concepts as compared to enhanced entity relationship
diagram since it is (1) congruent with the objected-oriented programming paradigm;
and (2) independent of the underlying data storage. Object-oriented programming itself
is ideal for developing large and complex software system such as the platform pro-
posed in this research.

The UML class diagrams represent both the solution to the information requirement
analysis of the preceding chapter and the problem definition for the information system
design task of the instantiation artifact. It essentially serves as reference logical data
models for the development of the proposed platform. In accordance with the design
characteristics discussed in the preceding section, the corresponding model for the
subset of the ontology on product category shown in Fig. 3 is depicted in Fig. 4.
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Fig. 3. Ontology for content management and merchandising ecommerce functionalities
provided for by the Productpedia collaborative EPC platform.
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4.3 Methods

The logical data models produced in the preceding sub-section form the basis for
prescribing how various product information management tasks should be performed in
the Productpedia collaborative EPC platform. Since the platform is based on an Open
API architecture using RESTful web services, a series of API web service methods are
carefully defined that allow an ecommerce application to interact with the collaborative
EPC. This approach is similar to major commercial services such as eBay API (http://
developer.ebay.com/common/api) and Amazon Marketplace Web Service (https://
developer.amazonservices.com). In conjunction with the API methods, complementary
processes are formulated to provide a reference implementation blueprint. Essentially,
merchants contribute to the EPC by defining unit classes, product categories, product
schemas for leaf product categories and product items. These components collectively
constitute a shared EPC that community stakeholders can easily tap on to perform
various ecommerce tasks such as creating a sales listing.

Since the collaborative EPC is a shared and distributed resource, the platform
features several design characteristics to provide for an efficient and orderly manage-
ment process. For example, each unique data record manifests as multiple instances and
all revisions made to each instance of a unique data record are tracked and saved into
the EPC database.

4.4 Instantiations

Instantiations operationalize the constructs, models and methods into the actual artifact
that is used in the intended environment [7]. As part of this research, the constructs,
models and methods defined in the preceding sub-sections were used to create a fully
functional prototype of the proposed Productpedia collaborative EPC platform. It
epitomizes the best practice recommended by design science scholars to the extent that

Fig. 4. Model for the product category ontology
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its design ideas have been implemented in concrete forms rather than exist as mere
abstract entities [18]. A detailed technical discussion of Productpedia is beyond the
scope of this paper. Briefly, the entire platform essentially manifests as a core backend
system that is developed using Java Platform Enterprise Edition (Java EE) with
component-based software engineering architecture for extensibility and scalability.
This implementation approach is similar to how Lee and his colleagues’ [2] had
developed their ontology-based EPC. The prototype implements a total of 47 reference
methods for managing unit classes, product categories, product schemas and product
items in the collaborative EPC.

5 Conclusion

Researchers have for a long time highlighted an enduring problem with ecommerce,
i.e., the ability to define and exchange semantically rich and accurate product infor-
mation [1–4]. This research adopts a design science strategy to solve the problem by
conceptualizing, designing and implementing a fully functional prototype of a col-
laborative EPC platform, i.e., Productpedia. This platform addresses the shortcomings
of prior researches by (1) maintaining a single centralized EPC database; (2) negating
the need to synchronize and convert data; (3) creating an integrated meta-model
ontology for merchants to define previously unclassified product information without
the involvement of domain experts; and (4) enabling an Open API based on RESTful
web services to facilitate direct modification of the EPC database by even third-party
applications. Productpedia holds the promise of empowering merchants to realize the
full benefits of Ecommerce 3.0. For instance, its Open API is an example of an
extensible ecommerce web service [6] that allows a merchant to define and share
structured product information.
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Abstract. Despite the importance of online provider recommendations in
e-commerce transactions, there is still little understanding about how provider
recommendations impacts on customer retention. Addressing this gap, this study
introduces a key construct, perceived effectiveness of provider recommendations
(PEPRs) to investigate the differential moderating effects of PEPRs on the
relationships between satisfaction, trust and repeat purchase intention. The
research models are designed based on a research model and an online survey is
conducted with 130 respondents. We draw conclusions that (1) PEPRs nega-
tively moderate the relationship between satisfaction with vendor and trust in
vendor and (2) PEPRs positively moderate the relationship between trust in
vendor and repurchase intention. These findings are important theoretical con-
tributions to know that first-hand experience can be to some extent replaced by
supplementary information. In addition, we give some managerial counter-
measures towards the new situation.

Keywords: Provider recommendations � Satisfaction � Trust � Online repur-
chase intention

1 Introduction

As e-commerce institutional mechanisms have been improved and more mature trust
within vendors and consumers has been generated, online retailing has become more
prosperous and competitive [20]. In this circumstance, how to retain existing con-
sumers to make repeated purchases is considered to be an important concern for online
firms [15].

Prior studies have long acknowledged that trust is a key factor for online repurchase
[27, 31]. To meet for the requirement of trusting beliefs, a large number of online
vendors offer provider recommendations (PRs) to promote their transaction intentions
and purchasing behaviors. Despite the effects of provider recommendations on initial
online purchase intention having already been examined, there is still little under-
standing about how they affect consumers satisfaction, trust and especially repurchase
intention.
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PRs are divided into content-based filtering recommendations and collaborative-
filtering recommendations in which they are based on explicit interests of the users or
past buying behaviors of the affinity groups to extract recommendations for a specific
buyer [24, 29]. For instance, regardless of whether the customer logs in, Amazon.com
can track their browsing histories through using cookies and automatically pro-
vide personalized recommendation service as they move around the web. In order to
analyze these two objects, we introduce a construct - the perceived effectiveness of
provider recommendations (PEPRs). They are referred to as online shoppers’ percep-
tions that provider recommendations provided is a sense of identification and agree-
ment with an accurate and reliable information regarding to the transaction history of
vendors and online experience with similar preferences [26].

2 Research Model and Hypotheses Development

In this Section, we present a research model to explore the influence of PEPRs on the
relationship between satisfaction, trust and online repurchase as shown in Fig. 1.

2.1 The Moderating Role of PEPRs Between Satisfaction and Trust

Although extant researches support that successful, satisfying transactions will increase
online customers’ confidence they have in vendors toward future exchanges in online
context [19], they tend to rely on other details instead of specific experience [6].
Satisfaction with vendor seems to be not enough for forming their trust perception.
Those customers who use the internet have a special approach to making assessment
towards sellers’ trustworthiness: they mainly concern about the top sources of infor-
mation - online ratings and reviews [8]. Provider recommendations provide more
comprehensive details that compensate for their lack of experiential knowledge. In
addition, a broad concept of online repurchase intention is online buyers’ repeat
intention for buying a products or services (same, similar or different) from a
web-based store (same, similar or different) [5], which indicates that people will have
largely dependence on collecting second-hand information. Therefore, perceived
effectiveness of provider recommendations serves to migrate the role of customer’s
satisfaction inherent in the process of trust transfer. This is a negatively moderating role

Fig. 1. Research model
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of PEPRs on the impact of his or her satisfaction with vendor on trust in vendor. Thus,
it is proposed that:

H1: Perceived effectiveness of provider recommendations (PEPRs) negatively
moderates the satisfaction - trust relationship in repurchase situation.

2.2 The Moderating Role of PEPRs Between Trust and Online
Repurchase

Trust is a core factor of both initial purchase or repeat purchase because it can reduce
worries of uncertainties and promote transaction success [14, 29]. When trustees fulfill
trusters’ expectation through their ability, credibility and benevolence, customers will
be retained [3]. E-commerce platforms create a secure environment to assure trusting
party’s requirements of integrity by applying feedback mechanisms (e.g. PRs) [16],
which boosts customers’ trusting beliefs to form repurchase intentions. Previous studies
also revealed that there are other factors at play in the relationship between trust in
vendor and repurchase intention. Reference [18] demonstrated that consumers’ trusting
beliefs are more significantly influence their online purchase intentions when using
online recommendation agents as an assistant tool for making purchase decision. At the
same time, researchers have suggested that trust can be replenished by consumer’s
perception of information technology (e.g. recommendation system) within online
environment [28]. Thus, we imply that perceived effectiveness of provider recom-
mendations are essentially a leveraged play on trust - repurchase relationship. It is
proposed that:

H2: Perceived effectiveness of provider recommendations (PEPRs) positively
moderates the trust - repurchase intention relationship.

3 Research Method

We used all constructs from validated scales in the extant literature. To validate the
instrument [29], we followed the guidelines on validation proposed by [30], and took
the recommendations proposed by [23]. The adapted items contained words and sen-
tences are adjusted to improve subjects’ understanding [25]. This study measured them
with 7-point Likert scales (1 = “strongly disagree”; 7 = “strongly agree”). A number of
control variables incorporated into the research models to ensure the empirical results.

Data was collected by using online survey through a top research institution (so-
jump.com) in China. A total of 326 questionnaires distributed, 300 were returned for a
response rate of 92.02 %. Then, we examine all surveys and dropped some surveys of
same or contradictory answers, which resulted in 130 usable responses.

The PLS-SEM algorithm was used to estimate the path coefficients and other model
parameters (e.g. internal consistency reliability, discriminant validity and so on) [22].
Path significance was determined by bootstrap technique. As a rule, 5000 bootstrapping
samples contained 130 cases are recommended [12]. Moderating effects were modeled
using the product indicator approach [7]. The method involves multiplying each
(mean-centered) indicator of the predictors with each (mean-centered) indicator of the
moderator variables.
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4 Data Analysis and Results

To access the reliability (internal consistency reliability and indicator reliability), we
examine composite reliability scores for every constructs and the indicator’s outer
loading [2, 6]. All composite reliabilities in Table 3, ranging from 0.87 to 0.94, are
above the cutoff value of 0.70. Each indicator’s loading on its respective factor exceed
0.70 (Table 2). These results are considered as good reliability. Convergent validity
assessment builds on average variance extracted (AVE) values as the evaluation cri-
terion that should be met the threshold value (> 0.50) [13]. Table 1 shows that the AVE
of each construct are well above 0.50, satisfying this requirement, which demonstrate
high levels of convergent validity. Discriminant validity is assessed by confirming
(1) outer loadings, (2) cross loadings and (3) the relationship between inter-construct
correlations and the square root of AVEs [6, 11]. First, items’ outer laodings on their
corresponding constructs (in Table 2) are greater than their cross loadings on any other
constructs. Second, the square of AVEs of each construct are larger than their corre-
lations among other constructs (as shown in Table 1). Therefore, these test results
report adequate discriminant validity.

Results of research model are shown in Fig. 2. The model explains 73.38 percent of
variation in returning customers’ trust in vendor and accounts for 56.47 percent of
variation in repurchase intention. As hypothesized, exposed PEPRs negatively mod-
erate the relationship between satisfaction with vendor and trust in vendor (H1:
β = -0.204, t = 3.581, p = 0.000, two-tailed) and exposed PEPRs positively moderate
the relationship between trust in vendor and repurchase intention (H2: β = 0.393,
t = 2.805, p = 0.005, two-tailed). Figure 3 further illustrate these two moderating
effects. At high levels of PEPRs, trust in vendor increases slowly when satisfaction
with vendor increases and repurchase intention increases rapidly as trust in vendor

Table 1. Internal consistency reliability, correlations and the square root of AVE among
constructs.

ICRa EX FV PEPRs SP SV RI TV VR WQ

Expertise (EX) 0.87 0.79b

Familiarity with vendor (FV) 0.94 0.43 0.91
PEPRs 0.92 0.42 0.51 0.89
Satisfaction with online
purchasing (SP)

0.88 0.52 0.54 0.53 0.84

Satisfaction with vendor
(SV)

0.89 0.46 0.56 0.55 0.59 0.86

Repurchase intention (RI) 0.88 0.48 0.66 0.54 0.58 0.78 0.84
Trust in vendor (TV) 0.91 0.60 0.53 0.62 0.70 0.76 0.67 0.85
Vendor’s reputation (VR) 0.94 0.45 0.65 0.53 0.52 0.74 0.75 0.70 0.91
Website quality (WQ) 0.91 0.49 0.43 0.55 0.50 0.71 0.62 0.68 0.71 0.82

Note: a ICR is internal consistency reliabilities; b diagonal elements are the square roots of AVE.
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increases. But the contrary is the case at low levels of PEPRs. Additionally, the main
effects of PEPRs (PEPRs → trust; PEPRs → repurchase intention) are not significant
(β1 = 0.117, t1 = 1.544; β2 = 0.120, t2 = 1.247). Nevertheless, satisfaction with vendor
has a positive influence on trust in vendor (β = 0.272, t = 2.801, p = 0.005, two-tailed).
Trust in vendor is also positively effected repurchase intention (β = 0.444, t = 3.300,
p = 0.001, two-tailed). Moreover, two control variables, vendor’s reputation (β = 0.203,
t = 2.051, p = 0.041, two-tailed) and satisfaction with online purchasing (β = 0.292,
t = 4.154, p = 0.000, two-tailed), have a significant influence on trust in vendor. Only
one control variable, that is website quality, is found to be significant affecting
repurchase intention (β = 0.356, t = 3.361, p = 0.001, two-tailed).

Table 2. Item loadings and cross loadings

Construct Items EX FV PEPRs SP SV RI TV VR WQ

Expertise
(EX)

EX1 0.78 0.19 0.31 0.26 0.24 0.28 0.37 0.23 0.36
EX2 0.87 0.35 0.33 0.42 0.36 0.40 0.46 0.33 0.35
EX3 0.78 0.48 0.26 0.57 0.38 0.42 0.46 0.32 0.25
EX4 0.74 0.29 0.45 0.36 0.43 0.39 0.58 0.52 0.59

Familiarity with vendor
(FV)

FV1 0.35 0.90 0.41 0.50 0.52 0.64 0.49 0.57 0.38
FV2 0.45 0.94 0.49 0.48 0.51 0.59 0.51 0.63 0.40
FV3 0.38 0.90 0.49 0.51 0.50 0.57 0.45 0.58 0.40

PEPRs PEPRs1 0.33 0.46 0.88 0.47 0.49 0.49 0.49 0.46 0.48
PEPRs2 0.38 0.39 0.90 0.44 0.47 0.46 0.54 0.42 0.46
PEPRs3 0.42 0.50 0.89 0.51 0.52 0.51 0.62 0.54 0.53

Satisfaction with Online
purchasing (SP)

SP1 0.51 0.46 0.54 0.88 0.56 0.52 0.67 0.46 0.47
SP2 0.43 0.45 0.41 0.88 0.55 0.49 0.60 0.43 0.41
SP3 0.36 0.47 0.38 0.76 0.34 0.44 0.46 0.41 0.38

Satisfaction with vendor
(SV)

SV1 0.37 0.45 0.49 0.56 0.88 0.65 0.68 0.64 0.66
SV2 0.39 0.56 0.46 0.49 0.84 0.69 0.60 0.62 0.50
SV3 0.41 0.45 0.47 0.45 0.85 0.67 0.67 0.63 0.65

Repurchase Intention
(RI)

RI1 0.42 0.47 0.45 0.38 0.58 0.79 0.55 0.62 0.58
RI3 0.47 0.61 0.53 0.54 0.72 0.91 0.63 0.67 0.54
RI5 0.31 0.58 0.38 0.53 0.66 0.83 0.49 0.60 0.45

Trust in vendor (TV) TV1 0.53 0.42 0.57 0.59 0.61 0.52 0.82 0.50 0.59
TV2 0.46 0.45 0.53 0.60 0.72 0.60 0.90 0.68 0.63
TV3 0.45 0.46 0.48 0.55 0.74 0.55 0.86 0.63 0.59
TV4 0.61 0.47 0.52 0.63 0.51 0.60 0.80 0.54 0.50

Vendor’s reputation (VR) VR1 0.38 0.57 0.45 0.41 0.68 0.67 0.56 0.88 0.56
VR2 0.41 0.59 0.51 0.50 0.67 0.70 0.70 0.92 0.68
VR3 0.44 0.62 0.50 0.49 0.68 0.69 0.64 0.94 0.68

Website quality (WQ) WQ1 0.44 0.22 0.50 0.35 0.58 0.45 0.55 0.55 0.82
WQ2 0.48 0.35 0.43 0.44 0.57 0.49 0.55 0.56 0.84
WQ3 0.39 0.22 0.43 0.32 0.56 0.41 0.52 0.57 0.85
WQ4 0.40 0.46 0.42 0.42 0.56 0.56 0.56 0.57 0.78
WQ5 0.30 0.46 0.47 0.50 0.63 0.61 0.60 0.62 0.79
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In order to evaluate whether the moderating effects of PEPRs have a substantive
impact on endogenous variables (i.g. trust in vendor and repurchase intention), the
change in R2, f2 effect size and F-test are examined [1, 4, 9]. When interaction term
with PEPRs are added into Model 3, R2 of trust in vendor increased by 2.08 % (F
Change = 10.08, p = 0.002) and f2 effect size is 0.10 that indicates a medium effect.
Respectively, R2 of repurchase intention increased by 7.1 % from Model 2 to Model 3
(F Change = 18.91, p = 0.000), indicating a medium effect (f2 effect size = 0.12). Thus,
the addition of interaction effects of PEPRs improved the explanatory power of the
Model 3, which verifies the significance of moderating effects.

5 Discussion

5.1 Summary and Discussion of Results

How perceived effectiveness of provider recommendations (PEPRs) influence the
casual link (satisfaction → trust → repurchase intention) have been put forward. We
answer these questions by correspondingly verifying the moderating effects of PEPRs
on the relationship between satisfaction and trust or the relationship between trust and
repurchase intention.

Fig. 2. Research model

Fig. 3. The moderating effect of PEPRs
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Provider recommendations have different effects on the relationship between sat-
isfaction, trust and repurchase intention. As hypothesized, PEPRs negatively moderates
the satisfaction - trust relationship yet only PEPRs positively moderate the trust -
repurchase intention relationship. These findings confirmed that not only PRs are the
other source of trust production but also the impact of trust on repeat purchase intention
have limitation under the specifying boundary condition. We hope that the research
findings will be helpful to future studies and online vendors’ operation.

5.2 Research and Practical Implication

This study range not only involves satisfaction and trust but also expands into repeat
online purchase. In order to fully understand provider recommendations, we develop a
new constructs, PEPRs. Additionally, we find that high level PEPRs can migrate the
effect of satisfaction with vendor on trust in vendor. This finding reveals previous
transaction experiences may not be the most important source of trust production.
Higher perception of PEPRs positively moderate the relationship between trust and
repurchase intention. It demonstrates that trusting beliefs transforming into repeat
purchase intention will be limited in online trading environment. E-commerce plat-
forms should perfect provider recommendations. They need make full use of
back-end data to understand customers’ preferences, buying habits. Then, they can
accordingly segment and position customers. For the returning customers, their prior
transaction experiences are not the only resource to produce trusting beliefs. Hence,
online vendors ought to anticipate the strategic shift in expensive trust building toward
sufficient information sources. Combining with the assessment of their customers’
perceptions of PEPRs, they are able to design effective marketing strategies.

5.3 Limitations and Future Research Directions

As with any research, some potential limitations should be further studied in the future
research. First, this study needs to be extend to more general areas that can be any
e-commerce platforms or a wider range of individuals. Because a larger sample size
will improve our statistical power to predict the significance of effects. Second,
although a number of control variables are added into research model, we think that
controlling for priority allocation of information in website would be helpful to validate
the moderating role of PEPRs. Since some websites display provider recommendations
prominently and some are the opposite, these features may not be equally effective
influencing perceived effectiveness of PEPRs. Third, we only focus on repurchase
intention and ignore investigating online repurchase behavior. Thus, an additional
dependent variable, repeated purchase behavior, can be explored to enhance our
model’s persuasiveness.
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Abstract. This paper explores the relationship between website localization
and their exogenous factors. Three exogenous factors are studied: online
transaction availability, product types and history length. Based on the previous
studies, this paper distinguishes website localization design strategies from
website localization degree. Through a content analysis of Fortune 1000 com-
panies’ websites, this paper finds that website localization strategies are posi-
tively related to website localization degree and that product types positively
associate with website localization degree. Besides, all the exogenous factors are
relevant to some specfic website localization strategies.
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1 Introduction

By leveraging the Internet, many firms are able to introduce and sell their products to
customers all over the world through their websites. Global e-commerce is increasingly
important for not only firms but also consumers. The sales of global B2C e-commerce
is estimated around $1.5 trillion and accounts for nearly 6.7 % of worldwide retail in
2015 (Rueter 2014). Correspondingly, more and more consumers are engaging in
global e-commerce. According to the reports (Miglani 2012; Nielsen 2008), the world
online users will reach 3.5 billion by 2017 and more than 85 % of the world’s online
population have purchased online in 2008.

There are two general ideas for designing websites for different countries: stan-
dardization and localization. First, website standardization refers to using same website
content with only language translation for every country (Singh and Pereira 2005). In
contrast, website localization refers to customizing a website for a specific country.
Website localization makes a website seem natural or “local” to their users (Singh et al.
2009). Emerging studies have investigated the effectiveness and importance of website
localization (Chen et al. 2009; Singh et al. 2004; Tixier 2005; Vyncke and Brengman
2010) and we think that website localization is significant trend for global e-commerce
and more research of website localization is necessary for successful global
e-commerce.

Website localization has received attention from researchers. Although previous
international marketing literature also has discussed adaptation or localization strategies,
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they focus on marketing mix(Solberg 2000), resource allocation (Szymanski et al.
1993), environmental and market determinants (Yip 1997), advertising and communi-
cation (Solberg 2002) and performance measurement (Lages et al. 2008). Some of
studies on website localization literature have focused on establishing website locali-
zation frameworks and validating them through comparing and analyzing different
countries’ websites localization (Baack and Singh 2007; Gibb and Matthaiakis 2007;
Singh and Matsuo 2004; Singh et al. 2009). Moreover, some of studies have explored
the related factors which influence website localization. The factors studied include
immigrants or minorities’ acculturation level (Singh et al. 2008), culture, geography and
infrastructure (Shneor 2012), managerial attitudes (Singh et al. 2010). There are also a
few studies that identify and discuss several localization elements for website locali-
zation practice, like symbols and graphics, color preferences, links, maps, search
functions, page layout, language, and content (Cyr et al. 2005), presentation of human
image and environment types (Singer et al. 2007), access to product, logical presentation
of product information, and information professional design (Cyr et al. 2005).

Although some related factors have been explored in previous literature, other
exogenous factors, such as history length, online transaction availability and product
types, have not been discussed. These factors provide a way to predict the usage of
website localization strategies and decide the degree of website localization. For
example, the longer history the foreign companies operate business in local countries,
the more knowledge and motivation the foreign companies may have to localize their
websites. Therefore, studying these factors into more detail could further our under-
standing of website localization. Besides, compared with other exogenous factors,
information about history length, online transaction availability and product types is
easier to access through public reports and foreign companies’ websites. Thus, the
objectives of this study are:

What exogenous factors influence website localization? How?
To achieve the objectives of this study, we structure the rest of this paper as

follows. In the second section, we discuss the theoretical background and develop the
hypotheses about the relationships among website localization strategies, website
localization degree and their exogenous factors. In the third section, we empirically test
the hypotheses through a content analysis. In the fourth section, we report the analysis
results. In the fifth section, we discuss the implication, limitation and future research of
this study.

2 Theoretical Background and Hypothesis Development

2.1 Website Localization Strategies

Previous literature discusses the specific localization strategies mainly based on a
culture framework (Baack and Singh 2007; Singh et al. 2008; Singh and Matsuo 2004).
The website localization strategies are proposed according to the definitions of different
cultural dimensions like Masculinity for quizzes and games or Uncertainty avoidance
for customer service (Singh and Matsuo 2004). The studied cultural dimensions
included: individualism–collectivism, uncertainty avoidance, power distance,
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masculinity- femininity (Hofstede 1980), high/low context (Hall 1976), intellectual
autonomy, hierarchy and affective autonomy (Schwartz 1994). Although several
strategies have been put forward based on cultural frameworks, very few studies have
actually tested the effectiveness of strategies.

Wu et al. (2015) also identified several website localization strategies to localize
foreign companies’ websites based on social identity perspective. In line with the social
identity perspective, website localization strategies can localize foreign companies’
websites through creating similarities between foreign companies’ websites and local
consumers or through providing information about foreign companies’ beneficial
actions towards local consumers or their communities. We do further investigation
based on Wu et al.’s (2015) website localization strategies. Given website localization
strategies (e.g., Local Symbol and Corporate Social Responsibility) involve local
group’s features or attributes to make the websites be similar to the local group, or
convey foreign companies’ kindness and benefit to local group through the websites,
they could increase websites’ localization degree. Therefore, we can hypothesize as:

H1: Website localization strategies associate with website localization degree
positively.

2.2 Exogenous Factors of Website Localization

Global marketing literature revealed that companies which produced the different types
of products localized their businesses differently. The literature suggested that indus-
trial and high-tech products were more appropriate for standardization rather than
consumer products because industrial and high-tech products tended to meet universal
needs and consumers were more rational in purchasing such products. Compared with
industrial and high-tech products, consumer products are more suitable for localization
because they appeal to consumers’ hard-to-change tastes, habits, cultures and customs
and foreign companies should adapt their marketing mix to be consistent with local
consumers’ characteristics (Cavusgil et al. 1993; Jain 1989). Similar to the relationship
between consumer and industrial products, non-durable products require higher
adaptation rather than durable products in consumer products (Malhotra 1993). Given
that companies which produce different product types localize their marketing activities
differently and website localization strategies are likely to help localize foreign com-
panies’ website, we can hypothesize that:

H2a: Product types associate with website localization degree positively.
H2b: Product types associate with usage of website localization strategies
positively.

In e-commerce era, many companies do the transaction through their websites and trust
is a widely accepted essential ingredient for developing successful business relationship
between companies and consumers (Gefen et al. 2003). Previous studies have revealed
consumers’ willingness to accept vulnerability if the consumers trust the website and its
vendor. The acceptance of vulnerability facilitates consumers’ engagement in the
online transaction (Mayer et al. 1995). According to Kramer et al. (1996), trust can be
built on shared features or common values between consumers and the website vendors
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in e-commerce context. Meanwhile, localized website makes consumers feel that the
foreign companies’ website is naturalized to them and helps to identify foreign com-
panies and their websites as local ones. In other words, website localization can
develop and establish commonalities between local consumers and website vendors
(Singh et al. 2009). Therefore, website localization strategies and high website local-
ization degree can promote trust and improve the usage of online transaction. Thus, we
can hypothesize that:

H3a: Online transaction availability associates with website localization degree
positively.
H3b: Online transaction availability associates with website localization strategies
positively.

Strategic choice perspective suggests organizations respond to the external environ-
ment changes by adapting their strategies (Chaffee 1985). Such adaptation seeks for a
balance between organizations’ behavior systems and their external environment (Al-
derson 1965). Boeker (1989) studied the effect of organization history on organiza-
tion’s strategies’ change and uncovered its significant role. To be specific, the external
conditions or events in an organization history limit or encourage organization’s
strategy choice. As an important channel of companies’ global business, the choice of
website design method is an important strategic decision. Given history impacts
organizations’ strategy choice, more adaptation in their websites will be done and more
website localization strategies will be used in line with longer history length. Therefore,
we can hypothesize that:

H4a: History length associates with website localization degree positively.
H4b: History length associates with website localization strategies positively.

3 Methodology

In this study, we test the relationships among website localization strategies, website
localization degree and their three exogenous factors. Website localization strategies
are from Wu et al. (2015) and the designed website features to localize foreign com-
panies’ websites, while website localization degree is the extent to which local people
perceive the localization of foreign companies’ websites. Towards the three exogenous
factors, product types are about main products provided by foreign companies to
consumers and contain two types: consumer product and industrial product, online
transaction availability is about whether foreign companies’ websites provide the
channel to do online business, and history length is the length foreign companies do
business in local countries. The sample of this study and the ways to measure the
variables are described as follows.

3.1 Sample

For this study, we choose foreign companies’ (Fortune 1000) websites in China as the
object of our research. The local people are Chinese people. To do the analysis, the first
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step is to sort out companies that have Chinese websites/pages and companies that do
not have Chinese websites/pages. Among the Fortune 1000 American Companies, 729
companies do not have specific websites/pages for the Chinese market and only 271
companies have Chinese websites/pages. Thus, the final sample for this study is the 271
companies that have Chinese websites/pages.

3.2 Measurement

To measure each websites’ localization degree, several measurement frameworks are
proposed in previous literature. Among the measurement frameworks established in
previous studies, Singh (2012) comprehensively covered and tested the dimensions of
website localization. To apply this framework in our context, we adapted it according
to our sample’s traits in this research. The adapted framework contains four dimen-
sions: Translation quality (How will the foreign language translate into Chinese),
Content localization (How the content in website can be understood by local people),
Cultural customization (How the website reflect local culture) and Local Gateway
(Whether there’re links to Chinese pages from English home pages) would be primarily
considered to compose the measurement framework in this research. Each dimension
has different items and totally ten items are included in the framework. Every item is
ranked on a scale of 1 to 5, based on the level of localization degree. We add up all the
scores of certain website obtained in each item to reflect its website localization extent.

To decide whether the websites make use of website localization strategies, we
analyze Fortune 1000 companies’ Chinese websites and code the website as “1” if it
leverages some specific website localization strategy and “0” if it does not utilize it. We
choose four website localization strategies proposed in Wu et al. (2015) for the purpose
of this study. They are Special Plan (Information about a special plan of
product/services provided for local people by foreign companies), Corporate Social
Responsibility (Information about how the foreign companies undertake their social
responsibilities for the local people), Local History (Information which depict the
development history of foreign companies in the local country) and Local Authenti-
cation (Symbols denoting that the website is authenticated by a local organization as a
trusted, safe and legal website).

Regarding the product types being marketed by the companies, we analyze the
public financial information of companies and decide the product type based on their
main revenue sources. If the companies’ revenue mainly comes from producing and
selling consumer product, we code the companies’ website as “1”. If the main revenue
sources are industrial product, we code their websites as “0”. Because some of the
companies are service companies, we do not consider them for this variable and 181
websites are included in this variable. Similarly, for availability of online transaction
channel, we code the websites as “1” if we can do online transaction with the com-
panies through websites and “0” if not. With regard to how long Fortune 1000 com-
panies operate in China, we also search the public information of the companies and
compute the history length by using the number of current year minus the number of
year they entered into China.
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3.3 Data Analysis

This paper uses content analysis to judge the localization extent of websites in our
sample by using a measurement scale, analyze whether the websites contain some
specific website localization strategies and figure out whether there are transaction
channels in their websites. The reason why we use content analysis is because the data
of this study is limited to the content of foreign companies’ website and language of
website is crucial (Kassarjian 1977). Meanwhile, one type of content analysis is to
quantify or index the content according to some principles and this study belongs to
this type (Neuendorf 2002). To test the quality of content analysis, two bilingual raters
who have website localization and design related knowledge and background analyzed
the 271 American companies’ Chinese websites. The inter-rater reliability test among
raters is used to check to judge whether the analysis is reliable. The percentage of
agreement of identifying website localization strategies and three exogenous factors is
79.5 %.

Given website localization strategies are binary variables, binary logistic regression
technique is adopted to analyze their relationships with product types, online trans-
action availability and history length. As the data of website localization degree is
continual, multiple linear regression technique is utilized to analyze its relationship
with website localization strategies, product types, online transaction availability, and
history length. Both regressions are implemented by PASW 18.0.

The descriptive statistics of variables in this study are listed in Table 1.

4 Results

4.1 Regression Analysis of Website Localization Degree

To test the relationships between the exogenous factors, website localization strategies
and website localization degree, we analyze the data by using Multiple Linear
Regression technique. The estimation results are in Table 2, which show the regression
coefficients and standard errors. In model 1, we find that website localization strategies:
Local History, Local Authentication, Corporate Social Responsibility and Special Plan

Table 1 Descriptive Statistics of Variables

Binary variables Mean Std. Dev. Number of “0” Number of “1”

Local history 0.33 0.47 181 90
Corporate social responsibility 0.35 0.48 177 94
Special plan 0.08 0.27 249 22
Local authentication 0.08 0.27 250 21
Online transaction availability 0.22 0.42 211 60
Product type 0.28 0.45 130 51
Continual variables Mean Std. Dev. Min. Max.

History length 18.34 9.15 0 43
Website localization degree 27.44 6.66 10 42
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are all significantly and positively associated with website localization degree. Thus,
the regression results support H1. In model 2, we find that only product type is
significantly associated with website localization degree, while history length and
availability of online transaction channel are not significantly associated with website
localization degree. Thus, H2a is supported, while H3a and H4a are not supported.

4.2 Regression Analysis of Website Localization Strategies

Given the important role of website localization strategies, to know the relationships
between exogenous factors and website localization strategies can provide valuable
guidance to enhance websites’ localization degree. Considering the nature of data of

Table 2. Regression results of website localization degree

Variables Model 1 Model 2

Local history 2.151** 1.119
0.805 0.959

Corporate social responsibility 3.457*** 2.514**
0.789 0.900

Special plan 5.608*** 2.017
1.310 1.743

Local authentication 5.451*** 3.316*
1.351 1.621

Online transaction availability 0.489
1.284

Product type 6.096***
1.132

History length 0.030
0.049

Note: * p < 0.05, ** p < 0.01, *** p < 0.001.

Table 3. Regression Results of Website Localization Strategies

Local
history

Corporate social
responsibility

Special
plan

Local
authentication

Online transaction
availability

–0.715
(0.205)

0.476 (0.338) –0.104
(0.891)

2.262(0.005)

Product type 1.675
(0.001)

0.851 (0.046) 2.204
(0.005)

–0.109(0.889)

History length 0.096
(0.000)

0.083 (0.000) 0.051
(0.146)

0.008(0.818)

-2 log-likelihood
ratio

195.521 217.176 70.558 80.668

Nagelkerke’s
R square

0.256 0.187 0.180 0.170

398 T. Wu et al.



website localization strategies, we utilize Binary Logistic Regression to analyze the
relationships. The results are in Table 3 which exhibit the regression coefficients and
P-values. The results indicate that availability of online transaction channel only
positively associates with Local Authentication significantly, while product types
positively associate with Local History, Corporate Social Responsibility and Special
Plan significantly. History length also positively associates with Local History and
Corporate Social Responsibility. Thus, H2b, H3b and H4b are all partially supported.

5 Discussion and Conclusion

5.1 Discussion

In this study, we explore the relationships between website localization and their
exogenous factors. The exogenous factors contain product types, online transaction
availability and history length, while we distinguish website localization design strat-
egies from localization degree of each website. Based on the nature of data of different
variables, we analyze the relationships by employing multiple linear regression and
binary logistic regression. The results imply that the more we leverage website
localization design strategies, the higher website localization degree is, while websites
which belong to consumer product companies require higher website localization
degree than the other websites.

To provide more insights to design a highly localized website, we also discuss the
relationships between exogenous factors and specific website localization strategies.
Online transaction availability only associates with Local Authentication which is used
to endorse websites as safe and secure websites. The result implies that the utmost
variable for online transaction is security. Product types link to more website locali-
zation strategies than other exogenous factors. Given consumer product companies
need to interact with local consumers online and website localization strategies can
raise positive attitude of local consumers, consumer product companies have stronger
motivation to localize their websites as much as possible rather than industrial product
companies. Although history length does not relate to website localization degree
directly, it still associates with two website localization strategies: Local History and
Corporate Social Responsibility. Taking full advantage of these two strategies needs a
deep understanding of local culture and accumulation of interactions with local con-
sumers. History length is a precondition of the understanding and accumulation.

The unsupported hypotheses include the relationships between history length,
online transaction availability and website localization degree. Although organizations
should be adaptive to the environment as time passes based on strategic choice per-
spective, the current result shows their websites design do not follow this practice. We
explain this result in that the role of websites in different companies’ strategies is
different. For some companies, websites are an important channel to communicate with
local consumers and building brand image, while websites are just a way to deliver
basic information for other companies. For online transaction availability, the utmost
and essential concerns for people are privacy and security (Belanger et al. 2002), may
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not be website localization. Although website localization can convey some quality
information about the website, it may still not be enough to ensure the security.

5.2 Limitations and Future Research

Although we explore the relationships among exogenous factors, website localization
strategies and website localization degree, we still have some limitations which provide
many opportunities for the future research. First of all, we demonstrate the positive
relationship between website localization strategies and website localization degree, but
empirical experiments which test consumers’ response towards website localization
strategies directly will help us understand the effectiveness of website localization
strategies deeper. Therefore, future research can conduct experiments that emphasize
rigor to test the effectiveness of website localization strategies.

Secondly, we do not explore the underlying working mechanisms of different
website localization strategies. As we can see from the discussion of this study, dif-
ferent website localization strategies work through different underlying mechanisms
and these mechanisms may determine their effectiveness. To explore such mechanisms
could be the key to understanding why some website localization strategies are more
effective than the others. It may also lead to substantial theoretical contribution through
addressing this research question because it can open the “black box” and establishes
an opportunity for theory building. Therefore, future research also can explore the
underlying processes of different website localization strategies through implementing
controlled experiments.

Thirdly, since the study target is Chinese consumers who are collectivistic, con-
sumers who belong to other cultures like individualistic culture may value website
localization differently from Chinese consumers. We think this difference will make
individualistic consumers focus on different website localization strategies from col-
lectivistic consumers. For example, previous studies revealed that individualistic cul-
ture treats in-groups and out-group more equally than collectivistic culture (Lee and
Ward 1998), and strategies which involve in-group features like Local Symbol for
individualistic culture may not be as effective as it is for collectivistic culture.
Therefore, future research can analyze the effectiveness of website localization strat-
egies in individualistic context and compare the results in this study, which is in the
collectivistic context.

5.3 Implications

This study contributes to the literature in several ways. Firstly, we explore and confirm
the relationship between exogenous factors and website localization strategies/degree.
The exogenous factors make us understand and predict the usage of website locali-
zation strategies and website localization design. Secondly, we understand the effect of
different website localization strategies on website localization degree. This could
trigger further studying of the website localization strategies. At last, we adapt and
validate the measurement framework of Singh (2012) in our study context, and develop

400 T. Wu et al.



measurement framework of website localization furtherly. To establish an appropriate
website localization measurement instrument is always meaningful for improving
effectiveness of website localization.

Meanwhile, our study also contributes to website localization practice. At first, we
investigate the current extent of website localization of Fortune 1000 companies. This
result can help the companies to check whether their websites’ localization degree help
or impede achieving their strategic goal in China. Second, exogenous factors of website
localization we explored can be applied directly to predict the usage of website
localization strategies and decide website localization degree. These three factors are
quite operable and practical. Last but not the least, we validate the effectiveness of
website localization strategies and foreign companies can better understand how to
design their websites when they decide to promote the localization of their websites.
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Abstract. To provide more personalized products, many vendors allow con-
sumers to design their products by selecting attribute by attribute, a technology
commonly called customization. Complexity of customizing process has been a
concern for consumers, and default template was introduced to solve this
dilemma. With the rapid development of mobile internet, mobile terminals, such
as tablets and smart phones, play ever vital roles in conducting e-commerce. The
shift from desktop computers to mobile terminals may generate changes in the
response of consumers viewing identical content as digital interfaces funda-
mentally change the experience of the content they access. However, little
attention has been paid to the impacts of different terminals on consumers’
purchase intention. This research aims to find out the impact of default template
on consumers’ purchase intention, and the interaction effect that terminal and
need for uniqueness have on the relationship. A lab experiment was conducted
to test the proposed hypothesis. The result shows that default template increase
consumers’ intention to buy. Besides, terminal and need for uniqueness have
moderating effect on the relationship.

Keywords: Default template � Terminal � Need for uniqueness � Intention to
buy � Interaction effect � Customization

1 Introduction

Mass customization (MC) is a production strategy focused on the broad provision of
personalized products and services (Davis 1989; Pine et al. 1993). It is the method of
“effectively postponing the task of differentiating a product for a specific customer until
the latest possible point in the supply network.” (Chase, Jacobs and Aquilano 2006,
p. 419). To meet the personal needs of customers, vendors provide consumers with a
wild range of choices, which leads to higher task complexity (Dellaert et al. 2005).
Since increased complexity requires greater consumer effort to generate the same mass
customized product (Johnson and Payne 1985), and, all else equal, consumers like to
minimize decision effort (Wright 1975), some vendors offer consumers default template
to help consumers customize products. Prior research showed that customizing with a
default product template reduces task complexity and increases mental simulation
(Hildebrand, Häubl, and Herrman 2014), which affects consumer’s perceived
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ownership to the customized product (Peck, Barger, and Webb 2003). By customizing
from scratch, consumers may find it hard to design the product they want, while a
default template gives them a prototype to customize their products. Under the default
provision scenario, consumers can firstly choose a product template from a choice set,
and then modify the chosen product to meet their final needs. In this way, consumers
may find it easier to customize the product and create mental images of the product, a
process that may also affect consumers’ customizing experience. When consumers are
given a default product template, they are more likely to create the vivid mental
simulation, and the mental simulation increases perception of ownership (Peck, Barger,
and Webb 2003). Thus, default template is very likely to affect the customizing process
and consumers’ decision making.

Previous MC researches mainly focus on four areas: namely, economics of MC,
MC success factors, MC enablers and C-M interaction (Fogliatto et al. 2012), while
few studies have focused on the interface perspective. With the rapid development of
mobile internet, mobile terminals play ever vital roles in conducting e-commerce.
Industry research suggests that over 8 % of e-commerce website visits come from
tablets, and the 2012 Black Friday weekend saw almost 20 % of online sales from
tablets and smart phones (IBM 2012).As computer usage has shifted from desktop
computers to laptops and tablets, interfaces have shifted from computer mice to touch
pad and touch screen (Brasel and Gips 2014).These interface changes may, in turn,
generate changes in the response of consumers viewing identical content as digital
interfaces fundamentally change the experience of the content they access (Rokeby
1998). Since touch interface often leads to better shopping experiences, mobile ter-
minals have the salient advantage over PCs. In the context of online customization,
however, little attention has been paid to the impacts of different terminals on con-
sumers’ purchase intention. Previous research has shown that touching a product
increases consumers’ psychological ownership (Peck and Shu 2009), in a way to result
in higher endowment effect (Pierce, Kostova, and Dirks 2003;Reb and Connolly 2007).
Even imagining touch can generate perceived ownership similar to actually touching an
object (Peck, Barger, and Webb 2003). When consumers use mobile tablet, they have
to touch the product on the screen. At the same time, they may imagine touching the
real product. When consumers customize products, they have to devote efforts to the
customizing process, so that endowment effect is created, which causes consumers to
overvalue items that they perceive they own (Franciosi et al. 1996). As a result, when
consumers use configurator on mobile tablet, the value generated from the customizing
process and the purchase decision may be different from those on PC. Since terminal
affect mental simulation, terminal may affect default template’s influence on con-
sumers’ purchase intention.

Default template not only provides convenience for consumers by giving a pro-
totype, it also depresses consumers’ expression of personalization. Different people
may perceive the usefulness of default template differently, so personality trait is
introduced to explain the mechanism. Need for uniqueness reflects an individual’s
desire to be different from other people (Ho et al. 2008). Need for uniqueness may
moderate default template’s effect as well.

This article aims to find out the effect that default template have on purchase
intention. Besides, we also explore the moderating effect of terminal and need for
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uniqueness. A 2 by 2 factor lab experiment was conducted to test the hypothesis. All
subjects were asked to customize a pair of shoes using www.idx.com.cn. Our study
illuminates the impacts of different terminals and default template on consumers’
decision making, and finds out the moderating effect of the terminal and need for
uniqueness. Based on the result, vendors can also determine whether or not to provide
default template and how to design their website on different terminals.

This paper is constructed as follows. In the following section, we review prior
literature and discuss theoretical model and hypothesis. We then present analysis and
result, followed by a discussion and implication. Finally, we conclude the paper with
directions for future research.

2 Literature Review

In this study, consumers’ intention to buy (ITB) denotes consumers’ intention to buy a
customized product. Need for uniqueness (NFU) is introduced as a moderating vari-
able. Need for uniqueness reflects an individual’s desire to be different from other
people; it is a “counter-conformity motivation” (Nail 1986).

2.1 Default Template

To provide more personalized products for customers, vendors give consumers the
opportunity to configure their own product by individually choosing each of its attri-
butes. However, customizing a product by specifying each attribute individually tends
to be onerous for consumers (Hildebrand et al. 2014). Too many choices in the cus-
tomizing process increase the task complexity for consumers, and, in turn, depress
consumers’ purchase intention. As mass customization becomes more complex, it
becomes more likely that consumers need to resort to simplifying decision heuristics
(Newell and Simon 1972). To solve the dilemma, some vendors provide a set of default
templates to give consumers some inspires to design their own products. In the default
template provision scenario, consumers’ customizing process is divided into two steps.
Firstly, they can choose a template that is most similar to their preferences. Secondly,
they can refine any small element on the template if they are not satisfied with some
parts of the template.

In the case of customizing with default template, the configuration process begins
with the presentation of fully specified products, from which consumers select one as
their starting point. So customizing with default templates is a top-down process.
According to neurophysiologic studies, top-down processing is more strongly associ-
ated with the dorsal region of the human brain, which is responsible for motor behavior
and visual control (Engel, Fries, and Singer 2001; Goodale and Milner 1992; Norman
2002).Activation of brain regions that are associated with motor behavior should be
conducive to mental simulation (Hildebrand et al. 2014). Social psychology research
has demonstrated that mental simulation can lead to higher assessed probability esti-
mates of simulated events and positive changes in attitudes, brand evaluations, and
actual behavior, particularly if the simulation is self-relevant and repeated (Anderson
1983; Carroll 1978; Gregory, Cialdini, and Carpenter 1982).
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In addition, insights from prior work on problem solving suggest that partitioning a
problem into a number of smaller, more manageable ones can mitigate the perceived
difficulty of solving the overall problem (Von Hippel 1994; Lau, Yam, and Tang 2011).
Since the task is less difficult, consumers may be more willing to buy the customized
product. Therefore, we propose:

H1: Customizing with default template results in a higher level of intention to buy
(ITB) than customizing without default template.

2.2 Terminal

As computer usage has shifted from desktop computers to laptops and tablets, inter-
faces have shifted from computer mice to touch pads and touch screens (Brasel and
Gips 2014). Touch in consumer behavior is a recent area of inquiry (Jansson-Boyd
2011; Peck and Childers 2003). Since most mobile terminals, such as smart phones and
tablets, are equipped with touch interfaces, research on mobile terminals calls for
special attention. Peck and Shu (2009) found that merely touching a product increases
psychological ownership, and touching is employed in social contexts to communicate
temporary territorial ownership over public goods (Werner, Brown, and Damron 1981).
Other research has shown that imaging touching a product also increases psychological
ownership (Peck, Barger, and Webb 2003), and object interactivity increases the
vividness of mental product images (Schlosser 2006), so mental simulation is created.
When consumers customize products on mobile terminals, they have to touch the
product on the screen. As a result, they would be more likely to create mental simu-
lation and perceive that they own the product.

Since terminal affects the customizing process, terminal may moderate the effect
that default template has on consumers’ ITB. When customizing on tablet, consumers
will perceive a higher level of mental simulation, so the positive effect of default
template will be more obvious. Besides, when consumers customize on PCs, they are
skillful enough to use the configurator, so they may feel less complex about the task.
As a result, the difference between with default template scenario and without default
template scenario will be narrowed on the PC terminal. Therefore, we propose:

H2: Terminal will moderate the effect that default template has on consumers’ intention
to buy (ITB).

2.3 Need for Uniqueness

Although default template offers consumers a prototype to design their own products, it
may also depress consumers’ uniqueness expression. To better understand the mech-
anism of the effect of default template, personality trait should also be considered. Need
for uniqueness (NFU) reflects an individual’s desire to be different from others; it is a
“counter-conformity motivation” (Nail 1986). Individuals with a high need for
uniqueness have a higher tendency to develop and enhance their personal identity
through the acquisition, utilization, and disposition of consumer goods (Tian et al.
2001). Individuals with a high need for uniqueness are less likely to choose
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compromise options and tend to make unconventional choices (Simonson and Nowlis
2000). Individuals with a high need for uniqueness prefer unusual choices because they
want to use non-obvious grounds and reasons that are novel to express their distinc-
tiveness and uniqueness and to demonstrate their intellect (Ho et al. 2008).In the cus-
tomization settings, people with a high level of need for uniqueness tend to seek for their
own design element. Even given a default template, they would find default template
less useful, because they will design their own product anyway. As a result, need for
uniqueness will moderate the effect of default template. Therefore, we propose:

H3: Need for uniqueness (NFU) will moderate the effect that default template has on
consumers’ intention to buy.

The theoretical model is shown in Fig. 1, where terminal: 0 for PC; 1 for tablet;
default template: 0 for without default template and1 for with default template.

3 Methodology

3.1 Experimental Design

We employed a 2 by 2 factorial design. Two types of terminal, namely PC and tablet,
were used to conduct the experiment. Two different task scenarios were exposed to the
subjects in the experiment: with default template and without default template. A total
of 40 subjects (65 % female) were recruited from a national university in China to
participate the experiment. Since woman is more likely than man to customize product,
female ratio is a little bit higher. All the subjects were asked to customize a pair of
shoes for themselves using the configurator: www.idx.com.cn. According to
configurator-database report (2013), shoes are listed the top 10 products across over
900 product configurators, so shoes were used as a typical customization product in the
experiment. At first, subjects were shown a video introducing customization, and were
given a piece of paper introducing their tasks. Then subjects are randomly assigned to
one of the four treatments: namely, PC/with default template, PC/without default
template, tablet/with default template, tablet/without default template. After the
experiment, they were asked whether they felt comfortable when they were custom-
izing the shoes, whether the default template was helpful, and how did they like the
tablet. To ensure the quality of the experiment, we informed all subjects that they had
one out of eight chances to get the pair of shoes they customized during the experiment.

For subjects using PC terminal, they were given a desktop computer with a mouse
to customize the shoes. For subjects using tablet terminal, they were given a Windows

Fig. 1. Theoretical model
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Surface with touch interface to finish the task. All the web design on the PC terminal
and tablet terminal was the same. In the with default template scenario, a set of finished
designs was shown on the screen, and subjects were told that they can choose designs
from the set and refine the designs. In the without default template scenario, subjects
were given a pair of white shoes. All other irrelevant elements on the original webpage
were concealed by changing the source code. Screen snapshots of “with default tem-
plate” and “without default template” were shown in Fig. 2. PC and Tablet experiment
conditions are shown in Fig. 3.

3.2 Instrument

To measure consumers’ intention to buy, we asked subjects to what degree they would
like to buy the customized shoes. Need for uniqueness is measured using the scale in
Ho et al.’s (2008).

Fig. 2. With default template(left) versus without default template(right)

Fig. 3. PC condition (left) versus tablet condition (right)
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4 Result and Analysis

4.1 Sample and Assumptions Tests

The sample used for this study consists of 40 subjects. The demographics of our sample
can be seen in Table 1.

The age of our subjects ranges from 18 to 22. The subjects include 65 % female and
82.5 % undergraduate students.

To confirm that the subjects were randomly assigned to the four treatments, we
conducted a multivariate analysis of variance (MANOVA). Test result showed no
significant differences in gender (F = 0.347, P = 0.792), age (F = 2.604, P = 0.067), and
education (F = 1.891, P = 0.149) among the four experimental conditions. Also, since
there are more women than men and more undergraduate students than master students
in our sample, we used analysis of variance (ANOVA) to test whether there are any
significant differences in the dependent variable between genders and education, and
result shows that the dependent variable has no significant differences.

In order to test the validity of the constructs, we performed reliability analysis. The
Cronbach’s alpha values and descriptive statistics of all constructs can be seen in
Table 2. As seen in Table 2, the scales show good convergent validity. The Cronbach’s
alpha value for need for uniqueness is above the recommended 0.7, indicating good
reliability (Nunnally 1967).

To test the convergent validity, average variance extracted (AVE) was assessed. As
seen in the Table 2, AVE is above the threshold of 0.5 (Chin 1998). Thus, this construct
demonstrated satisfactory convergent validity.

4.2 Results

In order to test the model, we conducted analysis of variance (ANOVA). The results of
the effects that default template, terminal and NFU have on ITB can be seen in Table 3.

Table 1. Subject demographics

Variable Frequency (%) Variable Frequency (%)

Gender Age
Male 35.0 % 18 2.5 %
Female 65.0 % 19 2.5 %
Education 20 30.0 %
Undergraduate 82.5 % 21 30.0 %
Master 17.5 % 22 35.0 %

Table 2. Reliability and validity

Dependent variable Cronbach’s α AVE Mean St. Dev.

Need for uniqueness (NFU) 0.710 0.550 18.180 4.107
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Default template and need for uniqueness have significant influence on ITB. So H1 is
supported.

The interaction effects are shown in Table 4. As the result indicates, terminal
moderates the effect that default template has on intention to buy. Thus, H2 is supported.
Need for uniquessness also moderatesthe positive effect that default template has on
intention to buy. H3 is supported. As seen in Fig. 4, PC terminal will narrow the gap
between the ITB with default templates and that without default templates.Individuals
with a high level of need for uniqueness tend to be less affected by default template.

5 Discussion

This study examined the effect that default template has on consumers’ purchase
decision, and the moderating effect of terminal and need for uniqueness on the rela-
tionship. We reexamined the role of default template in the study of Hildebrand et al.

Table 3. ANOVA (Dependent variable: ITB)

Variables F Sig. Results

Default template 4.482 0.041 **
Terminal 0.352 0.556 –

Need for uniqueness 2.155 0.046 **

** sig. < 0.05; *sig. < 0.1

Table 4. ANOVA (Dependent variable: ITB)

Variable F Sig. Results

Default template * Terminal 3.203 0.082 *
Default template * NFU 2.622 0.047 **

** sig. < 0.05; *sig. < 0.1

Fig. 4. Interaction effect
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(2014), and we introduced a new dependent variable: intention to buy. As per our
study, default template increases consumers’ intention to buy. To demonstrate the
mechanism in the model, we introduced two new moderating variables: terminal and
need for uniqueness. Test result showed that on PC condition the positive effect that
default template has on consumers’ intention to buy is alleviated, and individuals with a
high level of need for uniqueness are less affected by default template.

Theoretically, our study illuminates the role of default template in the customiza-
tion settings. Moreover, moderating effect of terminal and need for uniqueness were
also illustrated in this paper.

Practically, vendors can learn how to design their configurators on PC and tablet,
respectively. Since mobile terminals have the salient advantage over PCs, vendors
should pay more attention to the design and promotion of the site on mobile terminal.
However, our research has some limitations. Firstly, more types of products can be
examined to illustrate this issue. Secondly, smart phones can be also studied to explore
the difference on three terminals: PC, tablet and smart phone. For future studies, similar
studies can be carried on more products, such as T-shirts. To test all terminals, cus-
tomizing on PC, tablet and smart phone can also be studied.

6 Conclusion

In the context of customization, too many choices are given to consumers. To solve the
problem that consumers may find it difficult to customizing the most wanted products
facing a wide range of choice set, many vendors provide default template for con-
sumers. We found that default template increases consumers’ intention to buy the
customized products. Contrary to prior studies, we introduced two moderating vari-
ables to demonstrate the mechanism. As mobile terminals become vital devices in
conducting e-commerce, vendors should better understand the difference between
mobile terminals and desktop computers. We also found that terminal have moderating
effect on default template, and consumers’ need for uniqueness moderates default
template’s effect as well. Default template shows minor effect on desktop computer,
while it shows significant positive effect on tablet. When need for uniqueness is high,
the positive effect of default template is alleviated.
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Abstract. The large number of customer reviews and inconsistent writing style
make it difficult for users to digest information and make online purchasing
decisions. In light of human decision making theory, an in-depth understanding
of user decision making behaviors serves as the foundation of effective infor-
mation displays. In this paper, we conduct a formative study to empirically
investigate user decision making behaviors in online hotel booking, in partic-
ular, with respect to customer reviews. Through analysis of the results, we
identify the information decision makers are inclined to seek and the decision
strategies they utilize to process information in three stages of online
purchasing.

Keywords: Customer review � E-commerce � Human decision making � User
study

1 Introduction

Customer reviews in E-commerce are playing an important and unique role; a stag-
gering 90 % of people use and monitor reviews in their online purchasing process.
However, the overwhelming number of reviews and inconsistent writing style require
significant effort to read and tend to let important information slip by. To help users
effectively and efficiently glean information from reviews, a number of systems have
summarized customer reviews by extracting features and associate sentiments. From
the perspective of customers, online purchasing can be viewed as a decision making
process. In light of human decision-making theory, we learn that the foundation of
effective information displays for user decision improvement is gaining a deep
understanding of user decision-making behavior. However, no clear picture exists to
systematically elaborate on how consumers make purchase decisions in E-commerce,
in particular, with respect to customer reviews. In this paper, we take online hotel
booking as an example to investigate customer decision-making behaviors in three
stages of online purchasing: (1) screening out interesting alternatives, (2) evaluating
alternatives in detail, and (3) comparing candidates for final choice. Interfaces that
aggregate information from customer reviews are developed to support the three
alternative stages. Through analysis of the results, we identity the decision strategies
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users utilize to process information and the information they are inclined to seek at each
stage. These findings lay solid groundwork for designing E-commerce interfaces to
improve consumer purchase decisions.

2 Related Work

2.1 Literature Research on the Summary of Customer Reviews

Most E-commerce websites, such as Amazon, provide an overall review score for each
entity to help users make purchase decisions. However, given that people evaluate
whether a product fits their desire in an attribute-driven manner [9], a number of
systems have summarized customer reviews by extracting features and associate sen-
timent toward each feature. Liu et al. (2005) and Carenini et al. (2009) used bar charts
to visualize the sentiment toward each feature [4, 10]. Carenini et al. (2006) summa-
rized reviews in the form of a Tree map by representing a feature as a rectangle with
nested rectangles corresponding to the descendants of the feature [3]. In addition to
numerical ratings, Yatani et al. (2011) used adjective-noun word pairs to summarize the
sentiment (adjective) towards each feature (noun) to help users explore reviews in
greater detail. Huang et al. (2013) developed a system that can automatically highlight
sentences that are related to relevant features to make a balance between reducing
information overload and providing the original review context [8].

2.2 Three-Stage Decision Making Process of Online Purchasing

In most conditions, customers identify the need for a product or service without specific
requirements on which one to buy [13]; accordingly they need to select interesting one
(s) from a range of options that satisfy their desire. Chen (2010) interpreted online
purchasing as a precise, three-stage decision-making process: (1) screening out inter-
esting alternative(s) for further consideration, (2) evaluating alternatives in detail, and
(3) comparing candidates to confirm the final choice [5]. The transition between the
three stages does not follow a rigorous linear order; it is iterative in nature. However,
on the whole, the process does follow an approximate sequence.

2.3 Human Decision Making Theory

In classical decision theory, decision makers are assumed to properly process all rel-
evant information and explicitly consider trade-offs among values to choose an optimal
alternative on the basis of an invariant strategy. However, human decision-making
behaviors in reality often violate the prescription of classical decision theory. One the
one hand, decision makers do not process all available information, but devote atten-
tion to perceptually salient information or information that they believe to be help-
ful [2]. On the other hand, they use a wide variety of strategies depending on the
relative weight they place on making an accurate decision versus saving cognitive
effort, because the accuracy and effort characteristics are different across strategies for a
given decision environment and different across environment for a given strategy [2].
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The adaptive nature of decision making behavior provides the insight that infor-
mation display can impact not only information acquisition but also information
combination, leading to higher/lower decision accuracy and less/more cognitive effort.
For example, an insufficient information display can blind a decision maker to myopic,
uninformed decision [15]. Moreover, merely presenting all necessary information is not
enough. Decision makers tend to ignore important information simply because the most
salient information is not diagnostic or important for decision makers [12]. Thus, the
match between the relative importance of information and the salience of information
display is important. In addition, decision effort can be reduced by improving the
congruence between the format and organization of information and the way that users
process information to make decisions. If the decision strategy adopted is not efficient
or proper for a task, reducing the effort needed to execute certain operations can direct
decision makers toward the use of compensatory processing [17].

To recap, in light of human decision-making theory, an in-depth understanding of
customers’ decision making behaviors serves as the foundation of effective information
displays for user decision improvement.

3 Formative Study

3.1 Research Questions

A central distinction among strategies is the extent to which they make trade-offs
among attributes. Decision strategies that explicitly consider trade-offs are called
compensatory strategies, whereas strategies that do not make trade-offs are called non-
compensatory strategies. RQ1: which kind(s) of decision strategies do customers adopt
to process information, compensatory or non-compensatory strategies?

In an E-commerce environment, each entity is described by diverse information. In
general, the information can be classified into two types: static features (such as price
and specifications) and customer reviews. RQ2: which kind(s) of information do
decision makers seek, static features or/and customer reviews?

The format in which the sentiment towards each attribute extracted from customer
reviews is presented can also be different. Numerical values provide an easy proxy for
opinions, whereas verbal values provide reasons underlying the scores. RQ3: which
kind(s) of values do decision makers refer to concerning the sentiment of attributes
extracted from customer reviews, numerical or/and verbal?

3.2 Tasks

To examine decision-making behavior in an E-commerce environment, we took online
hotel booking as the test domain for two reasons. First, it is feasible to recruit
appropriate and sufficient subjects to participate in the study. Second, the hotel domain
contains abundant online customer reviews that are written with multiple attributes in
mind. All hotel information and corresponding customer reviews used in the formative
study were crawled from Tripadvisor.com in May, 2014.
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Three tasks were implemented corresponding to the three-stage decision making
process. Task 1: imagine that you will have a trip to Beijing in the summer holiday and
need to book a hostel online. The top 10 Beijing Bed and Breakfast are presented.
Please choose interesting one(s) for further consideration. Task 2: please read detailed
information of the hotel you selected in the preceding task and decide whether to save it
as a candidate. Task 3: compare the candidates to choose one as the final choice.

3.3 Research Methods

Two process-tracing methods that have proven especially valuable in decision research
are verbal protocols and information acquisition methods [14]. Verbal protocol method
asks subjects to “think aloud” while performing decision tasks. As to different infor-
mation acquisition techniques, the process underlying eye tracking is most similar to
real-world process. Computerized process tracing tool (CPT) is done by setting up a
decision task so that all relevant information is hidden in boxes until a subject moves
mouse to click. Considering that we do not have eye tracking equipment and there is no
substantial influence on our research questions by using CPT [11], we employed CPT
in our study, which is fairly straightforward in data collection but cannot directly
observe internal cognitive process. In contrast, verbal protocols can measure infor-
mation processing directly but are difficult to analyze formally. Thus, verbal protocols
and CPT are concurrently used to complement each other.

3.4 Interfaces for the Formative Study

The feature-sentiment summary of customer reviews has proven to be an effective way
to help users digest the massive quantity of customer reviews [4, 10]. However, the
variances in other elements of reviews are not taken into account. In our study, we
provide a multiple-level exploration of customer reviews, which incorporates post date,
usefulness and reviewer into review summary, in addition to feature and associate
sentiment. For example, when users learn that there are 23 5-star reviews for location,
they can inspect the usefulness, time, and reviewer distribution of the subset of reviews,
as shown in the red boxes of Fig. 1. There is evidence that subjects tend to use non-
compensatory strategies when faced with complex decision tasks [18]. Thus, in the
interface for task one, in addition to static features and review summary for each hotel,
there are sorting and filtering to facilitate users selecting an alternative with the best
value on the most important attribute and eliminating alternatives with values for an
attribute below a cut-off. In addition, attributes extracted from customer reviews are
incorporated in sorting and filtering (see Fig. 1).

With respect to the interface for evaluating alternatives in detail, Sinha and
Swearingen (2002) used a music system as an example and noted that the information
that comes into play during this stage can be classified into three categories: basic item
information, social opinion and item sample [16]. In the hotel system, hotel name,
price, address and facilities are included as basic information. Social opinion is cus-
tomer reviews from a large community of travelers. Traveler photos are taken as the
item sample to enable hotel preview (see Fig. 2).
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Fig. 1. Screenshot of the interface for task one with one review summary uncovered

Basic item information

Social opinion

Click the icon to 

expand item sample

Fig. 2. Screenshot of the interface for task two
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The shopping cart provides a comparison matrix in the form of alternatives (col-
umns) and attributes (rows), with which users can perform feature-by-feature com-
parison between products. This method has been demonstrated to improve decision
quality compared with its absence [7]. Moreover, the attributes (rows) are not limited to
brief static features; the {opinion attribute, sentiment} pairs extracted from customer
reviews are embedded to complement {static feature, value} pairs (see Fig. 3).

3.5 Procedure and Participants

The main procedure for the formative study can be divided into three steps. Step 1:
Each participant was required to fill in his/her personal background and E-commerce
experience. Then, we gave a brief introduction on the experiment and explained the
interfaces to participants. All boxes within a given screen were uncovered. Step 2:
Before conducting the task, we asked participants several testing questions to make
sure that they understand the hidden content of each box and would not randomly click.
Step 3: Participants were asked to perform the three tasks and verbalize their thinking
processes. All mouse click and verbal protocols were recorded automatically.

50 participants were recruited to take part in the experiment. They are students at
Hong Kong Baptist University pursuing Bachelor, Master or PhD degrees, from dif-
ferent departments, such as Computer Science, Chemistry, Education and Management.
In the pre-study questionnaire, they specified their frequency of Internet use (on average
4.96 ‘daily/almost daily’, S.D. = .23), E-commerce shopping experience (on average 3.5
‘1–3 times a month’, S.D. = .56), and online hotel booking experience (on average 2.42
‘1–3 times’, S.D. = .45). Thus, most of them are frequent E-commerce users and target
customers of online hotel booking.

4 Analysis of the Results

We transcribe individual cases by coding each observed behavior in terms of Ele-
mentary Information Processes (EIPs) [1] and corresponding verbal protocols (i.e.,
supporting commentary). In turn, based on a specific collection and sequence of EIPs,
the decision strategy participants adopted can be inferred. An example of formally

Fig. 3. Screenshot of the interface for task three
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coded data transcript is recorded in Table 1. To guarantee the reliability of coding, two
coders were employed to independently transcribe all the cases. The measure of
agreement of Kappa for each variable is above 0.7, suggesting a good level of con-
sistency between the two coders. Disagreements in the coding were solved by
discussion.

4.1 Stage 1: Screening Out Interesting Alternatives

Decision Strategy. 3/50 (6 %) participants adopted Lexicographic, 9/50 (18 %) par-
ticipants made use of Eliminate-by-aspect plus Lexicographic, 18/50 (36 %) partici-
pants screened out alternatives by Eliminate-by-aspect, and 20/50 (40 %) participants
used Eliminate-by-aspect plus Additive difference. In the following, we elaborate on
the four types of decision strategies and use LEX, EBA + LEX, EBA, EBA + ADDIF
to denote participants who adopted the corresponding decision strategy.

Eliminate-by-aspect. Decision makers eliminate alternatives with values for an
attribute below a cut-off. The process continues with the second attribute, and then the
third, until a smaller set of alternatives remains.

Lexicographic. Decision makers determine the most important attribute and then
select the alternative with the best value on that attribute.

Eliminate-by-aspect plus Lexicographic. Firstly, users eliminate alternatives to a
smaller set in terms of Eliminate-by-aspect. Then, they select the alternative with the
best value on the most important attribute.

Eliminate-by-aspect plus Additive Difference. Decision makers begin by narrowing
down the set of alternatives in terms of Eliminate-by-aspect. Then, they compare the
remaining alternatives by summing the differences between alternatives on multiple
attributes. Finally, they select the alternative with the best overall value.

Information Acquisition in Eliminate-by-aspect. 47 participants began by narrowing
down the range of options in terms of Eliminate-by-aspect to simplify the complexity
of choice. As shown in Fig. 4 (left), significantly more users eliminated alternatives by
both static features and customer reviews (26/47) compared to those merely using static
features (16/47) or customer reviews (5/47); v2 2ð Þ ¼ 14:09; p\:05:

In greater detail, Fig. 4 (right) lists the specific information of static features
and customer reviews to which participants referred. On average, 2.62 attributes
(S.D. = 1.22) were utilized, to which static features and customer reviews respectively

Table 1. An example of formally coded data transcript

Verbal protocols Elementary information processes

“There should be free Wi-Fi in the hotel” (Acquire the cutoff value for facility)
“So I would eliminate all hotels without Wi-
Fi”

Eliminate hotels which do not have Wi-Fi

“I prefer hotels with values on cleanliness
above 4-star”

(Acquire the cutoff value for cleanliness)

“So eliminate all hotels with scores on
cleanliness below 4-star”

Eliminate hotels whose score on cleanliness
is lower than 4-star
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contribute 1.5 and 1.12. Moreover, significantly more participants eliminated alterna-
tives by attributes extracted from reviews (denoted by opinion attributes) compared to
those referring to an overall review score (26/47 vs. 5/47), v2 1ð Þ ¼ 14:23;
p\:05:(1) = 14.23, p < .05.

The process of generating cut-offs is adaptive in nature, determined by the value
distribution of an attribute and correlation among attributes, in addition to stable
preference. Participants referred to the value distribution to avoid invalid filter, such as
too many/few options available due to loose or strict cut-offs. Moreover, participants
who explicitly considered trade-offs among values frequently referred to attribute
correlation to determine cut-offs. For example, one might explore a hotel with price
above original price limit to see how much better it is. If its rating greatly exceeds
expectations, the cut-off of price may be shifted, otherwise the cut-off is reinforced.

Information Acquisition in Lexicographic. 12 participants selected alternatives by
Lexicographic (3 with LEX, 9 with EBA + LEX). 58.3 % (7/12) of subjects chose the
entity with the best value on some static feature, and 41.7 % (5/12) chose based on
customer reviews (see Fig. 5(left)). The frequency of each attribute considered the most
important is listed in Fig. 5 (right). As to sorting by customer reviews, the proportion of
participants who selected hotels in terms of an opinion attribute is not significantly
different from that using an overall rating (2/12 vs.3/12), v2(1) = .20, p > .05.

The weight of an attribute is determined not only by stable preference but also by
the value range of an attribute. In other words, the weight given to an attribute is a
function of attribute ranges. As the variance in the values on one attribute across
alternatives increases, the importance weight on that attribute becomes higher [6].

Fig. 4. Information acquisition in Eliminate-by-aspect

Fig. 5. Information acquisition in Lexicographic
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Information Acquisition in Additive Difference. Because price and quality are
generally thought to be negatively correlated (i.e., higher-quality hotels tend to have
higher rents), all 20 participants who compared alternatives on multiple attributes (i.e.,
EBA + ADDIF) referred to both price and customer reviews to make decisions. In
addition, 45 % of participants added address into comparison (see Fig. 6 (left)).
Considering the information of customer reviews, as shown in Fig. 6 (right), signifi-
cantly more participants compared alternatives by opinion attributes (e.g.., location and
cleanliness) in comparison with those who compared using an overall review score (17/
20 vs. 3/20), v2(1) = 9.80, p < .05. Moreover, during product comparison, the extent to
which one is willing to trade off more of one attribute for less of another attribute is
different. In other words, people gave different relative importance to attributes.

The format in which the sentiment of an opinion attribute is evaluated can be
different. The majority of participants (10/20) made their decisions based on both
numerical values (i.e., the average rating and number of reviews) and verbal values
(i.e., adjective-noun word pairs), followed by just numerical values (9/20). The smallest
proportion relied on only verbal values (1/20).

4.2 Stage 2: Evaluating Alternatives in Detail

Decision Strategy. In this stage, only one alternative is considered at a time. Partici-
pants use alternative-based manner, which means users evaluate multiple attributes of a
single alternative and compare them with an aspiration level. When the values of all
attributes meet the aspiration level, the alternative is saved as a purchase candidate.

Information Acquisition. For different types of participants, the type of information
they evaluated at stage two is shown in Fig. 7 (left). On the whole, 50 % (25/50), 84 %
(42/50) and 88 % (44/50) of participants evaluated static features, photos and customer
reviews, respectively. More specifically, Fig. 7(right) shows which aspects of customer
reviews that participants would inspect. The number of participants reading reviews in
a feature-driven manner was significantly larger than the number of participants doing
so in a holistic manner (38/50 vs. 6/50), v2(1) = 23.27, p < .05. For example, people
mentioned “I mainly concern about cleanliness and location, while others are indif-
ferent… (reading reviews)… but I cannot find content on cleanliness, most of them are
about location and service”.

Fig. 6. Information acquisition in Additive Difference

422 D. Yan and L. Chen



Concerning the numerical values of customer reviews, 24 % and 39 % of partic-
ipants evaluated the average rating and average rating plus the number of reviews,
respectively, whereas the other 37 % also read the time distribution of all and the 5-
point customer reviews to examine whether there is a download trend for customer
reviews. For example, people noted “the trend of customer reviews often change over
time, like the hotel may improve its service, so that the recent reviews may be opposite
to old reviews in which people complained about the service”.

In addition to the numerical values, 7 %, 56.5 % and 36.5 % of participants referred
to the verbal values in terms of summarized adjective-noun word pairs, raw reviews
and both, respectively. Overall, 93 % of participants read raw reviews to assist in the
context understanding. Due to the large quantity of raw reviews, participants performed
two types of behavior: inspecting the latest and/or the most negative customer reviews.
Participants who sorted customer reviews by date mentioned that “I would like to read
the newest reviews… especially the reviews written by those who just lived in there last
night… I think it will be closer to the real condition and more credible”. More than half
of the participants clearly indicated that they favored negative comments compared
with positive ones. For example, people said “I would like to read negative ratings and
learn the reasons why other customers gave lower rating to see if I have the same
concern”, and “The reason of adding it in shopping cart is not only how good it is, but
also whether I can stand its drawbacks”.

4.3 Stage 3: Comparing Candidates for Final Choice

Decision Strategy. 43 participants who saved more than one option engaged in this
stage. The decision strategy can be interpreted as calculating the value difference
between alternatives on one attribute. The process repeats with other attributes. Then,
the differences are summed to obtain an overall relative evaluation for each entity.
Finally, the alternative with the best evaluation is retained as the final choice

Information Acquisition. Figure 8 (left) lists the type of information that participants
compared at stage three. Through statistical analysis, there is no significant difference
in the static feature comparison between participants χ2 (3) = 1.32, p < .05; while, there
are significant associations between the types of participants and whether they compare
customer reviews (χ2 (3) = 8.21, p < .05) and whether they compare photos (χ2

(1) = 11.87, p < .05). More notably, we found that participants who adopted a com-
pensatory strategy at stage one, i.e. EBA + ADDIF (denoted as compensatory in Fig. 8

Fig. 7. Information acquisition at stage two

An Empirical Study of User Decision Making Behavior in E-Commerce 423



(right)), focused significantly more on customer reviews (χ2 (1) = 16.59, p < .001) and
less on photos (χ2 (1) = 7.34, p < .01) compared with participants who adopted non-
compensatory strategies, i.e. EBA, LEX, and EBA + LEX (denoted as non-compen-
satory in Fig. 8 (right)). The reason for the difference might be that participants who
prefer non-compensatory strategies more greatly emphasized minimizing effort, rather
than referring to extensive amount of information to make an optimal decision: “I
would compare the photos, as it can give me a more intuitive impression, which
facilitates choosing the most attractive one”.

Figure 9 (left) illustrates the frequency of each attribute utilized in the product
comparison. For all types of participants, price is most frequently compared, which
means that people treat price as a crucial factor in online purchasing. Moreover, sig-
nificantly more participants used {opinion attribute, sentiment} pairs extracted from
reviews to perform feature-by-feature comparison between products compared to those
merely referring to an overall review score (22/43 vs. 5/43), χ2 (1) = 10.7, p < .001.

Out of the 27 participants who compared customer reviews, 13/27 participants
made their decisions based on numerical values, 3/27 participants relied on adjective-
noun word pairs, and 11/27 participants referred to both, as shown in Fig. 9 (right).

5 Conclusion

The results of the formative study provide practical implications on E-commerce
interface design. For the interface of screening out interesting alternatives, we propose
that: (1) including both static features and opinion attributes in filter, (2) visualizing the

Fig. 8. Information acquisition at stage three

Fig. 9. Attributes in product comparison
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value distribution of each attribute and the correlation among attributes, (3) enabling
users to sort alternatives by multiple attributes and giving different weight to attributes,
and (4) in addition to static features, integrating opinion attributes in sorting. For the
detail page, the following advices are concluded: (1) categorizing customer reviews by
features, (2) in addition to the average rating and number of reviews, representing time
distribution for opinion attributes to support the analysis of temporal evolution, (3)
coupling numerical values with verbal values (i.e., adjective-noun word pairs and raw
reviews), and (4) facilitating users to inspect the latest and most negative raw reviews.
As to comparison interface, we suggest that: (1) decreasing the difficulty in calculating
value difference on each attribute across alternatives, (2) summarizing customer
reviews in the form of {feature, sentiment}, and (3) representing both numerical and
verbal values toward each opinion attribute.
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Abstract. This study presents an exergame called Pressure-Ball game that is
designed to increase health among institutionalized older adults. As many older
adults develop sedentary lifestyle in which their physical activities are reduced,
it is important to engage them in a mild exercise activity. The mild exercise
activity can increase their confidence in fitness levels and reduce fear of injuries;
thereby building active lifestyle that can be sustainable and transferrable to other
domains of life. To assess health benefits brought about by Pressure-Ball game,
we propose a longitudinal study that employs a series of experiments in
retirement homes in Midwest. The completed research has potential to provide
health benefits to aging population.

Keywords: Exergame � Flow � Continued use of IS � Older adults � Healthcare IT

1 Background and Motivation

Exercise- and physical activity-based games (exergame, henceforth) have recently
received much attention from a variety of healthcare fields due to the game’s potential
health benefits. Commercial exergame consoles requiring increased amount of physical
activities, such as Nintendo Wii, Microsoft Kinect, and Sony Move, have been
developed and occupied a significant share of worldwide video game market. Also,
exergames have frequently been employed for rehabilitation and exercise purposes,
including isometric muscle training [8], body balance training [2], as well as, exercise
for adults with cerebral palsy [7] and for elderly [10]. Researchers have also designed
and evaluated customized exergames in various usage contexts such as rehabilitation
[4–6] and elderly socialization [9].

Among many potential beneficiaries of exergames, this study focuses on institu-
tionalized older adults. According to the Center for Disease Control and Prevention
statistics in 2010,1 one out of three older adults falls. These falls often lead to severe
disabilities, injuries, impaired function; more importantly, falls cause fear of falling

1 Centers for Disease Control and Prevention (CDC), National Center for Injury Control and
Prevention Web-based injury statistics query and reporting system (WISQRS) [Internet]. Atlanta:
CDC; 2010 [cited 2010 April 8]. Available from:
http://www.cdc.gov/injury/wisqars/index.html
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among survivors, who as a result develop sedentary life-styles and lower quality of life.
Sedentary lifestyle refers to a lifestyle that lacks physical activities or involves only
irregular and infrequent activities, and is often called as “sitting disease.”2 Although
sedentary life style is not limited to institutionalized older adults, this lifestyle can be
aggravated among institutionalized older adults, since they experience social isolation and
a lack of resources to pursue physical activities (e.g., limited facilities for activities in the
institution). Therefore, the benefits of exergames can be augmented for this population.

Despite the important health benefits exergames can provide, only a handful of
previous researchers have investigated exergames [4, 5]; and none of them has
employed systematic investigations. The previous studies employed small,
cross-sectional experiments, each with less than 10 participants and focused on whether
participants were able to play games in the same ways intended by developers. How-
ever, the previous researchers did not investigate whether playing exergames actually
bring any health benefits to the players. As such, the primary motivation of this research
is to examine whether exergames bring any health benefits to players, especially,
institutionalized older adults to whom exergames may bring greater health benefits.

We suggest that the answer to our research is contingent upon the sustainability of
physical activities that the exergames promote among older adults. Like any other
physical activities that can potentially increase health among older adults, such as light
walking and gentle stretching, health benefits of exergames will increase when indi-
viduals get engaged in the physical activities continuously and regularly rather than
having a sudden surge in the activity level and quitting shortly thereafter. In addition, if
health benefits of exergames will increase if the exergame increases the player’s
confidence in his/her fitness level and thereby reduces the fear of falling/injuries, and,
as a result, becomes transferrable to other activities in their real lives. In this case, the
player will be able to overcome sedentary life style and may be able to lead more active
lifestyle that has a long-term health benefits. As such, our second objective is to design
exergames that promote sustainable and transferrable physical activities.

To increase sustainability and transferability of the exergames, we propose two
factors: (1) game design that optimizes players’ flow states and (2) social features
embedded in an exergame that increases players’ loyalty to the exergame. We suggest
flow states because older adults, like any others, may be interested in playing exer-
games, for a few months due to the game’s novelty but they may lose their interests
gradually. A commercial exergame, Wii Fit, for example, is well known for causing
boredom among players after a few months. One of the primary factors that prevents
boredom and increases enjoyment is flow state [1]. We suggest that the game should be
designed in such ways that the difficulty levels get adjusted as a player progresses
his/her activity level. In so doing, the exergame will be able to create and maintain flow
statues among players. Also, social influence has been recognized as a positive influ-
ence on continued use of any information systems, according to UTAUT (Unified
Theory of Acceptance and Use of Technology) [11]. Also, recent studies on social
media has suggested a social feature embedded in a website creates a sense of

2 Fields, “Do you have sitting disease?” WebMD, available from:
http://www.webmd.com/fitness-exercise/do-you-have-sitting-disease
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community and thereby gravitates users’ voluntary participation and contribution [3].
Accordingly, we include a social feature to the exergame so that players can play the
game together, which is postulated to increase their continued use of the exergame.

2 Research Questions and Model

2.1 Research Questions

The above motivations are manifested in the following research questions:

R1. What factors increase the continued use of exergames?
– Flow state (immersion and engagement in games)
– Social influence (created by the social feature embedded in the exergame)
R2. Do the exergames increase physical activities sustainably among institution-
alized older adults?
R3. Is the physical activity level increased by exergames transferrable to other daily
activities of institutionalized older adults?
R4. What health benefits do exergames bring to institutionalized older adults?

2.2 Research Model

We use a conceptual framework integrating UTAUT (Unified Theory of Acceptance
and Use of Technology) and Flow. UTAUT explains factors that lead to continued use
of technology above and beyond the initial acceptance [11]; one of the factors is social
influence, which fits well with one of our research question. Flow explains user
engagement and immersion in gaming experiences [1]. We integrate the two theories in
order to identify the factors, such as social influence and flow state, which leads to
continued use of the exergame (Fig. 1).

Fig. 1. Research model
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3 Game Design

3.1 Exergame and Interface Design

We adopt a ball squeezing play as a medium of online social-physical interaction (see
Fig. 2). Ball squeezing is usually employed for arm and finger muscle rehabilitation, as
well as considered as a habitual play. For a similar example in East Asian countries,
walnut playing is a popular and widespread hand exercise for acupressure therapy. We
intended to give players a positive and healthy sense through utilizing this inherently
health-related activity.

The design and implementation of the ball play consist of two parts: (1) Game
interface and in-game social interaction and (2) Ball-based game controller.

3.2 Exergame Interface and Social Interaction Design

While playing the game, each player alternately takes a role of instructor. Instructor
generates a sequence of grip patterns for five seconds, for example, she may grip the
ball with her thumb and ring finger for three seconds, and then change the grip using
her all fingers for two seconds. The movement of each finger is mapped into specific
audible feedback using pre-recorded sound clips (e.g., ‘Do’ for thumb, ‘Re’ for index
finger, etc.) During the play, the players can use items to disturb others’ activities (e.g.,
making other players blind for 2s) (Fig. 3).

There can be a variety of potential for creative play. For example, a player can
instruct the grip pattern by following certain rhythm or riff, to make playful social
experiences. In this case, audible feedback is also helpful for giving a sense of col-
laborative musical performance as well. Otherwise, another player may try to give a
tricky grip pattern to others, such as holding the ball using index and little fingers only.

In the background, the gaming interface plays a cheerful and rhythmical music. The
players can talk together online while playing the game, to share their emotions, as well
as their everyday life. This social and physical interactive play naturally helps players
overcome extremely inactive condition.

Fig. 2. Ball squeezing (left) and walnut play (right)
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3.3 Game Controller Design

We design a squeeze ball game controller, featuring intuitive hand squeeze gameplay
by incorporating sensors to monitor changes of shape and external force. It is able to
connect to players’ mobile devices, such as smartphones and tablets, and role as a
physical gaming interface for mobile games. We combined a soft form outside with a
set of flexure sensors inside, and the sensors monitor the current shape of the ball (i.e.,
deformation, as shown in Fig. 4) and force from outside. A microcontroller and a
wireless communication component with Bluetooth technology are in the ball, and we
develop software logic to analyze data from the sensor and transmit it to players’
mobile devices.

4 Experiment Design

In order to examine health benefits that the above exergame has on institutionalized
older adults, we will conduct a longitudinal study that involves series of experiments.

4.1 Data Collection Sites

Three-four retirement homes for senior citizens in Midwest region of the US will be our
data collection sites. Also, in order to check their health indicators, we will collaborate

Fig. 3. Game play screenshot
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with a large hospital in Midwest with a well-known senior healthcare center that
provides health checkup services to older adults.

Because our goal is to assess sustainability and transferability of exergames and
their impact on older adults’ health, we will conduct a longitudinal study for the
duration of six months. In the first three months, the researchers and their assistants will
visit selected retirement homes, ask older adults to play exergames once a week, and
repeat this session once/week for three months (12 sessions in total). In the first 12
sessions, their health indicators, such as blood pressure, subjective pain levels, and
depression/anxiety levels, will be constantly measured and recorded.

Upon completion of the first 12 weeks of data collection, we will observe whether
participants continue to play the exergames (i.e., sustainability) and whether they get
engaged in any other activities (i.e., transferability), for the other 12 weeks. During the
second half of data collection, we will continue to measure their health indicators.

4.2 Experimental Design

The experiment employs 2 × 2 factorial design with a control group. Two factors are
physical activity and social influence. Physical activity has two levels – non-adjusted
activity level and adjusted activity level. These two levels are devised to text the impact
of flow states on players. Specifically, the exergame we propose will have physical
activity levels that are being adjusted depending on players’ progress. The more they
play, the game will present a slightly more challenging activity level for the players to
fulfill. Completion of one level will allow the player to move on to the next level. The
second factor is social influence, which has two levels—no social influence (solo play)
vs. social influence (co-play). In addition, we employ a control group in which par-
ticipants are not asked to play any exergames (Fig. 5).

Fig. 4. An example of squeezing motion (left) and corresponding deformation of a ball (right)
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5 Summary and Conclusion

In this study, we propose a pressure-ball exergame as a means to improve health among
institutionalized older adults who are most susceptible to sedentary lifestyles due to
their social isolation and high likelihood of falls and physical injuries. As sedentary
lifestyle causes severe health issues, such as high blood pressure, high cholesterol,
weight gain, and depression and anxiety, it is important to keep these susceptible
population engaged in mild physical activities regularly and constantly. The purpose of
the proposed pressure-ball games, in this sense, is not to drastically increase their
activity levels, which could potentially cause further injuries, but to motivate them to
lead an active lifestyle by building their confidence in their fitness levels and by
alleviating fear for physical activities. To measure benefits of the pressure-ball game,
we propose two factors—sustainability and transferability of physical activities pro-
moted by the pressure-ball game. In order to increase sustainability and transferability,
we propose also two factors—players’ flow states and social feature. The former will be
operationalized by equipping the game with an automatic level adjustment feature that
tracks a player’s progress and increases or decreases the next level. The ever-changing
difficulty level and the resultant challenges are postulated to create and maintain
players’ flow states. The latter will be operationalized by a social feature embedded in
the game that allows players to enjoy the game with others. Social interaction is known
to be a significant influence on continued use of IS [11]. We will conduct a longitudinal
study that involves a series of experiments over the six months period at retirement
homes located in the Midwest region of the US with the help of senior healthcare team
from a large hospital in the region. The experiment employs an incomplete factorial
design with two factors—social influence and physical activity, each of which has two
levels, and finally a control group to which no exergame will be provided.

As aging population in the US is growing rapidly, it is important than ever before to
keep this growing population in good health. One of the most accessible yet challenged
way to increase their health is to increase their activity level mildly to prevent them
from developing sedentary lifestyle. The pressure-ball we propose involves a very mild
exercise yet is equipped with automatically adjusted challenge levels and social fea-
tures that have a high possibility to achieve this goal.

Physical activity level

Non-adjusting Adjusting

Social influence

No social feature Plain exergame Exergame with automat-
ically adjusted activity 

levels
With social feature Exergame that allows 

for co-play
Exerga that allows for 
co-play and provide 

automatically adjusted 
activity levels and 

Control group No exergame

Fig. 5. Experimental design
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Abstract. The objective of this paper is to present a prototype design of a project
management application which has been designed to leverage the power of gamifi‐
cation. The specific set of gamified features contained within the prototype follow
the model set forth in previous work which attempted to aid gamification designers
in the selection and implementation of the most effective mechanics for whatever the
intended purpose. This was done by mapping a number of gamification mechanics
to existing effects in behavioral economics, which allows designers an unconven‐
tional insight into the behavioral reasons as to why various methods of gamification
affect a user-base. It should also be noted that unlike some gamification implemen‐
tations which can, at times, be seen in a negative light by being excessively game-
like, the focus here is on bringing gamification into the business setting in a serious
and professional manner in order to ease adoption among all users.

1 Objective

The objective of this paper is to present a prototype design of a project management
application which has been designed to leverage the power of gamification. The specific
set of gamified features contained within the prototype follow the model set forth in
previous work which attempted to aid gamification designers in the selection and imple‐
mentation of the most effective mechanics for whatever the intended purpose. This was
done by mapping a number of gamification mechanics to existing effects in behavioral
economics, which allows designers an unconventional insight into the behavioral
reasons as to why various methods of gamification affect a user-base. It should also be
noted that unlike some gamification implementations which can, at times, be seen in a
negative light by being excessively game-like, the focus here is on bringing gamification
into the business setting in a serious and professional manner in order to ease adoption
among all users.

2 Significance

Gamified mechanics are increasingly being integrated into the software that we use every
day, both in subtle and more obvious ways. While these tactics often hold the power to
affect our behavior, it can be difficult to predict the exact change that such mechanics
will have on a system or its user-base. Unintended consequences can be very serious at
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times, and a gamification designer must recognize that there is typically a tradeoff when
encouraging any behavior. This isn’t necessarily to say that these tradeoffs should be
avoided (or that it would even be possible to do so), but it is certainly necessary to
recognize the potential consequences and to plan for them. However, by working with
a model based on existing behavioral economic theory, the presented product intends to
improve on typical gamified implementations through theory-based design. By using
such a framework, the designer would ideally be better at both eliciting the desired
behavior as well as recognizing the tradeoffs involved. If proven successful, this could
inform future attempts at gamification, especially in the business software area.

3 Method

This paper draws on previous work which analyzed a number of the core concepts within
behavioral economics through the lens of gamification, attempting to create a mapping
of gamified mechanics to behaviors that a designer may want to elicit within a user. This
essentially created a behavioral model of gamification which was used to design a
prototype of a project management application which attempts to leverage a theory-
based design and implementation of a set of gamified mechanics. In order to accomplish
this, the design took into consideration the typical outcomes desired from the use of
project management tools and then considered the employee behaviors likely to optimize
the chances of those desirable outcomes. The behavioral model of gamification was then
used to identify and develop the specific gamified mechanic implementations best suited
to support the intended behaviors.

3.1 Supporting Concepts

As detailed and categorized in previous work, here are nine behavioral economic
concepts which are common in game mechanics and gamification and were selected for
their potential impact in non-game products and business environments (Butler 2015).

Loss Aversion. This is the tendency of people to exhibit an aversion to loss which
overpowers a desire to acquire a disproportionate amount of gain (Kahneman and
Tversky 1984).

Maintaining Intrinsic Focus. This concept contends that the addition of a tangible
reward to an activity previously performed for its own enjoyment replaces that enjoy‐
ment with a form of payment (Heyman and Ariely 2004).

Pseudocertainty. This is the tendency of people to make decisions that treats an uncer‐
tain outcome with undue certainty (Tversky and Kahneman 1986).

The Paradox of Choice. This is the tendency of people to almost universally see an
increase in the number of available choices as a positive change even though making a
choice becomes much more difficult as the number of choices increases (Iyengar and
Lepper 2000).
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Scarcity/Urgency. This is the tendency of people to irrationally value an item seen as
having limited availability or when the time available to act is limited (Cialdini 2006).

Variable Reinforcement Schedules. Rewarding a user for a certain action or behavior,
but doing so in an irregular pattern (Lee and Fields 2007).

Commitment. The tendency of people to want to fulfill agreements that they have made
in order to avoid the cognitive dissonance that occurs when breaking these commitments
(Cialdini 2006).

IKEA Effect. This is the concept that one’s valuation of an item is disproportionately
increased by the personal labor one has invested into its creation (Ariely 2010).

Sunk Costs. This concept implies that even though money or effort invested in the past
has no bearing on future decisions, these past investments still carry significant weight
when considering those decisions (Arkes and Blumer 1985).

3.2 Relevant Mechanics

The following is a list of the previously defined concepts with a description of how these
are leveraged in the following product design discussion.

Loss Aversion

• Decreasing the value of a task if the time to complete it exceeds the estimate (thus
losing both the expected points as well expending additional time to do so)

• Losing a potential bonus by breaking a streak of desired actions
• Losing a top leaderboard slot
• Losing in-app benefits such as task selection order
• Losing potential points if your feature is cut or incomplete

Maintaining Intrinsic Focus

• Non-monetary rewards are implemented and suggested, such as social rewards or
status rewards

• If monetary rewards are to be given, it is suggested that they be team-based

Pseudocertainty

• Giving users rewards that are likely to be minor but which have a small chance of
being very significant

The Paradox of Choice

• Ensuring that the user always has a choice in how to proceed but minimizing the
available options or complexity in order to help the user focus and prevent them from
being overwhelmed
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Scarcity/Urgency

• Using a countdown timer to keep the user aware of the time left before a task exceeds
its estimate

• Ensuring that the user is aware of the sprint or milestone progress
• Ensuring that the user is aware of the number of days left before the project deadline

Variable Reinforcement Schedules

• Giving the user a random chance at a reward each time a task is completed

Commitment

• Giving the user ownership of a feature
• Allowing the user to create and design the tasks for that feature
• Allowing users to place estimates on their potential tasks
• Allowing the user to choose their own tasks to work on

IKEA Effect

• Giving the user ownership of a feature
• Allowing the user to create and design the tasks for that feature

Sunk Costs

• Points and progression accumulate over the course of a project
• Investing considerable time and energy into the design and implementation of

features

4 Product

In designing the product features around the behavioral economic principles outlined
above, the features were broken into functional segments based on the workflow antici‐
pated in a project management scenario. The planning segment is primarily concerned
with the development of the various tasks that a project requires, the estimation of the
complexity or time requirements for the tasks, and the selection of tasks by team
members. The progression section deals mainly with the points system, which is core
to the gamification of the product. Finally, the status segment deals with continuous
feedback to the team members about the current state of the project and the tasks therein.

It should be noted, however, that these features are focused around the interactions
that a team member would be expected to have with the project and a project manage‐
ment tool. There would also be significant additional functionality that would be required
at the management or supervisor level, including but not limited to configuration, initial
setup and population, and reward structuring. This management interaction is largely
outside the scope of this paper as its goal is to focus on the behaviors of the end users
of project management software, namely the individual team members. This also means
that the functionality described below is largely tactical in nature. The more strategic
issues are expected to happen largely outside the realm of a project management tool.
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4.1 Planning

The planning stage is among the most crucial of times in any project, and any errors
made here can manifest themselves in a myriad of ways throughout a project’s devel‐
opment. The suggestions here, while not too far removed from that of typical project
management software, are intended to impart ownership of the project as a whole, as
well as its tasks, to the team members. This is somewhat conflicting with agile meth‐
odologies, though it should be noted that the intent is not to prevent a user from working
on the most useful task available but simply to give each part of the product an internal
stakeholder who feels personally responsible for it.

Preliminary Preparations. An initial planning phase would be assumed to have already
taken place with the client or product owner to determine the scope and the features that
the project in question should encompass. An initial priority level should have also been
set for each feature. The project management tool would have also been pre-populated
with these along with user accounts for each team member, with each member being
responsible for a certain set of features. Ideally, this would be a process of self-selection
in order to impart the greatest sense of ownership to the team members. Afterwards, the
members would each assume an informal stakeholder role in the design and development
of these features. Ideally, the number and difficulty or complexity of features would be
evenly distributed between members, though that could be difficult in practice due to
the available feature-set and the varying levels of experience and skill-sets of the team
members.

Task Creation. After the creation of the initial feature set the feature owners would be
responsible for taskifying all work required to fully implement the feature. This likely
requires considerable cooperation among the team, especially in multidisciplinary envi‐
ronments where any one person would be unable to implement an entire feature them‐
selves. This is likely to cause friction initially, but it encourages communication and
collaboration within the team. Ideally, the feature owners would also have access to the
client or product owner in order to ensure that the features being developed are actually
the features that are needed or desired. Maintaining sufficient client communication is
a commonly cited problem in project management, and this would ensure that the client
is kept involved (to the extent that the client is available or willing).

In addition, it moves some degree of organizational responsibility onto the team
members, which serves to help them understand the project from a management perspec‐
tive and gives them the room to grow professionally. Obviously, this phase would
necessitate considerable supervision with all but the most competent and experienced
teams, though once through this phase, the management overhead would likely be
reduced considerably.

Estimation. Once all tasks are created, team members should review the tasks for all
features and put a time estimate on each. If a team member would be unable to complete
a task due to a difference in expertise, that member should abstain from estimating. Each
task would then have the estimates and the estimator openly listed, and discussion and
revisions could occur if desired. The appropriate typical and maximum task estimates
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are likely to vary with the type of project and the experience of the team members though
it is suggested that tasks taking long than one-third or half of a working day be broken
down into smaller tasks. Larger tasks may more easily hide unforeseen risk or
complexity, and even in best case scenarios, multi-day tasks may not provide sufficiently
granular progression data.

4.2 Progression

Progression, both of the project and of each team member’s effectiveness, is tied to an
integrated points system which comprises the core of the gamification of the project
management tool. The exact values and weightings should be configurable by the project
managers, but we will discuss the intent of the values in general terms.

Point Accumulation. Though a team member may gain points in a number of ways,
completion of tasks is the core driver of the points system. A team member essentially
gains a certain number of points based on the time required to complete a task versus
the average time estimate. It should also be possible to modify the value based on feature
or task priority in order to encourage team members to work on the highest priority tasks
first. Additionally, the further solidify a team member’s ownership over the features they
have purview over, a member could receive a bonus percentage of any points earned on
that feature’s tasks, regardless of who completed it.

As another way to progress, awarding bonus points for repeated performance of
desired behaviors should be supported. For example, one might track the number of days
in a row that a team member has completed a task. This might provide an increasingly
desirable points bonus as the successful instances accumulate, while at the same time
providing additional encouragement to continue the desired behavior.

Aligning Incentives. Of course, team members will seek to use any incentive system
to their advantage, so the onus is on the designer of the system (and potentially the
manager who is configuring the values) to ensure that the incentives offered to the team
members are aligned with the success of the project. The overarching goal for a project
management tool should be the efficient utilization of a team’s resources, and so the
team should be rewarded for working quickly and effectively together towards the
completion of the project. Again, while there are strategic issues that likely complicate
this overly-simple explanation, at the tactical level, a project management tool should
encourage team members to complete the most important remaining tasks as quickly as
possible while still achieving whatever quality level that the client desires.

To reduce opportunities for abusing the points system via intentionally faulty esti‐
mates, all team members capable of completing a task enter their own estimate, and the
effective value of a task is based the average of those estimates. However, after selecting
a task, the team member’s effectiveness is judged based on that member’s own estimate.
Additionally, any team member is able to choose any available task to work on, so if a
task ends up overvalued, it may be any member who can take advantage of it. Further‐
more, completing a task ahead of schedule shouldn’t impart much more of a bonus, if
any at all, than completing it exactly on time. The real bonus from completing a task
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early is essentially in optimizing the points earned per unit of time. However, exceeding
the estimate could cause a considerable reduction in the awarded points, which causes
an effective double loss due to the task taking longer than anticipated and earning the
member fewer than the anticipated number of points.

Rewards. It may be natural to assume some level of monetary reward when discussing
incentives, but it is suggested to find non-monetary means of rewarding team members
for performance in the vast majority of cases to help keep them focused on the intrinsic
value in what they are doing. In addition, yearly or end-of-project bonuses are often so
far away that hyperbolic discounting comes into play and causes the reward to be valued
far less than a manager might anticipate. To further complicate this type of reward
structure, once a project starts to go off-track, the members may begin to think that the
bonus is a lost cause, causing it to actually have the opposite effect.

As an alternative to using cash bonuses or similar monetary rewards based directly
on a member’s performance, it is suggested that other means be used on a much more
frequent basis. The goal is to keep the member focused on the work instead of on the
money. (If monetary rewards are to be used, it is suggested that they be team-based in
order to promote teamwork and cooperation instead of competition.) The project
management application should maintain overall and weekly leaderboards as a display
of status and effectiveness. The leaders of these lists gain recognition simply from being
at the top of the list, but management could go further and publicly recognize their
effectiveness and contribution periodically.

Some types of rewards can even be implemented directly into the project manage‐
ment tool. For example, the point leader at the end of a week could get first choice of
tasks each day the following week, and task selection could continue in that order
(though this could encourage a positive feedback loop). To go even further, a variable
reinforcement schedule could be created by randomly giving out a reward when
completing a task. These bonuses could also leverage pseudocertainty by having a very
small change to be a very large reward. The project management tool could incorporate
a point bonus with adjustable values and weighting, but it could also allow for manager
created rewards which could extend the potential bonuses outside of the system.

4.3 Visibility

Status. A key point to the effectiveness of this proposed project management tool would
be keeping the team members aware of the status of the system at any given time. They
need some indication of how the project as a whole is doing, how well the current sprint
or milestone is progressing, and how much time is remaining on their current task. They
also need some degree of visibility on the performance of their teammates, both to gauge
their relative performance and to see if any of their teammates are having problems or
need assistance.

In order to accomplish this, the project management tool should have a main view
which keeps the member informed of the project’s status but also serves to impart a
sense of urgency. The weekly and overall leaderboard leaders should be displayed (likely
the top three positions) along with the viewer’s weekly and overall score. In addition
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the following should be displayed to offer a sense of progress at all levels of the project:
the number of days left in the project, a timeline of the progress remaining in the current
sprint or milestone, and a countdown timer showing the amount of time remaining on
the viewer’s currently selected task. In addition, a user should be able to easily find a
list of all tasks currently being worked on as well as a list of tasks remaining in the sprint
or milestone sorted by priority.

Control. The amount of control to give to a team member at any given time is a difficult
design decision. A user may want to have complete control over the environment, but
given the paradox of choice, that may not be the most effective approach. It is suggested
that each screen of the project management tool should be kept very simple with only
the options that are absolutely needed by the user. Some popular project management
tools can be initially overwhelming to users due to the number of options presented to
them, even though many of those options are only commonly needed by managers or
supervisors. By keeping the end user view as minimalistic as possible, the adherence to
the project management tool is expected to increase. Even for those members who duti‐
fully engage in the project management process, the less time that it takes them to use
the software effectively, the more time they will have to spend working on their tasks.

5 Conclusion

5.1 Implications

The end result of this research is a well-documented example of product prototype
developed via theory-based design which can inform future attempts at gamifying other
software within the business setting. As gamification becomes more prevalent, similar
products will begin to emerge in any spot where performance needs to be optimized. By
paving the way with research and testing, it could be possible to improve future attempts,
increasing the pace of progress in this area.

5.2 Potential Issues

By its nature, gamification capitalizes on our innate reward centers and encourages us
to perform certain actions while discouraging us from performing others. This can, at
times, cross into territory that many find uncomfortable or even unethical, where
designers may be, intentionally or not, toying with the compulsions of people. Gamifi‐
cation designers must keep this in mind and, when appropriate, ensure that stakeholders
are aware of the issues. In addition, certain techniques are likely to be more effective on
some people than others, so implementing a gamified process in a workplace may unin‐
tentionally select for employees who are most susceptible.

5.3 Future Work

Future work would involve further testing and development of the application including
its introduction to a real-world environment where its results could be compared to
industry-standard applications.
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Abstract. Although the importance of physical activity in a healthy lifestyle is
well known, little attention has been paid thus far to systematically understand
users’ continued usage of mobile fitness applications. The objective of this paper
is to understand the determinants of usage of mobile fitness applications beyond
initial adoption. The research model is tested with data collected from fifty users
of mobile fitness applications. The results indicate that expectation confirmation
is the key predicator of attitudes towards the application, such as perceived
usefulness, perceived enjoyment, and satisfaction. Furthermore, users’ attitudes
are found to determine continued usage intention. Overall, this paper contributes
by integrating intrinsic motivation into the expectation-confirmation model for
mobile fitness application usage.

Keywords: Expectation-confirmation � Satisfaction � Perceived usefulness �
Perceived enjoyment � Continued usage � Mobile fitness applications

1 Introduction

Increasing evidence suggests that physical activities help form the foundation of
healthy living [1]. Despite the health benefits of engaging frequent physical exercises,
studies show that the majority of the population is not benefited because people are
simply physically inactive in general. More importantly, ample evidence shows that
physical inactivity is a major risk factor to health in modern society. The engagement
of physical activity typically constitutes a complex interaction between biological,
environmental, social, and psychological influences [2]. Past research examining
exercise psychology reveals that human motivations are important determinants of
exercise behavior [e.g., 3, 4]. More important, emerging evidence suggests that
Information Systems (IS) could play an important role in sustaining the impact of
motivations on behavior.

Past IS research has drawn on a variety of theoretical perspectives to understand
motivations in the context of IS continual usage [e.g., 5, 6]. In particular, the
expectation-confirmation model is shown to be particularly useful in understanding
individuals’ continued usage of technology. Extending the traditional
expectation-confirmation model, Bhattacherjee [7] put forth the IS continuance model
that continued usage of technology can be determined by perceived usefulness, which
represents the consequences of technology usage, and satisfaction, which denotes
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individuals’ affective attitude toward a technology. The IS continuance model has been
widely adopted in IS research [e.g., 8, 9].

Despite the popularity of the IS continuance model, very few studies have tried to
apply the model to understand IS continuance beyond utility-based systems. Further-
more, extant studies have primarily focused on investigating the relationships between
system quality and satisfaction. This is a crucial omission and an important topic to be
investigated since individuals’ attitude in sustained mobile fitness applications usage is
likely to differ from that in the pre-adoption process. Sustained usage is distinct from
pre-adoption because individuals have prior physical experience to draw upon and has
formed a level of satisfaction that is likely to influence continued usage. Therefore,
additional theoretical insights are needed to understand the sustained usage process,
and how factors that predict pre-adoption decisions combine with physical outcomes to
influence continued usage decisions.

2 Theoretical Background

2.1 Expectation-Confirmation Framework

The expectation-confirmation framework has been utilized to examine behavior prior to
adoption (i.e., deliberation) and post-adoption (i.e., evaluation). Specifically, as
described by Oliver [10], individuals first formed expectations of a technology prior to
actual usage. Subsequently, individuals’ actual usage resulted in experienced-based
perception, which was influenced by these expectations. Substantial differences
between deliberation and evaluation would either confirm or refute expectation formed
prior to purchase. Overall, the expectation-confirmation framework posits that expec-
tations and level of confirmation affect satisfaction, which ultimately drive individuals’
repeated usage intention.

Ample IS research has built upon the expectation-confirmation framework. In par-
ticular, Bhattacherjee [7] proposed a modified expectation-confirmation framework,
which is extended to explain continued IT usage. To explain continued IT usage,
Bhattacherjee [7] emphasized several important differences with past research exam-
ining expectation-confirmation. For instance, past expectancy-confirmation research has
predominately focused on the importance of pre-usage expectation in influencing
confirmation, which in turn affects individuals’ satisfaction in using technologies.
MacInnis and Price’s [8] study, as an example, found that imagery processing influenced
consumers’ expectation formation, which subsequently interacted with actual experi-
ence, to derive satisfaction with their spring vacations. In contrast, Bhattacherjee [7]
emphasized the importance of post-adoption expectations. In particular, it is posited that
individuals’ actual technology usage experience should shape their usage expectation.

Furthermore, past research drawing upon the expectancy-confirmation paradigm
have predominately focused on expectation in terms of individual beliefs about the
levels of attributes possessed by a technology. For example, in a study examining brand
loyalty, Yoon and Kim [9] revealed that consumers derived expectations based on
several brand attributes (such as image, economy, and sensory). The authors also
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reported that these expectations were typically subjected to a confirmation process,
which was the key determinant of overall satisfaction and loyalty. On the contrary, to
reflect the unique technological attributes of IS, Bhattacherjee [7] postulates perceived
usefulness as the key manifestation of expectation.

In essence, past research suggests that the expectation-confirmation model is a
relevant and integral theoretical framework to explain continued IS usage.

2.2 Organismic Integration Theory (OIT)

Among themany theoretical perspectives advanced to address motivations of technology
usage, the Organismic Integration Theory (OIT) proposed by Ryan and Deci [11] is
particularly useful in predicting fitness-related technology usage behavior. OIT focuses
on how a user’s internal psychological perceptions about autonomy shape his or her
intentions and behaviors. In particular, it posits that endogenous motivations are
important determinants of user intentions and behaviors.

In contrast to OIT, past IS studies typically view technology usage behavior as
being driven by extrinsic motivations, such as perceived usefulness and rewards. For
example, Venkatesh and Goyal [12] examined the usage of an internal electronic
human resource information system and found that continued usage intention decreased
at a faster rate as pre-exposure perceived usefulness increased and post-exposure
perceived usefulness decreased. Similarly, Limayem et al. [13] examined university
students’ usage of the Internet and reported that perceived usefulness was a significant
predictor of satisfaction and IS continuance intention. In essence, extant research
mostly focused on the essentiality of extrinsic motivations in explaining continued IS
usage. As such, OIT provides an important theoretical complement by underscoring the
importance of intrinsic motivations.

According to OIT, individuals are volitional and tend to utilize stimuli to satisfy
their individual needs. In particular, the theory centers on the unique role of locus
of causality, which refers to individuals’ ability to enact autonomy by initiating and
endorsing behavior as they desire. More importantly, OIT formally posits that locus
of causality helps facilitate individuals’ intrinsic motivations in performing sustained
activities, such as engaging in prolonged physical exercise and participation in
strenuous fitness programs. Furthermore, past research has identified a myriad of
intrinsic motivations which might drive continued IS usage. In particular, perceived
enjoyment has been identified as the key form of intrinsic motivation in using
hedonic IS. In the context of mobile fitness application usage, enjoyment is par-
ticularly relevant in determining satisfaction. Evidence suggests that enjoyment is a
key driver of sustained fitness activities. For instance, Murcia et al. [14] revealed
that enjoyment was an important form of self-determined motivation in driving
sports engagement. Similarly, Waterman [15] demonstrated that hedonic enjoyment
was the major affective state that influenced the extent to which activities were seen
as facilitating the realization of an individual’s best potential. Overall, past research
highlights enjoyment as a key intrinsic motivation which drives sustained
fitness-related behavior.
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3 Research Model and Hypotheses

By integrating the expectation-confirmation model and OIT, the research model is
proposed (see Fig. 1). Specifically, this study importantly examines expectation con-
firmation, which refers to the consistency between a user’s expected experience of
augmented fitness activities and his or her actual fitness activity experience with the
mobile fitness application [16].

Consistent with the expectation-confirmation model and OIT, we consider the
impact of expectation confirmation on two forms of motivations, namely extrinsic
motivation and intrinsic motivation. Corresponding to the important role of extrinsic
motivation, this study considers perceived usefulness, which is defined as the degree to
which an individual believes that using the mobile fitness application would enhance
his or her fitness activity performance [17]. In this study, in terms of intrinsic moti-
vation, we center on perceived enjoyment, which is defined as the extent to which fun
can be derived from using the mobile fitness application [18]. Furthermore, in line with
the expectation-confirmation model, this study considers satisfaction with the appli-
cation, which is defined as the user’s emotion-based response about the application, to
capture the overall evaluation of the application.

Past IS research typically focused on continued IS usage as the behavioral outcome
of expectation-confirmation. This study draws on this view by examining continued
mobile fitness application usage, referring to a user’s intention to continue using the
mobile fitness application [35].

3.1 The Effects of Expectation Confirmation

Ample evidence suggests that expectation confirmation enhances individuals’ per-
ceptions of usefulness in using technology [e.g., 19–21]. For instance, prior to actual

Fig. 1. Research Model
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usage, users may be uncertain about what to expect from using the mobile fitness
application and hence develop low initial usefulness perceptions. Consequently, given
the low initial perceived usefulness, users’ expectation can be easily confirmed. Having
a strong confirmation of initial expectation, users would be induced to elevate their
perceptions of extrinsic utility in using the mobile fitness application. Indeed, theo-
retical evidence suggests that individuals might experience cognitive dissonance if their
elaborative usefulness perceptions are disconfirmed in actual experience [22, 23]. More
importantly, individuals typically try to resolve this inconsistency by adjusting their
usefulness perceptions to more accurately match their experience. Therefore, we posit

H1a: stronger expectation confirmation will increase perceived usefulness in using
mobile fitness applications.

Deci and Ryan [24] suggested that sustained behaviors are driven by both extrinsic
motivation and intrinsic motivation. In this study, extrinsic motivation is considered in
terms of perceived usefulness whereas intrinsic motivation is represented by perceived
playfulness. According to the expectation-confirmation model, confirmation is the key
determinant of experienced-based motivation.

In the context of mobile fitness application usage, since individuals’ perceptions of
usefulness and enjoyment are common motivations, it is reasonable to expect that
confirmation would impact on perceived enjoyment. Indeed, past research suggests that
individuals might experience cognitive dissonance or psychological tension if their
pre-usage enjoyment perceptions are not congruent with their usage experience [25, 26].
Hence, we posit

H1b: Stronger expectation confirmation will increase perceived enjoyment in using
mobile fitness applications.

Individuals form expectations about technologies prior to actual usage. When lower
expectation meets with higher performance, users typically develop a stronger sense of
confirmation, which in turn drives satisfaction in using the technology. Past studies
have demonstrated the relationship between confirmation and satisfaction. For exam-
ple, Spreng et al. [27] examined the importance of attribute satisfaction and information
satisfaction and revealed that expectation congruency, which was informed by the
confirmation of prior usage expectation, had significant effects on satisfaction. Liu and
Khalifa [28] also found that confirmation is significantly associated with satisfaction
with Internet-based services. Therefore, we propose

H1c: Stronger expectation confirmation will increase satisfaction in using mobile fit-
ness applications.

3.2 The Effects of Perceived Usefulness and Perceived Enjoyment
on Satisfaction

According to expectation-confirmation theory, post-consumption expectation is rep-
resented as experienced-based perceived usefulness [7]. Empirical studies reveal that
perceived usefulness is particularly important in determining user satisfaction with IS
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[17, 29]. For instance, Mawhinney and Lederer [30] reported that users who perceived
a technology useful, were more likely to be satisfied with the technology than those
who did not.

Additionally, past research suggests that perceived enjoyment is an important
precursor of satisfaction in using technology. Specifically, users who report a higher
perceived enjoyment in use of a technology tend to be associated with more creative
and innovative usage. Consequently, they are more likely to develop insights through
exploratory behaviors, hence resulting in an enhanced usage experience. For example,
Van Dolen et al. [31] examined online commercial group chat and found that tech-
nology attributes which facilitated perceived enjoyment influenced satisfaction directly.
In a study examining the role of an IT artifact in online service continuance, Kang and
Lee [32] reported that hedonic motivational factors, such as perceived enjoyment, were
important antecedents to customer satisfaction.

In summary, we hypothesize the following

H2a: Higher perceived usefulness will increase satisfaction in using mobile fitness
applications.

H2b: Higher perceived enjoyment will increase satisfaction in using mobile fitness
applications.

3.3 Determinants of Intention to Continue Using Mobile Fitness
Applications

The technology-acceptance model (TAM) underscores the importance of perceived
usefulness in driving technology usage. In this model, perceived usefulness is con-
sidered the basic extrinsic motivation in driving consumers’ repurchase behavior.
Recently, researchers noted that TAM, which focused on explaining initial technology
adoption, could be extended to predict continued technology usage. Indeed, ample
research drawing upon the expectation-confirmation model has demonstrated the
positive effect of perceived usefulness on continued usage [e.g., 19, 22, 33].

Past research examining intrinsic motivation reveals that positive subjective
experience is an important reason for continuing an activity [34]. To illustrate, when an
individual is interested in or enjoys performing an activity, he or she will be intrinsi-
cally motivated by the process of the activity, and hence he or she will be more likely to
undertake the activity in a prolonged manner. In the context of mobile fitness appli-
cation usage, users who experience enjoyment are more absorbed and appealed by the
augmented exercising experience.

Satisfaction is an individual’s feelings of pleasure which is the outcome of evaluating
his or her expectation with actual experience. According to the expectation-confirmation
model, satisfaction determines intentions to use or not to use a technology in the future.
Indeed, in a study examining mobile internet, Hong et al. [33] found that users’ satis-
faction with mobile internet was the principal determinant of continued usage.
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In summary, we hypothesize the following

H3a: Higher perceived usefulness will increase intention to continue using mobile
fitness applications.

H3b: Higher perceived enjoyment will increase intention to continue using mobile
fitness applications.

H3c: Higher satisfaction will increase intention to continue using mobile fitness
applications.

4 Research Method

4.1 Operationalization of Constructs

We adopted existing validated scales with known psychometric properties as far as
possible. To assess expectation confirmation in augmented fitness activities, we
adapted scales from Bhattacherjee [7] by considering our research context of mobile
fitness applications. We also adapted items from previous literature [12, 18, 27] to
measure perceived usefulness, satisfaction, and perceived enjoyment. To measure
continued mobile fitness application usage, we adapted items from Mathieson [35]. The
questionnaire employed a seven-point Likert scale (1 = strongly disagree, 7 = strongly
agree).

4.2 Sample and Experimental Procedures

Fifty users of mobile fitness applications participated in the online survey over two
weeks. The descriptive statistics of the sample indicate that the majority of respondents
were between 18 and 25 years of age.

Nonresponse bias was assessed by comparing early and late respondents (i.e., those
who responded in the first two days and those who took part during the last two days).
T-tests performed on each group of respondents did not differ significantly in terms of
age, Internet experience, or application usage experience. Therefore, nonresponse bias
is not a serious concern.

5 Data Analysis

Data analysis was conducted using the partial least squares (PLS) technique.

5.1 Instrument Validation

Convergent validity and discriminant validity were assessed. Convergent validity can
be established by examining composite reliability (CR), Cronbach’s α, and the average
variance extracted (AVE) of constructs. The CR and Cronbach’s α for all constructs
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exceeded 0.7. The AVE for each construct was greater than 0.5. Since the results
met all threshold criteria, the convergent validity for the constructs was supported.

Discriminant validity of a measurement model can be established when the square
root of AVE for each construct is greater than the correlations between that construct
and other constructs. As shown Error! Reference source not found., this requirement
was met. We also tested for common method bias based on the guidelines suggested by
Liang et al. [36]. Results showed a small magnitude of method variance and insig-
nificant method factor loadings, and hence method bias was unlikely a concern in this
study (Table 1).

5.2 Hypotheses Testing

Path coefficients and significance values are reported in Fig. 2. As hypothesized,
expectation confirmation has significant effects on perceived usefulness (β = 0.41,
ρ < 0.01), perceived enjoyment (β = 0.38, ρ < 0.01), and satisfaction (β = 0.35,
ρ < 0.01). Thus, H1a, H1b, and H1c are supported.

Furthermore, as expected, perceived usefulness is found to have a significant and
positive effect on satisfaction (β = 0.32, ρ < 0.05). Likewise, perceived enjoyment also
positively affects satisfaction (β = 0.28, ρ < 0.05). Hence, H2a and H2b are supported
(Fig. 2).

Finally, perceived usefulness (β = 0.34, ρ < 0.05), perceived enjoyment (β = 0.29,
ρ < 0.05), and satisfaction (β = 0.26, ρ < 0.05) are found to have significant and positive
effects on continued mobile fitness application usage. Therefore, H3a, H3b, and H3c
are supported.

6 Discussion and Concluding Remarks

6.1 Discussion of Results

The results supported all our hypotheses. There are several important findings obtained
from our study. Firstly, this study reveals that both satisfaction and perceived useful-
ness act as key motivators for continued application usage. This finding is consistent
with past research examining expectation-confirmation, which claimed that satisfaction

Table 1. Descriptive Statistics and Correlations

Mean S.D. CON PU PE SAT C-USE

CON 4.78 1.45 0.91
PU 4.89 1.32 0.46 0.88
PE 4.22 1.56 0.43 0.33 0.82
SAT 4.97 1.89 0.45 0.42 0.41 0.81
C-USE 4.54 1.09 0.28 0.35 0.39 0.47 0.79

Notes: S.D. = Standard Deviations; CON = Confirmation; PU = Perceived Usefulness;
SAT = Satisfaction; PE = Perceived Enjoyment; C-USE = Continued Mobile Fitness Application
Usage
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and perceived usefulness are two major determinants of sustained behavior. Further,
perceived enjoyment is found to have substantial influence on continued usage. As
hypothesized, an individual with high level of perceived enjoyment has a greater desire
to maintain the intrinsic benefit, confirming the effect of self-determination on sustained
behavior. Also, the significant effects of perceived usefulness and perceived enjoyment
on satisfaction are consistent with and extend previous research on experience-based
motivations that explains the effects of intrinsic and extrinsic benefits on satisfaction
associated with fitness activities.

Additionally, consistent with the expectation-confirmation paradigm, expectation
confirmation is found to be the key predictor of perceived usefulness, perceived
enjoyment, and satisfaction in the context of mobile fitness application usage.

6.2 Contributions

This study makes several important contributions. First, we establish that extrinsic
benefit evaluation (i.e., perceived usefulness) is not the only consideration in indi-
viduals’ expectation-confirmation in using mobile fitness applications. Past IS research
examining expectation-confirmation in technology usage has predominately focused on
the importance of extrinsic benefits (i.e., perceived usefulness and perceived ease of
use) in driving continued usage behavior. The interesting role of intrinsic benefit
evaluation has been largely neglected. In this study, we enrich this stream of research
by positing and empirically demonstrating that perceived enjoyment is a major
experienced-based intrinsic benefit that individuals evaluate.

Secondly, this study adds to the literature by extending expectation-confirmation
theory. This concept has previously been used to explain continued IS usage [e.g., 9,
37, 38]. In this study, the theory is used to model and understand the motivations
behind the continued usage of mobile fitness applications. Further, a salient contri-
bution is made by showing how various perspectives, such as technology acceptance

Fig. 2. Results of Hypotheses Tests
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framework and flow theory, can be integrated to explain sustain usage of technology.
While the expectation-confirmation framework serves as the overarching perspective
for our explanation of continued usage of mobile fitness applications, technology
acceptance framework and flow theory elucidate the specific effects of extrinsic and
intrinsic motivations on satisfaction and continued usage.

This study additionally contributes to the broader line of research on technology
acceptance that has mainly been conducted in workplace settings [e.g., 12, 38]. Pre-
vious research [e.g., 13] has also explained how voluntary continued internet usage
could be predicted by confirmation and satisfaction. Our study adds to this literature by
examining confirmation as the key determinant of satisfaction in using mobile fitness
applications.

6.3 Limitations and Future Research

The interpretation of our findings is subject to certain limitations. First, our results are
largely consistent with past IS research examining expectation-confirmation. Yet to test
the robustness of our findings, it would be useful to replicate this study across a variety
of mobile applications. Second, it may be possible to identify additional antecedents of
satisfaction in using mobile fitness applications. For example, individuals who have
been physical active may derive greater satisfaction in using the application than those
who are less active. Thus, future studies could explore various personal characteristics
that may influence expectation-formation in the context of mobile fitness application
usage.
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Abstract. Since the integration of business process variants can be affected by
contextual information the aim of this paper is to propose the development of a
context model for Business Process Integration that considers the propagation of
process changes towards process variants of the reference model. The method
used to develop such a model focuses on following stages: (1) conceptualization
of process variants, by building a related ontology, (2) identification of con-
textual elements, (3) definition of operational and organizational constraints;
(4) formalization of contextual situations in the variants, and (5) construction of
a reasoning mechanism for searching and retrieval of process variants. In order
to validate the context model proposed we implemented both a prototype and a
case study that consider each of the five stages proposed. The obtained results
demonstrate the effectiveness of using this kind of approaches for business
process integration.

Keywords: HCI in business � Context process model � Business process
integration

1 Introduction

A business process is defined as the logical description of a specific business activities
sequence being modeled through process models which allow new value to be added to
their products or services [1]. Due to the rise of using business processes and their
automation, process models generated can reach an amount of hundreds or even
thousands. This fact allows them to be considered as model collections for searching,
retrieval, and reuse [2, 3].

When a business process is executed, there may be domain-dependent situations,
implying the need for configuration of reference process model variations. These
variations are known as variants and constitute an adjustment of the reference model
under specific requirements [4].

Updating a process reference model requires propagation of changes to the asso-
ciated variants. Variant management can be individually performed or through a group
mechanism by means of an integration process [5]. However, not all variants can
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support the propagation of changes due to following issues: (a) their close relationship
with the domain, (b) the execution in a specific context, and (c) the associated events
that generated the variant [6].

Since the integration of business process variants can be affected by contextual
information [7], it is important to define a decision mechanism that determines the set
of variants to be integrated wherein their execution will not be affected from variants
updates that have been previously performed.

The aim of this paper is to propose the development of a context model for
Business Process Integration that considers the propagation of reference model process
changes towards process variants based on following stages: (1) conceptualization of
process variants, by building an ontology, (2) identification of contextual elements,
(3) definition of operational and organizational constraints; (4) formalization of con-
textual situations in the variants, and (5) construction of a reasoning mechanism for
searching and retrieval of process variants.

The rest of the paper is organized as follows: Sect. 2 presents the conceptual
framework of this research. Section 3 reviews some related works analysis. Section 4
describes the context model of process variants proposed for business process inte-
gration. In order to validate the proposed context model, a case study is described in
Sect. 5, and finally Sect. 6 presents the conclusions and future work.

2 Conceptual Framework

Following are the main concepts related to business process integration and model
process variants.

2.1 Definition of Business Process Integration

The Business Process Integration -BPI- is defined as “the consolidation of a set of
process variants partially or permanently, in order to analyze and propagate changes
from its reference model, related to their structural, logical and organizational
information”.

The result of BPI is represented by the description of a process model, which
should allow the propagation of changes and ensuring a minimum amount of change,
which is considered as the similarity measure between the process involved and the
variants generated.

Figure 1 presents an example of business processes integration wherein starting
from two processes (Process A and Process B) a third process (Process C) is generated
to be able to replace both A (solid lines) and B (dashed lines). The first is composed of
two sequential activities and the second by two separate mandatory activities.

Therefore the process generated is composed of an activity ‘A’, a condition and an
activity of the process B. In this case the activities ‘A1’ and ‘B2’ are selected because
are appropriate for integration. Additionally, the process B contains a conditional C1 is
selected because it enriches the description of the process model generated.
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2.2 Model Process Variants

A variant is considered as the change of the structure of a business process, specifically
in instances of a reference model. Variants are classified into the following types:

Evolutions variants: Once a business process is in production, adjustments can be
made in the structure, due to the recollected information during execution leading to
perform redesign or optimization. Also changes may occur from the execution domain,
involving an upgrade process, for example, during the merger of two companies, it may
require two different versions of the same process.

Request variants: During process execution, situations can be generated by special
customer requests, for which adjustments are necessary to make. For example the case
making a sale to a corporate client, for which the company is prepared to do it only
with small and medium enterprise, therefore requires modifying the structure of the
process.

The main use of the variants is to allow the propagation of changes from a reference
model. The propagation can be of two types as well: Single and Multi-modal [8], the
first taken separately each of the variants and propagate the changes, while the mul-
timodal approach obtains a single process model from consolidation variants. Each
type has its advantages and disadvantages.

According to [9], change management involves three steps, (1) detection of dif-
ferences, (2) analysis of their relations, and (3) resolution of differences.

3 Related Works

The propagation of changes from a reference model to its instances focuses its efforts in
allowing the identification and alignment, either syntactic or semantic, among business
process models [10].

Weidlich et al. present in [11] a mechanism to support the change propagation
between models processes related. Basically from a given change, an abstract behavior
is generated in order to identify the region of change in process instances. Thus
alignment processes in inconsistent behavior is ensured.

Fig. 1. Business process integration
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Weber et al. define in [12] a process instance adaptation wherein common high-level
changes have been classified as change patterns. Authors discuss how changes can be
applied in a net system and in this way they introduce the notion of a change region.

For business process alignment, similarity metrics are often used [13] to measure
the degree of difference between two processes. The main focus thereby consists in
identifying their differences to attempt to minimize them.

Once processes are aligned then it is proceed to perform the integration. La Rosa
et al. consider in [14] the construction of sets of multiple models (called merged
models) as well as intersections. Merged models are intended for analysts who wish to
create a model that subsumes a collection of process models, typically representing
variants of the same underlying process.

Process variants exhibit a major challenge in story generation, search and retrieval
of information from events. Ruopeng et al. present in [15] a tool for discovering of
preferred variants through effective search and retrieval based on the notion of process
similarity, where multiple aspects of the process variants are compared according to
specific query requirements.

Ploesser et al. propose in [16] a model for the design of a context-sensitive process
which highlight relevant issues such as context modeling, context learning, taxonomies
of context and process operations associated with the business context.

Saidani and Nurcan propose in [17] a context model to delegate tasks based on
skills and experience wherein an operation can be executed or not by a role, depending
on changes in the requirements that have been previously expressed by the customers
of the process.

Bernal et al. present in [18] a constraint-based model for implementation and
invocation of activities in order to perform decomposition of objectives and thus to
obtain rules related to own model activities. Tavares et al. propose in [19] an archi-
tectural approach for managing the flexibility of business processes considering con-
textual information being gathered from the environment and thus attempt to improve
and automate adaptation mechanisms.

Mattos et al. show in [20] a formal background of business process models based
on conceptual models approach. This formalization seeks to identify the status of an
activity in order to support decision-making during the execution of a process.

It is important to develop solutions that provide the kind of contextual dependence
when integrating process variants, since the spread of non-relevant changes to the
structure and semantics of the model process integration could affect its performance
and representation.

4 Model Proposed

The context model for Business Process Integration proposed considers the propagation
of process changes from reference model towards process variants based on five stages
that are described as follows. However, before developing all stages some useful
definitions will firstly be presented.
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4.1 Definitions

Some useful definitions for context model development such as reference model,
activities, transition, domain, among others, appear as follow.

• Reference Model. Giving MR(A, Pr, Gw, T, Ev, Rv, D) the reference model is
composed of A: Activities, Pr: Participants, Gw: Gateways, T: Transitions, Ev:
Evolution Variants, Rv: Request Variant, and D: Domain.

• Activity. An activity is denoted by A(n, ctx, dom, pr, t), where n:Name, ctx:
Context, dom: Domain, pr: Participant y t: Activity type, for instance 66:Begin, 99:
End, 1:Activity.

• Transition. A transition is given by Tr(Ao, Ad, name). Ao: Activity Source and
Ad: Activity Destination.

• Domain: A domain is composed of concepts and contextual tags. These tags
determine the concept relevancy in a given context. Contextual tags are denoted by
EtqCtx (concept).

• Context: It is denoted by Ctx (st, ent, c) where st are Situations, ent: Contextual
Entities, c: Constraints. Note that it is necessary to determine what are the concepts
that are affected by the context from the domain context labels.

• Contextual Element: A contextual element deals with aspects of each activity such
as person, place, and applications involved in the implementation. Each contextual
element also has contextual information, represented in its properties.

• Situation: A situation is given by S (Eve(A), eCtx, ICtx(eCtx), Ri), where Eve is
the event that generated the variant by adding or removing activities, eCtx: Con-
textual Element, ICtx (eCtx): Contextual Information, and Ri: Restriction of asso-
ciated information, either organizational or operational.

• Structural Similarity: This concept deals with the number of activities, partici-
pants (actors), gateways, transitions, and rules that make up each of the processes.
In addition, a syntactic comparison is performed between process’s name and its
activity tags.

• Semantic Similarity: It seeks the degree of semantic similarity between the names
of the processes and activities, which depends on the domain of execution and the
context model.

• Performance Similarity: This concept refers to the execution time of activities and
process variants. In addition, it determines the frequency with which activities are
used.

4.2 Context Model Development

Five stages composing the context model development are presented as follows.
• Stage 1 - Conceptualization of variants. In order to clarify the concept of variant

and its relationship with contextual information associated with levels and situations of
process changes, an ontology was developed using the methodology “Ontology
Development 101” [21]. Figure 2 shows a class diagram fragment of the process variant
ontology.
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It is important to highlight that a business process can generate several variants.
Variants of a process have a relationship with execution domain information and
contextual situations. In turn, depend on constraints levels, which can be operational
and organizational type.

The definition of the levels and situations related to the context, can help to
determine whether or not to incorporate a couple of variants to propagate. Then can be
possible not propagate changes to process variants due to their constraint and con-
textual situations.

There are two kinds of constraint levels: (1) Operational levels of information, refer
to the data that can be manipulated from the workflow process variants and its objects
(activities, decision structures and actors) and (2) Organizational level, that takes into
account information related to the organization and its units, which depend on internal
rules and external.

• Stage 2 – Identification of Contextual Elements. The Stage 2 of the model
proposed regards the identification of contextual elements. For doing so, a taxonomy of
business process context is given by Saidani and Nurcan in [17], context elements
related to constraints and levels of consolidation schemes must be defined such as
availability, associated skills, experience, mental condition, physical condition, busi-
ness rules, process location, affinity actors and government, and regions laws.

• Stage 3 – Definition of Constraints. The definition of operational and organi-
zational constraints, useful for developing Stage 3, is associated with the levels of
process execution. In this way, operational constraints must be defined in terms of the
data manipulated from the workflow process variants, and also in terms of the process
objects like activities, decision structures, and actors. On the other side, organizational
constraints consider information related to the organization and its units that depend on
internal and external rules.

• Stage 4 – Formalization of Situations. In addition, the levels of integration
constraints can be affected by contextual elements represented by contextual situations
in the variants that must be initially formalized as follows: (a) process objects and
decision structures: availability, duration, execution date, frequency of use. (b) Actors:

Fig. 2. Class diagram fragment of the business process variant ontology
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skills, experience, age, physical condition, mental state. (c) Organizational units:
affinity actors, execution location, availability, business rules and governmental laws.

• Stage 5 – Reasoning and Retrieval. Finally, and after process variants —
represented through an ontology—, contextual elements, operational and organiza-
tional constrains, and contextual situations had been identified from Stage 1 to 4, the
construction of a reasoning mechanism is needed to be developed within Stage 5 in
order to search and retrieve every process variants generated. It is important to high-
light that the variant retrieval process uses the three following similarity techniques:
structural similarity, semantic similarity, and performance similarity.

5 Model Validation

The validation of the model is composed of two parts. The first one describes the case
study and the second follows all the stages of the context model development.

5.1 Case Study Description

The model validation is applied to the process called “Academic Self-Assessment” —
generally used in university scopes—, considers as a case study, which consists of the
following activities: Starting, Awareness Development, Software Process Opening,
Password Assignment, Weighting Development, Information Source Selection, Survey
Application, Software Process Ending, Improvement Plan Design, and Accreditation
Process Authorization.

There are 12 activities identified by codes as follows: 1 of Starting type (66), 1 of
Ending type (99), 1 of Exclusive-Gateway type (1), 2 of Inclusive-Gateway type (2),
and 8 of Normal Type (0). On the other hand, there are 20 process models among them
1 reference model and 19 variants (12 evolution variants and 7 request variants).

Table 1 exhibits the structural information of the reference model and its associated
variants where P: Participants, A: Activities, G: Gateways, T: Transitions, EV: Evo-
lution Variants, RV: Request Variants, and R: Rules.

The domain is composed of concepts and contextual tags. Concepts are the fol-
lowing: Committee, faculty, academic institution, self-assessment, awareness,
weighting, information sources, improvement plans, high quality accreditation, track-
ing. On the other hand, Contextual tags are the following: Place (institution), location
(awareness), person (weighting), location (surveys).

Figure 3 deploys the Reference Model of “Academic Self-Assessment”.

5.2 Context Model Development Based on Stages

The context model is initially defined in terms of situations and restrictions, then the
process integration objective is presented and finally the variant search and retrieval
which are based on similarity criteria.

• Stage 1 - Conceptualization of Variants. From the previously modeled con-
textual ontology emerges 12 variants by evolution and 7 variants by request. Variants
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by evolution only have events dealing with addition of activities. On the other hand,
variants by request have both events corresponding to addition and elimination of
activities.

Events refer to the action carried out on the process model structure, which did
consider the generation of a variant. Adding events include activities and participants of
the process. On the other hand, elimination events consider activities and transitions.

Table 2 gathers all the information of the variants.
• Stages 2 and 3 - Identification of Contextual Elements and Definition of

Contraints. The following contextual elements are identified in the case study:

– eCtx1(place, institution), where the “place” is the contextual entity and “institution”
is the contextual information.

– eCtx2(person, size), where the “person” is the contextual entity and “size” is the
contextual information.

Constraints. From contextual properties following constraints are identified:

– R1: If eCtx1 (institution) ==departmental =>update (key). This constraint classifies as
organizational type. It refers to whether the institution allows to “departmental” order
the input key into the management system is automatically assigned each semester.

– R2: If eCtx2 (size) < 5 => activity (participant, teacher). Although the origin of the
information is organizational, this constraint has a structural nature, since it directly
affects the structure while adding a new participant to the process.

Table 1. Structural information of the reference model

Code P A G T R EV RV

RM01 3 12 0 11 12 12 7

Fig. 3. Reference model of “Academic Self-Assessment”
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• Stage 4 - Formalization of Situations. The context model must be defined in
terms of situations considering their contextual elements. In the case study considered
situations are only identified for the MR2 – “Academic self-assessment”, since starting
from this model we will define the integration objective. The situations are the
following:

– S1 (Elimination (first time), place, institution (place), R1: departmental institu-
tion => upgrade key). This situation arises from the elimination event of activity
type Gateway “first time”. This activity is focused on determining whether it was
the first time performing the “self-assessment” process. If true, the input key is
assigned to the management software. Otherwise, it follows using the preceding
key. This situation directly depends on the organizational constraint “R1”.

– S2 (addition (make tracking), person, size (person), R: Committee members
< 5 - => do not track). This situation arises from the adding event of the activity
‘Track’ in charge of the Programme Committee and thus depends on the operational
constraint “R2”.

• Stage 5 – Reasoning and Retrieval. At first, the integration goal is defined, and
then, the variant search and retrieval are performed by applying similarity criteria.

Integration Objetive. It is described in terms of the reference model structure to be
affected and therefore it considers associated variants. For the case study an activity
called “generate follow-up report” is attempted to be added in charge of the Programme
Committee. However, it is expected that contextual model notifies that such an activity
can be added, but only taking into consideration the contextual situation, related to the
number of members of the Programme Committee.

Search and Retrieval of Variants. From similarity techniques and inference
mechanisms those variants concerning the integration objective —that will not be
affected by the change propagation— are retrieved. The retrieval process applies three
types of similarity known as structural, semantic, and performance thus obtaining
following results gathered in Table 3, where RM: Reference Model, V:Variants, NCF:
No contextual filter, and CF: Contextual Filter.

From 19 variants of the reference model, 15 variants were retrieved accomplishing
the minimum similarity degree. However, once the contextual filter was applied, 12
variants were finally obtained.

Table 2. Variants defined

Evolution Request Adding events Elimination events

12 7 3 12

Table 3. Search and retrieval of variants

RM V NCF CF

RM02 – “Academic Self-Assessment” 19 15 12

466 J.E. Giraldo et al.



6 Conclusions and Future Work

The instance representation of reference models using both evaluation variants and
variants-by-request allows determining whether generated changes are specific to the
execution domain or even if they are related to the context.

The main issue of defining a context model for business process integration is to
allow linking external and independent variables of the domain affecting the process
performance once a change propagation has been performed starting from a reference
model to its variants.

From the definition of a situation-based context model by using operational and
organizational constraints the process of variant recovery is improved since contextual
filtering prevents spreading unnecessary changes. However, the model presents some
weaknesses that will be addressed in following issues as future work.

– Design a functional prototype that allows the interactive and automatic represen-
tation of the integration objective and process variants.

– Perform a comparative study of similarity metrics in order to select those appro-
priate for handling the context.

– Formalize and integrate evaluation criteria of similarity metrics to the functional
prototype in order to determine minimum and maximum ranges that facilitate the
evaluation among processes.
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Abstract. Much of today’s information architecture for enterprise tools is
organized in a complex and feature oriented way – frustrating the users and
requiring tons of learning to be efficient. We introduced a task taxonomy
research project that studied a few hundred database users to understand their
responsibilities, roles, and tasks. We created a task taxonomy model filled with
large quantitative data on tasks. We found task hierarchy emerged from the
model and it had a strong relationship with user roles – implying role-based
workspace design principles. With the task hierarchy data, the degree of rele-
vance of task hierarchy could be estimated and applied for enterprise informa-
tion architecture designs.

Keywords: Task taxonomy � Information architecture � Enterprise � Database
management tasks � Database users

1 Introduction

Much of today’s information architecture (IA) for enterprise server tools was organized
in a complex and feature oriented way. What the users were interacting with was
arranged by features or objects, in a manner that was easy to make but hard to use. For
years, customer feedback on our database management tools included features hard to
find, too many tools with similar functions, tools not integrated, difficult to customize
for different users, and unable to scale for managing thousands of servers.

In response, the ‘Task Taxonomy’ project was started in 2006. It was to present and
codify a view of database users’ entire task space and to discover user task patterns to
inform enterprise IA designs. In the following years, data on user roles, responsibilities
and tasks with task frequency, time on task, task difficulty and task importance mea-
sures were collected. The task data were analyzed and card-sorted into a rigorously
defined Task Taxonomy Model, and loaded into an OLAP data cubes for further
exploration.

2 Background: Task Taxonomy Project

After “Task Taxonomy” project was started, standardized data collection protocols and
measures were formulated and used. Over 500 database users from 240 companies
worldwide were interviewed with data collected on their roles, job responsibilities,
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tasks and pain points. For each task on which a user reported, measures on frequency
with which the task was performed, average time that the task takes, and ratings of
importance, complexity, and satisfaction (5-pt or 7-pt Likert scale) were collected
during the interview. Example tasks and associated metrics are shown in Fig. 1.

The task data collected from those 500 users was analyzed in two stages allowing
us to derive fuller value. The first stage was to construct a rigorously defined Task
Taxonomy model. The second was to use SQL Server’s Analysis Services to place the
data into OLAP cubes that could then be data-mined. As such, the project has gone
through a few activities of taxonomy literature research, data cleansing and card
sorting, and discussions with engineering program managers, architects and internal
experts to refine the Task Taxonomy model, data cube creation and finally insight
reporting.

3 Development of Task Taxonomy Model

A taxonomy is often simply defined as a “systematic classification of information” [1],
which operates as experts’ classification in industry practices. “Taxonomies can be
defined as sets of rules and principles to ensure consistent classification of data and
information into ordered categories, attempt to address the problem of information
overload. A good taxonomy will bring order and cohesiveness to information portals,
thereby speeding up relevant information retrieval and improving business efficiency”

Fig. 1. Example of a user reported responsibility and tasks
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[2]. “Taxonomies are the classification scheme used to categorize a set of information
items. They represent an agreed vocabulary of topics arranged around a particular
theme. … we typically encounter hierarchical taxonomies such as in libraries, biology,
or military organizations” [3]. These definitions match well with the classification
research found in library science [4].

In defining Task Taxonomy for this project, we combined those approaches as we
relied on both experts’ and users’ knowledge to define the task hierarchy reflected in
the database structure. We also set up rules and principles to ensure consistent clas-
sification of task information across various input sources.

3.1 Task Taxonomy Model

The database users’ task taxonomy model composes of task hierarchy, action-object
map, and perspectives (see Fig. 2). A user self-reported task is typically a node in the
tree of the task hierarchy - a tree of different levels of tasks following a set of hierarchy
rules [4]. A low level task can be mapped on to a database UI action-object
map. Perspectives such as related technologies, features, job roles, and lifecycle pro-
cesses are different angles of looking at (or associating with) certain parts of the task
hierarchy.

Task Hierarchy. User’s responsibility and task data were first categorized and mapped
to a task hierarchy given a set of strong hierarchy rules [4]:

Fig. 2. Task taxonomy model diagram
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• Inclusiveness: The top class is the most inclusive class and describes the domain of
the classification.

• “Is A” relationship: A sub-class task is a member of a top-class task.
• Inheritance: Attributes of top class tasks are inherited by the sub-class and

sub-sub-class tasks.
• Necessary and sufficient criteria: To belong to a class, a task must have the nec-

essary and sufficient attributes.

A few other strong hierarchy rules such as mutually exclusiveness were not fol-
lowed in this model as many user tasks can fall under more than one category as
database operational verbs were standardized to fewer common terms.

Action-Object Map. Each of the level 3 tasks in the task hierarchy can be mapped on
to an action-object map to bridge user tasks to the set of operations entailed. It can be a
one-to-one mapping or a one-to-many mapping if the task relates to more than one
action or set of objects.

An atomic level of a user task can be expressed as:

IfAction sð Þ X Object sð Þ ¼ Operation;

ThenN Operationð Þ ¼ A set or series of operations ¼ Task

Simplifying a task can involve simplifying actions and object pairings, and/or
reducing the number of each by creating macros and combinations of action-object
pairings.

The action-object map does not imply verb-object order in the sense of a UI.
Similar to the way you can use the active or passive voice, e.g., the ball was hit by the
boy, the boy hit the ball. The action-object map doesn’t informs task sequencing either
- whether the object is selected first and then the action is applied, or the action is
selected first and the object is applied.

To control the differences in the descriptions that participants used to describe their
tasks using natural language, we consolidated synonymous verbs. Verbs with the same
or similar meaning were consolidated as action synonyms (see Table 1).

The interaction of actions and objects forms the action-object map that can be
associated with a level-3 task (see Fig. 3). Given the nature of objects, not all actions
are applicable for all objects. For example, it doesn’t make sense to apply “connect” or
“disconnect” to objects such as stored procedures, types, rules, functions, or triggers.
As we observed, the density of an action-object map might grow or diminish over time,
as users’ tasks and technologies evolve.

Perspectives. Perspectives are aspects with which a task is associated, such as tech-
nology area, feature area, job role, lifecycle stages, company size, industry, and so on.
These perspectives are associated with different sets of tasks and objects/actions at
different levels, with different densities. For example, database administrator (DBA) is
a job role perspective whose task space is associated primarily with database man-
agement tasks and database server objects. A developer role may be associated with
database design, query, debugging, testing related tasks, actions and objects. Similarly,
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high availability is a feature area perspective and associates with database backup,
recovery, monitoring, performance management, troubleshooting and other related
tasks.

3.2 Task Taxonomy Data Cubes

The raw user task data were transformed into a set of standardized scales. For
inconsistent rating scales used by different researchers in earlier data collections,
7-point Likert scale was used. The frequency data were converted to the number of
occurrence for a year. Time on task were converted to hours. The raw data were then
mapped onto the task taxonomy model through assigning each data record to the task
hierarchy (if there is no existing record, a new level 1/2/3 task is created based on the
hierarchy rule). Then the level 3 task data was mapped to the action-object map. In the
meantime, the record was also tagged with perspectives. E.g., database backup was
tagged with DBA role, Windows Server platform, high availability feature area etc.

Table 1. Example of consolidated actions

Action name Action synonyms Paired with

Browse Drill down | Locate Search/Browse
Copy Replicate
Create Install | New | Design | Code Create/Remove

Fig. 3. A part of the Action-Object map
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After the mapping and tagging were complete, the entire database tables were
loaded to SQL Server Analysis Services (SSAS) cubes. Task hierarchy, action-object
map, and perspective data were defined as dimensions. The task measures such as
ratings of importance, complexity, task frequency, and time on task were defined as
measures. The SSAS would then enable us to create pivot tables in MS-Excel to
explore the relationship among task measures and task dimensions.

4 Findings

4.1 Database Management Task Hierarchy

A task hierarchy was generated from the SSAS cubes. The level 1 tasks were defined
with SQL Server engineering architects and domain experts as four areas of user job
roles. As our study participants were mostly DBAs, the data distribution skewed
towards more database management tasks (83 % data points), less on application/BI
development and management (11 %), service lifecycle management (6 %), and almost
none on data consumption (0.1 %). Hence, we focused on database management tasks.

Under database management, twelve responsibility areas were classified as level 2
tasks: backup and recovery, data integration, database design, database maintenance,
database monitoring, performance management, security management, storage man-
agement, troubleshooting, metadata management, documentation and sharing, and
policy/compliance management (see Fig. 4).

Under each level 2 task, numerous level 3 tasks were classified. For example, under
backup and recovery, level 3 task could include database backup, disaster recover,
database restore, backup monitoring, maintenance plan and etc.

Fig. 4. Example of database management task hierarchy
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4.2 Task Hierarchy and Roles

Our early user interviews found that database user roles are heavily overlapped in small
businesses with a common notion of “I wear multiple hats – I do it all”. In large and
enterprise companies, user roles become more distinct, and tiers are created to meet the
business workload needs. Research shows that in even in these environments, however,
roles expand and change, overlap, get delegated across individuals, and differ greatly
from company to company. This has implications for the way we construct our UIs,
information architectures, roles and permissions, and delegation models.

Role Differentiation: Fig. 5 shows the responsibility areas that are covered by dif-
ferent roles. “DBA” as a general database role covers almost the entire responsibilities
area. However, the general DBA role could split into multiple roles such as Applica-
tion DBA, System DBA, Data Warehouse DBA, BI DBA in larger firms. The splitting
of a big DBA role implies the shift of responsibility focuses - from covering the broad
area of responsibilities to focusing on a smaller set of specialized responsibilities. For
instance, System DBAs are responsible for troubleshooting, database deployment, and
monitoring and maintenance tasks at the Operating System level. Many BI or Data
Warehouse DBAs roles are generated (mostly from senior DBAs) in companies where
large BI systems are deployed.

Role Stratification: DBAs at different tiers working at different tactical-strategic levels
are common in many enterprise companies, especially in companies which have out-
sourced their tier-1 support. Indirectly, Fig. 5 provides comparative information on
role-responsibility mapping among DBAs, DBA managers, and DATABASE Archi-

tects. As DBAs move up the ladder from senior DBA to DBA Managers, and to DBA
Architects, their responsibilities shift from working at the tactical level to strategic
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Fig. 5. The coverage of responsibilities and tasks by database user roles
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planning, design, performance, and data quality and data integration related
responsibilities.

4.3 Task Hierarchy and Degree of Relevance

The data cubes provides relevant measures on task hierarchy and perspectives from the
task measures collected. The aggregated importance rating and frequency provided a
good estimate of how relevant of a lower level task to its higher level task and to a
particular perspective such as a job role (see Table 2). For example, under level 2 -
performance management, relevant tasks include performance monitoring, performance
tuning, profiler tracing, and troubleshooting. This could be further traced down to the
action-object level. Relevant objects include performance data, performance plans,
queries, stored procedures, user databases, and server instances. Relevant actions
include tune, monitor, trace, debug, and check or review (see Table 3).

5 Implications and Applications

5.1 Information Architecture Design Constructs

The task taxonomy model has provided instruments for defining database enterprise
system IA. The task hierarchy and its interaction with different perspectives such as job
roles reflects the ways how the users structure, slice and dice their work towards
achieving different goals. Level 1 tasks represent different job roles and therefore
correspond to different tools or applications that are designed for those roles. Level 2
tasks of responsibilities represent the clustering of users’ common goals in dealing with
the same set of objects in the same context. They are the workspaces inside the tool for
a particular user role. The responsibilities are similar to the user goals described in
Goal-Directed Design by Cooper et al. [5].

Design Role-Based Workspace as Distinct Interface for Best Fulfilling Responsi-
bilities. In UI design, a responsibility can be supported through a common workspace.
For example, database design is a major responsibility for DBAs, DB Architects, and
DB Developers. Database objects include servers, databases, tables, and foreign rela-
tionships. A database design workspace serves a common goal to monitor, create, and
update all those objects. However, roles with the same responsibility may have dif-
ferent focuses. The workspace should be optimized for different tasks for each role. Of
course, different roles may have different set of workspaces.

Optimize for Personalized Views to Support Role Differentiation. For database
design tasks, DB architects care more about logical designs but DBAs care about how
to implement it. DB architects are required of a deep understanding of business
requirements, technology, and resources to create an appropriate logical design.
In contrast, DBAs may care more about the physical implementation. Therefore, DB
Architects and DBAs need different focal views when dealing with different forms of
database design.
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Provide Relevant Task and Actions in the Context. In database administration, team
communication, project versioning, documentation, guidelines, script library, and
templates are critical for the job. These should be designed in the context of the
corresponding workspace and tasks.

Balance the Focal Views and Context Using Relevance Measures. The task mea-
sures provide comparative weights for any workspace, tasks, and UI objects and
actions. In performance monitoring workspace, database availability and response
latency are the primary goals. They should be designed as the focal view whereas
performance guidelines should be minimized in its context.

Table 2. Examples of tasks and task measures for degree of relevance

Task hierarchy Importance Frequency Time on
task

Satisfaction

Level 1 - Database Management 6.30 3.79 6.96 4.73
Level 2 - Policy/Compliance
Management

7.00 5.00 2.00 1.00

Level 2 - Backup, Recovery, High
Availability

6.83 3.76 7.48 5.39

Level 3 - Monitoring Backups 7.00 4.80 1.67 6.00
Level 3 - Test Or Check Backup 7.00 4.67 4.00 5.50
Level 3 - Review
Backup/Recovery

7.00 3.50 2.25 3.25

Level 3 - Test Failover 7.00 3.00 3.00 7.00
Level 3 - Test Recoverability 7.00 3.00 3.00 3.63
Level 3 - Database Recovery 7.00 2.50 3.17 5.50
Level 3 - Log Shipping 7.00 2.00 6.00 5.50
Level 3 - Database Restore 6.86 3.55 2.17 5.00
Level 3 - Database Backup 6.84 4.35 1.80 5.45
Level 3 - Setup
Backup/Maintenance Plan

6.83 2.78 28.56 6.00

Level 3 - Disaster Recovery 6.67 3.67 15.50 6.50
Level 3 - HA Maintenance 6.63 1.00 80.00 4.00
Level 3 - Maintain Backup Restore 4.00 4.00 0.17 5.50
Level 2 - Monitoring 6.65 4.23 2.38 4.81
Level 2 - Security Management 6.58 3.53 1.15 3.86
Level 2 - Maintenance 6.57 4.74 1.88 5.44
Level 2 - Data Integration 6.45 3.65 6.05 4.36
Level 2 - Database Design 6.37 3.82 11.13 4.70
Level 2 - Documentation &
Sharing

6.20 3.33 6.59 3.68

Level 2 - Performance
Management

5.92 3.69 5.48 4.78

Level 2 - Troubleshooting 5.40 3.82 2.64 4.26
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5.2 An Extended Framework to Goal-Directed Design

Goal-Directed Design [5] has a simple premise: “If we design and construct products in
such a way that the people who use them achieve their goals, these people will be
satisfied, effective, and happy and will gladly pay …, translate into business success”
(page 3). It differentiates goals from tasks or activities that “a goal is an expectation of
an end condition, whereas both activities and tasks are intermediate steps…” and goals
are “driven by human motivation, they change very slowly … over time” (page 15).
Goal-Directed Design draws a direct line between a user’s initial state and the end state
of the objectives he or she wants to achieve, eliminating the noise from other aspects
such as activities, tasks, technologies, or solutions.

When come to IA design, the task taxonomy model leads us to focus on user goals
using quantitative data – inducing user goals through the task hierarchy, action-object
map, with relevance measures, and placing the user goals in the multi-user,
multi-group, multi-purpose, and collaborative context. As shown in Fig. 6, the level 2
responsibilities in the task hierarchy represent clusters of users’ common goals and
should be designed as workspaces in the UI. The level 3 tasks represent the individual’s
long term goals within that responsibility. Therefore, when a large amount of user
task data were collected and degree of relevance of each task were calculated,
the workspaces could be organized and personalized as high level navigation nodes for
each user role to better fulfill that responsibility. Within that workspace, the focal views
could be designed as the evolving user needs for the most important and frequent tasks.
Many supportive tasks would be designed as its context.

Table 3. Example of relevant tasks, objects and actions under L1 database management

L2 Responsibility L3 Relevant tasks Relevant objects Relevant actions

Performance
management

Performance
monitoring

Performance data Tune

Performance tuning Performance plan Monitor
Profiler tracing Stored Procedure or

query
Trace

Troubleshooting Server instance Debug or
troubleshoot

Tuning codes User databases Check or review
Maintain
performance

Database server Create

Performance Views Design
assessment Indexes Maintain
Query performance Programmability Find
File management objects Test

Tables Upgrade
Design, models Measure

Run
View
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5.3 Design Illustration

To illustrate the idea, Fig. 7 shows the use of the task data to design a database
management IA. For a DBA role such as a production DBA, the enterprise database
management tool is customized with fewer workspaces that are optimized for his/her
job. Within the Backup and Recovery workspace, a navigation structure with focal
views and personalized views provides a quick access to the important backup jobs,
backups and schedules. In the context, tasks/scripts, disaster recovery solutions, and
others are designed as context views – context sensitive to the active focal view.
Switching over to the performance workspace, he/she may see performance monitoring
meters, gauges, alerts and recommended actions with backup and recovery tasks in its
context.

Fig. 6. Extended Framework of applying task taxonomy model in IA design

Fig. 7. Illustration of applying task taxonomy model and data to enterprise database
management tool design. Note: the design was only an illustration of the extended task
taxonomy design framework. It was not designed for any potential or future Microsoft products.
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6 Summary

From features-driven to Goals-Directed design, from easy-to-make to easy-to-use, the
shift into a user centered design culture is critical to user satisfaction, customer loyalty
and product success. Such a shift requires a re-thinking of our product design and
development processes, attention to the overall user experience, and the dedication to a
comprehensive understanding of user’s responsibilities, tasks and organizational con-
text, as well as their personality and emotion aspects if possible.

In this project, the task taxonomy model and task data provide clear underpinnings
for planning and designing an enterprise IA, and for sorting out the complex rela-
tionships among individual and team goals and responsibilities. It is an extension and
quantification of Goal-Directed Design. Placing users in a goal-structured workspace
can reduce the costs and shorten the time required for training during role shifts and
transitions, and drive team collaboration. Our recent dashboard and role-based designs
on enterprise management tools have shown greater usability and higher customer
satisfaction – partially attributing to this project.
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Abstract. Prolonged unemployment can lead to depression and a loss of self-
esteem. Gamification is a strategy that engages and motivates groups of people
by implementing game mechanics and dynamics in an existing non-gaming
system. This paper studies the possibility of using gamification to motivate job
seekers. To test the effectiveness of the ideas proposed in this paper, a between-
subjects study was executed. Those results, although preliminary, do suggest the
potential of including gamification features in job seeking systems.

Keywords: Gamification in business · Jobseekers · Unemployment

1 Unemployment in the Netherlands and Globally

Data from the Dutch institute for statistics state that in March 2014 there are a total of
691 thousand unemployed people in the Netherlands, which is 8.8 % of the Dutch labor
force (CBS, 2014). This is the highest number of jobseekers in the Netherlands that was
ever measured.

The high rate of unemployment does not only occur in the Netherlands, it is global.
In fact, compared to other European countries, unemployment rate in the Netherlands
is relatively low. In other countries it ranges from 6 % or below (Germany, Austria, and
Luxembourg) to well above 17 % (Portugal, Spain, Greece) (Friedman, 2013). This data
makes it evident that Europe is clearly struggling to recover from the economic crisis
of 2008. The high unemployment rates and debts of some European countries have and
will have effect on the recovery of other European countries due to the fact that all
European countries financially depend on each other because of trade.

Nevertheless it is not just Europe struggling to recover from the global financial
crisis. Estimates of the International Labour Organization (ILO) state that global unem‐
ployment increased by 5 million people in 2013 and that if it continues to follow this
trend it will rise by a further 13 million people by 2018 reaching more than 215 million
jobseekers (ILO, 2014). The areas with the largest slowdown of economic recovery are
southern and eastern Europe, Latin America and South-East Asia. A lot of those people
are young in age and have just entered the job market.
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1.1 The Causes

The World Economic Forum lists the causes of youth unemployment as: population
growth, education that is often not adequately matched to what is needed on the job
marked, discouraged youth, lack of national comprehensive policy framework and defi‐
ciencies of labor market institution and policies (World Economic Forum, 2013).

The cause that is particularly motivating our research is the discouraged youth. The
ILO reports that in 2012 there were 75 million youth worldwide that were out of work
and that an additional 6 million have given up looking for a job completely (International
Labour Organization, 2014). In addition to the youth there are other demographic cate‐
gories affected by discouragement. Older generations that have lost jobs also have
trouble staying motivated to find a job. Reuters (Mukitani, 2013) quotes assistant
professor of economics Peter McHenry: “People are just giving up the search for work.
A lot of them would like to work and they aren’t, that is a serious sickness in the
economy”.

2 Integrating Jobseekers

This section will analyze the situation of the jobseeker. We first analyze the psycholog‐
ical effects of job loss and how they affect the motivation to actively look for a job. After
we present some solutions that can help motivate the search for a job.

2.1 Job Loss

To understand why people are giving up searching for a job after losing a job, one needs
to breakdown the effects of job loss. Job loss can be defined as an event where employ‐
ment is involuntarily taken away from an individual. Job loss can have many negative
psychological effects on people. De Witte (1993) describes that job loss causes activities
to feel pointless, social contact to suffer, day-to-day life to be disrupted and deterioration
of self-esteem and confidence can occur. After long-term unemployment, these symp‐
toms may lead to depression.

These symptoms make it emotionally even harder for unemployed people to find a
new job. Missing the structure of day-to-day life and missing the daily work commitment
and time spent at the workplace causes the unemployed person to feel bored and unful‐
filled.

More specifically, job loss can be broken down into seven emotional stages (Straits,
2014): denial, disbelief, outward anger, inward self-criticism, withdrawal, reflection,
and acceptance. After denying, disbelieving and the blaming of third parties, a person
who has just lost a job comes into stage four, inward self-criticism. At this point, confi‐
dence and self-esteem wane by overthinking past events and blaming the self. The next
stage is withdrawal. After losing self-esteem and confidence, the person will hide and
find excuses to avoid contact in the external world, which may (if the person does not
receive enough social support) lead to depression.
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2.2 Motivation

People are goal oriented. Everything we do is with an end goal in mind. We either
perform activities because we enjoy the activity itself, or we perform activities for
the reward it brings. As Deci and Ryan (2000, p. 60) describe: “Extrinsic motivation
is a construct that pertains whenever an activity is done in order to attain some
separable outcome. Extrinsic motivation thus contrasts with intrinsic motivation,
which refers to doing an activity simply for the enjoyment of the activity itself, rather
than its instrumental value”. When reading this description of extrinsic and intrinsic
motivation one might think that for most people, job seeking is driven by extrinsic
motivation. The act of looking for a job is generally not seen as a fun activity but
rather the means for having a job. However, intrinsic motivation can be stimulated
by making the activity in itself fun.

A common method for people to be intrinsically motivated is to approach a mundane
activity not as work but as play. The classic example of this concept is demonstrated in
Mark Twain’s novel The Adventures of Tom Sawyer. In the book, Tom is asked to
whitewash a fence (Twain 1876). When one of his friends shows up and teases Tom for
doing a mundane activity, Tom tells his friend that he enjoys doing it – “Like it? Well I
don’t see why I oughtn’t to like it. Does a boy get a chance to whitewash a fence every
day?” (Twain 1876, p. 14). Tom’s friend is convinced and asks if he can partake in the
activity.

2.3 Setting Goals

A combination of short term and long term goals can have a significant effect on the
motivation of job seekers. De Witte (1993) states that when setting a goal, the motivation
for achieving that goal is determined by the confidence in achieving that goal. However,
rarely, the motivation for achieving a goal is only determined by the close deadline. De
Witte gives as example that studying for an exam is seldom motivating in itself, the
possibilities that are opened for completing the exam are often motivation for completing
it. It is known that people are not easily motivated for goals that are far off. Having a
set of short term sub goals can help make a related long term goal more attractive if all
sub goals lead to the realization of the long term goal. The short term sub goals serve as
a bridge towards the long term goal. Job seekers need to create a plan that is filled with
short term sub goals that help them focus on short term objectives. Next to the job
seekers’ benefit of having short term objectives, having a reachable array of sub goals
can also improve their confidence towards the long term goal making it more motivating.
An important reason for the success of having sub goals is that the job seeker has the
possibility to receive feedback. De Witte (1993) suggests that feedback can keep job
seekers focused on their goals, and gives them clarity over the correctness of the path
they are taking “Giving autonomy and informative feedback plays a key role in the
development of intrinsic motivation, especially to people with self-development needs”.
(De Witte, 1993, p. 7).
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2.4 Social Support

Succeeding to make progress stimulates motivation, setbacks and failing to make
progress can significantly lessen motivation. Studies have proven that providing social
support to during these setbacks has a positive effect on the motivation to engage in job-
seeking and the job-seeking self-efficacy. A rigorous experiment in 1989 split 928
recently unemployed adults randomly into an experimental group and a control group
(Caplan et al. 1989). The experimental group were assigned trainers that supported the
members with practical advice on job seeking as well as positive social reinforcement.
The results were that the experimental group yielded higher quality reemployment in
terms of earnings and job satisfaction, and higher motivation among those who were
still unemployment.

3 Gamification

“Gamification is an informal umbrella term for the use of video game elements in non-
gaming systems to improve user experience (UX) and user engagement.” (Deterding,
Dixon, Khaled, and Nacke 2011, p. 1) Gamification is a new strategy that can engage
and motivate groups of people by implementing game mechanics and dynamics in an
existing non-gaming system. Gamification is used to gain customer loyalty, educate
children and adults alike, it is even used to motivate in doing everyday tasks. A successful
gamification system is for example the iOS app called EpicWin created by Rexbox and
Supermono that motivates people to do daily activities by turning them into quests in a
simulated adventure. Another example of a different gamification system is Badgeville,
a system that motivates team members in large companies to cooperate by giving
rewards and short term objectives.

3.1 Mechanics of Gamification

Two common terms in gamification are game mechanics and game dynamics. Game
mechanics are the elements that game designers put in place to engage gamers, while
game dynamics represent the fundamental needs and desires that are satisfied by the
game mechanics. Bunchball (2010) presents six of the most prominent game mechanics
that are used in gamification: points and levels, challenges, virtual goods, leader boards,
and gifts and charities. There are many variations of these mechanics, but all of them
can be generalized to six core mechanics.

Points quantify the users’ progress and quality of their engagement. People naturally
enjoy collecting, and this makes distributing points for activities a very effective
mechanic. Levels serve as milestones for the progress of the user. It is motivating to see
your own progress and levels serve as an extra motivational boost by highlighting a
certain milestone.

Challenges give the user a clear goal to strive for. As discussed in chapter 2.3, setting
clear and attractive objectives can have a good effect on motivation. These objectives
can also be used as an opportunity to entice the user to explore different parts of the
system.
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Virtual goods are non-physical objects that have value in the game world. They can
be anything from badges and decorations to virtual clothing and accessories that are
bought with the currency of the system or rewards for completing certain objectives in
the system. Often virtual goods can be gifted to other users in the system.

Leader boards quantify the results of the competitions between users. It gives users
a chance to compare themselves to other users in the system. This can also have positive
and negative effects. Competitive participants can gain self-esteem by climbing the
leader boards and set goals for them to improve. Non-competitive participants can
become demotivated when they see that they are on a low position in the leader board.
Some participants may not want to compete but just improve themselves; these are all
valid reasons to never force participants to be placed on the leader boards unless the
goal of the system is improve competition in users.

People can have a lot of different goals when gifting to others. They might want to
gain a friend, win prestige or respect or simply want to feel better by enhancing their
self-esteem by giving to others. Participants can use gifts in gamification systems to
improve their relationships with other participants.

3.2 Dynamics of Gamification and Gamer Types

The reason that people are motivated by the game mechanics is because of the game
dynamics. Bunchball (2010, p. 10) links the game dynamics to human desires – “People
have fundamental needs and desires. Game designers have known for years how to
address these needs within gaming environments, and gamification now enables these
precepts to be applied more broadly”.

Figure 1 displays a table that links the game mechanics to game dynamics (named
“human desires” in the image). Each game mechanic has a set of linked human desires
represented by the blue dots, and one perfect match represented by a green dot. Not all
people have the same personality and the same desires and this affects which is their
most pursued game dynamic. The psychologist Richard Bartle proposed that players of
video games can be divided into four different personality types; Killers, Achievers,
Socialites and Explorers (Bartle. 1996) One can tell the personality type of gamers by
analyzing what games they play and how they play them. Killers enjoy competition and
like to compare themselves to other players and are mostly motivated by competition
and challenges. Achievers are completionists at heart that enjoy collecting. This type of
gamers will be most interested in the game mechanics that grant them status and
achievement. Socialites like to co-operate and make friends. This type of gamers will
be most attracted to engage in mechanics that grant them satisfaction in self-expression
and altruism. Explorers are the free spirits that want to experience new things all the
time. In traditional open world games, explorers would want to explore the environment,
in gamification systems they would want to explore and experiment with all of the
mechanics.
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Fig. 1. Human desires linked to game mechanics (Bunchball, 2010)

4 Gamification for Work Reintegration

To find an aspect that can be gamified, one needs to seek something that all jobseekers
can identify with. An artifact that is common among all jobseekers is the CV. A CV is
a testament of the professional progress that a person has gone through and is necessary
for all people that want to find a job. The CV shall be used as the starting or main
foundational focal point for the proposed gamification platform.

A CV can already be linked to three human desires presented in Fig. 1: status,
achievement and self-expression. The system-concept we present in this paper is focused
in improving the quality of the participant’s resume. The CV is only the subject for entry
into the system. After accessing the system, the user will enter into a community with
fellow job seekers. The system is designed to motivate and guide the user into integrating
or reintegrating into working life. There are many services that provide jobseekers help
with improving the quality of their CVs, but many of them cost money and make the
resume fall into a pre-defined template. Thus, the concept we present in this paper can
be an alternative business model to the existing ones.

4.1 Core User Requirement of the System and System Description

The requirements of this system are in line with the desires of job seekers. Our system
needs to create a daily structure and clear goals and sub goals for the job seeker. The
system should also encourage and facilitate social contact and motivate the user to make
new connections. The system should also make the activities of the jobseeker seem more
meaningful and attractive.

The proposed gamification system is an online platform that encourages and facili‐
tates (i) improving resume of job seekers and (ii) motivating them in the search for a
job. In the system, users are rewarded credits to give feedback on the resumes of others.
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They can then request feedback on their resume from other users by spending credits
earned in the game. Users can also spend earned credits in “purchasing” other rewards
like training courses, job magazines, etc. (Fig. 2).

Economy and Virtual Goods. The system features three different currencies that have
different uses and different ways of obtaining them. Activity points represent the expe‐
rience of the player and are gained with everything the player does in the system. They
are mainly meant to give the user a sense of progression and a means for comparison
with other users. Reward points represent the quality of the user’s feedback. When a
user has a lot of reward points it indicates to other players that his/her feedback is often
appreciated. Credits are granted to the user when the user earns reward points. Users
can use credits to request feedback from other players on their own CV or to purchase
real life and virtual goods.

The user progresses through the game by earning activity points and reward points.
By progressing through ranks, the user unlocks more features in the game. The reasoning
behind this is to ease the player into the more advanced features like the standard pass
feedback. A sense of progression will make the user feel more competent.

The goal of the challenge system is to provide the user with concrete short term
objectives. These objectives can introduce users to unexplored parts of the system and
motivate users to increase their effort. Completing an objective can give the player a
boost in confidence and a sense of competence.

Fig. 2. A mock-up screen of the proposed system displaying the review system which is used to
give feedback on the CVs of others.
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As aforementioned, users can use credit points to purchase virtual goods and real
life rewards. As discussed earlier this reward system can lead to over-justification.
However, in this case, the activity that users practice is not widely considered to be an
enjoyable activity. Moreover, the rewards that are presented in the system are all means
to achieve the same goal as the system motivates the users for.

Although interaction between users is kept anonymous when transferring feedback,
users have the possibility to connect with one another after the completion of the transfer.
The system does not aspire to be a social network but encourages interaction between
users. However, this system also has the potential to build a strong community as it
shares one important aspect with Fitocracy; likeminded users with same goals (Fig. 3).

Fig. 3. Part of the concept UI displaying the user’s progression and achievements

5 System Evaluation

To test the effectiveness of the proposed gamification system, two systems were
designed and tested. One system represented the proposed gamification system with all
of its game mechanics in place. The other represented the proposed system without any
of the gamification elements. The research design was between-subjects and the meas‐
urement instrument an online questionnaire distributed to 34 jobseekers.

The questionnaire was created with the purpose of measuring the system’s perception
of use. It included seven-point Likert scale items such as: “I think this system will moti‐
vate me to improve my CV”. Participants were requested to give their opinion on the
review, feedback and overall system whereas the questionnaire for the gamified system
had additional statements about the reward, profile, challenge and network system.
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5.1 Results

T-Test Results. The two statements regarding motivation that were included in both
questionnaires were: “I think this system will motivate me to improve my CV” and “I
think this system will help motivate me when looking for a job”. We filtered data captured
by job seekers (N = 68).

Both aforementioned statements were analyzed using the T-test, nevertheless the
results did not yield a statistically significant difference. We did observe though the mean
values to be in the expected direction. For example, the question: “I think this system
will motivate me to improve my CV” between the non-gamified questionnaire score
yielded a mean value of M = 5.15 (SD = 1.019, N = 34) and the gamified questionnaire
score M = 5.29 (SD = 1.404, N = 34), t(66) = −.494, p = .623.

The same observation was more obvious on the question: “I think this system will
help motivate me when looking for a job” between the non-gamified questionnaire score
(M = 4.47, SD = 1.331, N = 34) and the gamified questionnaire score (M = 5.00,
SD = 1.633, N = 34), t(66) = −1.465, p = 0.148.

Descriptive Results. The questionnaire also included items beyond the system’s eval‐
uation and was answered by job seekers (N = 68) as well as participants not actively
looking for a job (N = 62). One apparent finding is that 112 of the 130 participants
believe that their CVs can be improved. This means the majority of the participants fit
the target audience requirement.

Six participants used a review service before and most of them agreed that the service
they used was useful. One of the services was an online tool that assisted in building
their CV. Two of the services were private services. The remaining three were educa‐
tional institutions. This means that none of the participants had ever used a service like
the one proposed in this paper.

The first statement about the system was about the review system. Figure 4 displays
the results for this statement from both questionnaires. The great majority of participants
agreed or somewhat agreed that the review system would be useful to them.

Fig. 4. Answers to the statement “I think the review systems presented are useful for reviewing
the CVs of others”.
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The graph in Fig. 5 displays the survey results of the statements about gamification
features in the gamified questionnaire. Overall, for each feature, most participants agreed
or somewhat agreed that the feature would motivate them. However, it is clear that some
features were more appreciated. The feedback system is especially well received. 54 out
of 65 participants agreed or somewhat agreed to this feature being motivating. The
reward system and network system are both well received as well, but the profile and
challenge systems had mixed results.

6 Discussion

In both questionnaires, a great majority of the participants agreed that the proposed
system would be useful and motivating and the data pointed preference towards the
gamified system. As it is the first CV tool that works in this way, it might have a big
impact on the industry. The biggest difference between traditional CV tools and the
proposed system is that there are no experts necessary for the system to function. This
can be seen as a benefit or as a limitation. A benefit of not having exclusively experts is
that feedback is given free of cost and more rapidly. On the other hand, a limitation to
this aspect is that the quality of feedback could be perceived unprofessional and therefore
less useful. However, we believe that this limitation will wear off in the long-term. When
the system has more active users and a hierarchy of users has been established by
rewarding quality, the quality of feedback will increase greatly as examples are set and
a culture has been established.

Another limitation of the system may be the subjectivity of CVs. There is no
unique, single standard of a good CV and different users will have different ideas
about the ideal CV. This may cause users to receive contradicting feedback and leave
them clueless about which one to pursue. The system should encourage users to make

Fig. 5. Participants’ opinion on the gamified elements demonstrated in the gamified survey.
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their own independent decisions. Independence (having a clear individual stand) is
a necessary value in a highly networked, self-organizing environment.

A reason for the mixed reviews of different gamification features may be the differ‐
ence in personality types. As presented previously, there are four different gamer types
that each has a different preference in game mechanics and experience. The challenge
and progression systems would be attractive mechanics to achievers and killers as it
gives the user something to collect and clear goals to complete.

7 Conclusion

The worldwide unemployment crisis has led to many people being unemployed for long
periods of time, it has also made it harder for graduates to find employment. Long term
unemployment can lead to the deterioration of self-esteem, a lack of day-to-day struc‐
ture, a lack of social interaction and many more negative psychological effects which
can all lead to depression. This paper has established that there is a great need for systems
that motivate and support jobseekers. We presented the mechanics, dynamic and types
of gamification. The dynamics of gamification are similar to the needs of jobseekers.
This means that the use of gamification mechanics can solve the motivation problems
if used in an effective matter.

Further, we presented a gamification system in which jobseekers improve the quality
of their CVs. The system contains several gamification mechanics that satisfy the needs
of jobseekers. The system contains a progression system that visualizes the improve‐
ments of the user, a challenge system that provides clear objectives to the player and
rewards that give the player added extrinsic motivation.

To evaluate the effectiveness of the designed system online questionnaires with job-
seekers compared two proposed systems for helping job seekers with improving their
CVs: a system with gamification features and one without any gamification features.
The results, although not statistically significant, point in favor of the gamified system
for motivating job seekers. The feedback system, reward system and network system
were perceived to be the most motivational gamified elements. The feedback system
gives users the same short term and clear objectives as challenges do. We imagine this
review and feedback system to be used effectively by governmental organizations.
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Abstract. User experience has been regarded as the focus of technology design
following the diffusion of information technology into the society level. There
are many researches discussing user experience as a concept from the software
testing and design perspective and seldom the specific dimensions of user
experience are investigated. This research attempted to conduct a case study to
explore the psychological dimensions of user experience from the interpersonal
relationship theoretical perspective. Specifically, a case study on the usage of
SAP ERP system has been conducted and 8 enterprise systems users have been
interviewed to reflect on their interactions with the ERP system. The interper-
sonal relationship features is reported missing from the current enterprise sys-
tems design. Implications to both researchers and practitioners are provided.

Keywords: User experience � Interpersonal relationship � Case study �
Enterprise systems

1 Introduction

User experience refers to the subjective, dynamic and emotional side of technology
usage from users’ perspective [1]. Originating from the practical side of interface
design, user experience has recently been penetrating into the academic field, especially
HCI discipline, mainly because of the recent design stream alongside burgeoning social
computing devices such as iPad, tablet PCs and smartphones. The technology
advancement has allowed the design of the computer devices to not only focus on the
functional part of the product, but also the aesthetic, affect, or hedonic side of the
product. At the same time, the information technology has diffused into the society
level and the growth of user base demands for more interactive interface [1]. Following
this trend in the industry, studies on user experience appears in main stream journals
and recently becomes a main stream study in user interface design field. It has replaced
the previous word interface design for it provides richer meaning and broader context.
Given this fact, many new software product developments focus on holistic user
experience from user’s perspective to improve product quality as well as the overall
business performance. Several studies have reported better performance of the com-
pany by focusing on user experience. For example, Suh and Chang [2] has investigated
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the role of telepresence in the online shopping environment and found that telepresence
could directly or indirectly augment consumers’ product knowledge, attitudes and
purchase intentions, and reduces consumer perceptions of product risk and discrep-
ancies between online product information and actual products.

With this wave of new user experience design, the software design has shifted from
function-centred to user experience centred. However, the interfaces of most enterprise
systems, such as ERP systems are still in its legacy state, i.e., the interfaces of these
large systems are hard to change due to the scale of the software. The interface of many
such systems could be traced back to at least ten years ago. The implementation of such
systems involves huge investment and takes very long period of time. As reported in
previous studies, there are many barriers in implementing such large systems in the
organization [3]. At the same time, previous studies have also reported that hedonic or
emotion factors such as affect [4] played an important role in determining information
technology usage in workplace. The improvement of the social and emotional per-
spective of the enterprise systems should be able to improve employees’ adoption rate
of the information technology, leading to improved productivity. Study also report that
user experience variables such as hedonic factor influence employee’s continued
adoption of enterprise systems [5]. We thus infer enterprise systems’ adoption rate and
performance could be improved greatly by focusing on improved user experience.

The aim of this research intends to investigate user experience of the current ERP
system through a case study. During the study, ERP users from different stages will be
interviewed for their experience of the existing ERP usage. Both the hedonic and
functional experience will be investigated. To effectively represent the current ERP
users, both early stage users and sophisticated users for SAP ERP systems have been
selected for interview. The interview scripts and results will thus be analysed to give
the guidance on the effectiveness of user experience on employee ERP system usage.

2 Literature Review

This section reviewed the state-of-the-art of user experience development and evolution
followed by a review of user needs theory.

2.1 User Experience

User experience as a concept could be traced back to 1980s when PC when PCs were
become more popular and software development processes started emphasizing the role
of user involvement or user participation to successful implement and design infor-
mation systems [6]. According to Hirschheim [6], users value high the participative
design/implementation approach by which users are actively involved in the design/
implement process despite user experiences are subjective by nature. Meanwhile the
negative experience such as frustration and fear are also identified during computer
usage [7]. Although many systems developed in those times focuses more on the
functionality of the system rather than user experience concepts we are discussing now
days, a shift toward user-centred design can be observed in the information system
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development trend over years. Experience has been studied but does not play a central
role before 2000s [8, 9]. User experience starts to gain popularity in 2000s when the
mobile devices are enhanced to deal with picture, audio, and video information. The
concept of technology as experience and design for experience are brought out [10–12],
followed by a heated discussion [1, 13, 14] on user experiences from various per-
spectives under different virtual environments, especially virtual world [2, 15]. The
concept of user experience evolved to include the subjective, emotional, and sensory
perceptions from users’ interactions with the information systems. The positive user
experience will enhance the technology and the negative or the rejected experience
results in decreased technology usage [7, 16]. User experience is regarded as an
interaction process with technology and is influential in technology implementation.

Most user experience studies agreed that user experience is subjective [6] and
related with emotional perspective of human needs [1, 2, 13, 17], sometimes highly
related with the pleasure or hedonic factors [11, 18]. In Deng et al.’s [5] study on the
role of user experience on continual intention to use mobile devices, the experience is
discussed from the cognitive absorption perspective and measured as hedonic and
utilitarian experience. According to the current explanation for user experience, it
fluctuates with the situation and emotion [10]. It is also dynamic and interactive and
focuses on the co-creation feelings with friends and colleagues [11]. Yet, it is linked
with human needs [19]. In a metaphor, user experience sounds like a woman hard to be
pleased and vague to figure out. It is capricious and changes with emotions and
situation. It seems there is no logical and theoretical method to identify why user
experience changes. We would like to point out that this is because most previous
studies are from computer sciences perspective but a social psychological theoretical
mechanism is neglected in the previous study by focusing too much on the functional
dimension of user requirements. Like Freud’s dream analysis method, experience and
feelings links with social dimensions and spiritual dimensions covered in the sublim-
inal. The surged user experience might be the manifestation of fulfilled or under ful-
filled social or interpersonal needs [19]. From this perspective, the technology acts as
the artefact for the social presence.

2.2 Social Needs and Interpersonal Needs

It has long been a tradition for social scientists to discover the human nature from
various perspectives, among which Maslow’s hierarchy needs theory [20] probably
explained all fundamental needs as an individual, physiological needs, security needs,
respect and esteem needs, and self-actualization needs. Taken the human needs into
consideration, it’s no hard to find that trust plays an important role in online shopping
design because it satisfies security needs from Maslow’s perspective [21]. There are
also many other social psychological theories and this study will take the interpersonal
needs perspective to discuss the user experience of software design because the social
dynamic nature of the interpersonal relationship theory.

We will adopt the Fundamental Interpersonal Relationship Orientation (FIRO)
developed by Schutz [22] to explain how the current enterprise systems meet the user
experience requirements from the fundamental interpersonal needs. Schutz [22, 23]
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proposed that interpersonal relationships could be measured by a person’s intention to
interact with others. He argued that people’s intention to interact with others can be
measured by three dimensions—inclusion, control, and affection. Each of these three
dimensions has two behavior directions—expressed and wanted behavior. In total,
there are six dimensions in FIRO—expressed inclusion, wanted inclusion, expressed
control, wanted control, expressed affection, and wanted affection. Based on this
framework, the expressed behavior describes the extent of people’s willingness to
include, control, and loves others, whereas wanted behavior describes the extent of
people’s willingness to be included, controlled, and loved by others.

To be applied empirically, FIRO was operationalized as FIRO-B (FIRO behavior).
Since the introduction of FIRO, its measures have been widely adopted in social
psychology research. On average, FIRO has an average of twenty-five citations
annually in the Social Science Citation Index [24]. Furnham [25, 26] indicated that the
FIRO-B was one of the three most widely used questionnaires in occupational
psychology.

The FIRO model can be applied to all situations in which interpersonal relation-
ships are investigated [22]. There are three levels of the theoretical application of the
model, based on the number of persons involved in the interpersonal relationship—the
individual level (one person), family level (more than two persons), and group level
(more than two people). While individual-level applications described mainly an
individual’s orientation in the three dimensions, which provide the foundation to
analyze the individual’s social behaviors, family-level applications mainly deal with
how the orientations of family members in the three areas influences their relationships
inside and outside the family, and group level applications deal mainly with how the
match of the orientations of group members in the three dimensions, namely, the
group’s compatibility, affect the group’s performance [27–29], effectiveness [30, 31],
and efficiency [32]. We will adopt the individual level application of FIRO to guide the
analysis of ERP user needs.

3 Research Methodology

A case study approach has been adopted for this study because of the explorative nature
of user experience study for the enterprise systems. As for the user experience study is
still in early stage theory building through qualitative analysis such as case study is
essential for a subject [33]. As an exploratory case study, the research follows a set of
classical qualitative research principles in information systems and some other social
scientific fields [34].

Enterprise systems might refer to CRM system, supplier relationship management
system but the core is the ERP system. We select SAP system as our case study
software because SAP takes the largest market share for the ERP software. To
objectively capture user experience, two groups of SAP ERP users from both
sophisticated and early stage users are selected for focus group study. A strict research
ethical procedure is followed before conducting the study. All the participants for the
focus group study are voluntary and an informed consent form is provided to them
before the study. 8 early stage users in the ERP class who have used SAP ERP software
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for assessment for one month have been invited to participate in a one hour focus group
to discuss their experience with ERP systems. 2 skilled SAP ERP users agreed to give
their opinions on SAP ERP user experience. Two focus group studies for these two
groups are held independently.

The profile of these two groups of users is strikingly different. For the early stage
ERP users, 7 are male and one is female and all of them are between 20-28 age groups
except one between 28-35 age group. The first focus group participants are from multi-
cultural background, with two of them from China, two from Thailand, one from
Germany, one from Indonesia and one from Nigeria. Most of them have some work
experience in business related area. They have full access to all modules in the ERP
system. Each of them is required to describe their personality and most of them are
outgoing and sociable. The skilled ERP user groups consist of two ladies above
36 years old and both of them are British. The first lady A has been working with SAP
ERP system for 7 years and the second Lady B has been working with SAP ERP
system for about 15 years. Both of them have been using accounting and financial
accounting modules of SAP system. A semi-structured questionnaire with guided
questions is adopted during the two focus group sessions. A set of questions is
designed based on the characteristics of ERP systems and the FIRO theory.

4 Case Analysis and Results

After gathering all the data from the two rounds of focus groups, we analyse our data
firstly by coding all the transcripts. In general we have classified our transcripts into
three categories: experience, difficulty, and improvement. We will present our analysis
on these three categories based on the FIRO framework.

4.1 Experience

The experience here refers to the experience with the ERP systems and users are given
opportunities to describe their feelings and emotions with using ERP systems. Users
from both groups have expressed the feeling of frustration during the usage process.
Specifically, one typical user from focus group 1 described his feelings:

I feel really frustrated when I couldn’t find anyone to help with using the system.
It’s so complicated and I am tired very soon. I feel isolated during this process.
Another member from the focus group 2 also mentioned the similar feeling:

The overall experience is very difficult because it’s self-taught. You know have
anyone to help you with the learning process although you will be given training.

However, after certain level of usage, some users will experience the positive
feeling. For example, one user from focus group 1 reported that he feel happy after
using it for a while. Another member from focus group 2 although mentioned that she
feels the system is good because of all the functions it provides.

From the basic human needs or the FIRO perspective, it’s not difficulty to find out
that the current ERP system lacks social functions and makes users frustrated and
helpless. The overall experience with the systems is difficulty and hard to follow
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because no human features are designed into the system. Features to fulfil human’s
basic interpersonal needs such as inclusion, control, and affect are missing in the
current system. That’s why users feel isolated and helpless with any control over the
system. Although users feel happy after some level of usage, the positive emotions is
more related with the fulfilment of need for security [20] or the flow theory [35].

4.2 Difficulty

The difficulty in the paper refers to the difficulty users experience during the usage
process. Users are asked to recall all the difficulties they have experienced during using
the ERP systems. Both focus group members reported similar difficulties. For example,
one user from group 1 reported that “it’s very hard to correct the mistakes you have
made while using the system. No functions to allow you to know what I have done
wrong.” Similarly, both members from group 2 reported that “because the system is
self-taught, it’s very different to correct the mistakes.”

There are more difficulties such as error messages are hard to be found and the
colour of the system is too monotonous. There is no backward button etc.

From the human needs perspective, this is an extension of the experience users have
been through. There are not enough human features in the system design which limits
users’ sense of inclusion and control during using the systems.

4.3 Improvement

Improvements refer to users’ expectations to improve the system design so that they
could use the system more efficiently. Both groups have expressed that they wish to
have improved graphic interface with better colour scheme. At the same time, they
expect to have improved audio functions for reminding etc. All these are related with
human’s perceptions about the world. Search functions all through the system is
expected to improve so that users won’t need to go through all the paths to get to the
specific transactions. Search functions across different tables could also greatly improve
the sense of control over the system, which is related with the need for control
dimension of the FIRO framework.

5 Discussions, Implications and Conclusions

This paper is a first attempt to investigate the user experience of the ERP system from
the interpersonal relationship perspective with FIRO framework. We have used the
case study approach by analyzing data from two focus groups through three per-
spectives: experience, difficulty, and improvement. All focus group analysis showed
that the human features are lack in the current ERP system. From the FIRO framework,
most of human interpersonal needs are missing in the current system design. When
human interact with the computer systems such as ERP system, the fulfilment of
interpersonal needs dimensions in the system would greatly improve user experience.
Need for inclusion could be embedded in the system by enabling users to send
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messages to each other and discuss the issues they encounter. Need for control could be
improved by interface of the system so that users could operate more functions such as
customization of the system. Need for affect is currently missing in the system but the
future design shall consider this.
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Abstract. As tablet computers and smartphones have become widespread,
organizations are increasingly using mobile applications for supporting routines,
i.e., repetitive patterns of activity that occur throughout an organization. However,
prior studies see user interactions mostly as a silo – able to help individual users
perform better – but not embedded in an organizational context of a user group or
company. In order to address this gap, the paper at hand looks into the roles of
mobile applications in supporting routines, and the related principles for mobile
application design. We present two mobile applications that support domain
experts in two diverse contexts, automotive car dealerships and hospitals. Based
on their analysis, we were able to identify patterns as well as a number of design
principles for mobile applications supporting organizational routines.

Keywords: Mobile application design �Organizational routines �User interface �
Healthcare � Sales and service

1 Introduction

With the increasing proliferation of mobile technologies, computing’s traditional
application areas have broadened and encompass a variety of mobile scenarios, such as
m-commerce, mobile banking, and entertainment services (e.g., [1, 2]). Researchers
often investigate consumer-oriented mobile services, but have paid less attention to
mobile applications in organizational contexts. In this paper, we argue that mobile
applications are particularly suited for supporting routines, i.e., repetitive patterns of
activity that occur throughout an organization [3]. Since routines embed much orga-
nizational knowledge [4], they often rely on artifacts such as forms, checklists, written
procedures, or rules [3, 5]. Mobile applications can replace or enhance traditional
artifacts to improve the support for workers in the execution of routines. However, we
are still lacking design guidelines for these applications. Prior studies mainly focus on
user-centric design and adaptive mobile interfaces from the individual user’s per-
spective [6, 7]. They see user interactions mostly as a silo – able to help individual
users perform better – but not embedded in an organizational context of a user group or
company.
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Since the performance of an organization is positively linked with the effectiveness
of its organizational routines and its artifacts [8], we are interested in understanding:
(1) What are the roles of mobile applications in organizational routines? (2) What are
the design principles for mobile applications to support organizational routines? In
view of our research goals, we analyzed two mobile applications that support domain
experts in diverse contexts, automotive car dealerships and hospitals. Both are
advanced and innovative examples of mobile applications that were created to support
complex activity patterns and have been developed in close collaboration with
end-users. From our involvement in the design process and collaborations with these
applications’ developers, we were able to identify patterns as well as five design
principles for mobile applications supporting organizational routines.

The remainder of this paper is structured as follows: First, we review the literature
related to organizational routines and their representations as IT artifacts. We then
present our research methodology. After presenting the two case studies, we synthesize
our findings related to the roles and design principles. The paper ends with a summary
of our findings and provides an outlook on future research.

2 Organizational Routines and the Role of Artifacts

Organizational routines are repetitive patterns of activity that are functionally similar,
but are not fixed and do not constrain to follow a strict sequence [3]. They capture and
codify individuals’ experience in order to increase knowledge transfer in an organi-
zation [9]. Organizations rely on different kinds of artifacts such as forms, checklists
and written procedures to support the execution of organizational routines [10].
Interestingly, the roles of artifacts have evolved over time. In early contributions,
artifacts were seen as an organization’s external memory with the aim of helping
people to solve complex problems [3]. Later, artifacts were considered an enabler for
the evolution, transfer, and replication of routines [11]. More recently, artifacts are seen
as central to organizational routines and as actively enhancing individuals’ knowledge,
skills, and competence [12]. With the democratization and evolution of technology, IT
artifacts play an increasingly significant role in organizational routines. On the positive
side, IT artifacts facilitate data sharing, enable tracking the progress of changes and
swifter feedback exchange [13]. There are, however, also negative effects [12]: IT
artifacts, specifically software applications, have their limits when it comes to adapting
to individuals’ routines. In practice, their adaptations often require the involvement of
dedicated resources. This often results in users adapting their behavior [14], sometimes
at the expense of an organization’s performance and competitiveness. In short, orga-
nizational literature shows that artifacts play a strategic role in supporting and main-
taining organizational routines. To date, researchers have focused on software
applications as IT artifacts, but have not yet investigated mobile applications as an IT
artifact in supporting organizational routines. However, mobile applications provide
new opportunities for supporting routine work through their small touchscreens, ges-
ture navigation, and integration of sensors [15, 16].
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3 Methodology

Our research analyzes two mobile applications supporting complex activity patterns
(see Table 1). Their goal is to support experts in two domains, customer service as well
as healthcare, which are among the best representative domains for the use of mobile
technology [17]. Our first case describes the Mobile Service Advisor (MSA), which
guides mechanics in the interactive service reception routine in car dealerships. MSA is
a mobile application developed by proaxia consulting group AG, a Swiss IT consulting
company with expertise in innovative solutions for sales and service in the automotive
and other technical industries. The mobile application has been co-developed with
Autohaus Bald, a group of car dealerships in Germany with more than 20 000 cus-
tomers, and is currently used by more than 20 of their mechanics in eight different
locations. The second case describes the Legon Clinical Solution (LCS), a mobile
application that guides physicians during routine patient care. This solution has been
developed in collaboration between a rheumatology department of a Swiss cantonal
hospital and Legon Informatik AG, a Swiss software company that specializes in the
development of customized software solutions for healthcare. The LCS supports
physicians’ particular way of practicing and is currently being tested by rheumatolo-
gists in their daily work. Both cases can be considered as innovative examples of
mobile applications and have been recognized as such by experts: The MSA was
awarded best mobile application in November 2012 by a primary software vendor for
its innovativeness, functionality, usability, and customer feedback [18]. The LCS is
considered by senior physicians to be one of the most advanced and innovative mobile
applications used in Swiss hospitals.

The authors were able to gain in-depth insights into the designs of these applica-
tions, since they were either part of or collaborated with these mobile applications’
development teams. We participated in discussions with future users as well as with
software developers and graphic designers, collecting valuable insights towards
understanding the user requirements and organizational contexts, as well as their

Table 1. Factsheet case studies

Mobile service advisor Legon clinical solution

Routine Interactive service reception Routine patient care
Provider proaxia consulting AG,

Switzerland
Legon Informatik AG, Switzerland

Users and
context

Mechanics/Car dealerships
Here, Autohaus Bald

Physicians/Hospitals
Here, rheumatology department

Usage Approx. 15 000 inspections per
year

Approx. 3000 patients per year;
average consultations per patient are
2.7 per year

Mobile
platform

Apple iOS: Native iPad
application

Apple iOS: Native iPad application

Technology SAP Mobile Platform Hybrid: iOS SDK and HTML5
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implications on mobile application design decisions. Thus, we argue that such an
approach is far more valuable to understand the roles and the designs of mobile
applications than simply analyzing existing solutions available in mobile app stores.

4 Case Studies

4.1 Case I: Mobile Application for Service Reception in Car Dealerships

Background and Motivation. This case focuses on customer interactions in the early
phases of car inspection in automotive dealerships. Traditionally, when customers
bring their cars to the dealership for service maintenance, they give the car keys to a
mechanic, exchange few words about problems that they detected or specific parts that
must be repaired, then leave. This approach is increasingly replaced by the so-called
interactive service reception (ISR), which seeks to guide mechanics in a more pro-
fessional way and establishes a dialogue with customers towards better satisfaction.
ISR intends to overcome two main shortcomings centered around the lack of systematic
car inspection and the lack of interaction between mechanics and customers. Existing
studies in the automotive industry demonstrate that without a consistent service
reception routine, only one quarter of cars’ problems are detected and eventually
repaired [19].

Many dealerships are currently introducing ISR by means of paper-based checklists
as support to routines’ execution. Despite listing the primary activities of the ISR
routine, paper-based checklists have many drawbacks: They require one to re-enter the
manually collected information after the inspection in the dealership’s information
system. Also, they do not prevent mechanics from looking for and copying a great deal
of information related to a specific customer and vehicle, while they cannot adapt to
specific situations (e.g., specific cars).

Mobile Application’s Roles. MSA’s primary role is to guide mechanics through the
inspection process and to explicitly document the inspection results to ensure high
work quality and full transparency for the customer. On the one hand, the mobile
application can ‘force’ mechanics to perform specific activities – e.g., access current
customer information to consider his or her wishes – before continuing the routine. On
the other hand, the mobile application suggests a predefined sequence of activities,
which mechanics can then decide to follow or not, depending on the context (e.g.,
interaction with a customer) and on their experience. With the MSA, mechanics have
access to various kinds of information to successfully conduct the ISR routine, such as
customer information and previous inspection outcomes, potential open points from
previous inspections, and warranty and recall. This information is usually centralized in
the dealership’s enterprise systems, but is not necessarily available for the mechanic
during customer interactions. Finally, MSA supports the documentation of activities
that are traditionally performed manually at the end of the routine, avoiding much
administrative work and reducing potential errors that can occur during manual post
hoc reporting.
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User Interface Design and Interaction Flow. MSA’s storyboard consists of three
main views: (1) Customer selection, (2) the current service order with access to detailed
customer information and vehicle history, and (3) the detailed inspection checkpoints.
Access to information is possible through the SAP Mobile Platform, which connects
the mobile application and the dealership’s enterprise systems. This data is copied
locally on the mobile device, while the synchronization occurs at the end of the routine
to ensure data consistency. The first view contains a list of fields used as a filter to find
customers and access previous inspections (see Fig. 1. #1). The second screen allows
mechanics to update customer information and access a vehicle’s information and
history and review the status of the current inspection. When previous inspections are
opened, damages that were repaired are displayed. If it is a new inspection, the known
customer wishes and issues are listed. The user interface contains a primary navigation
element as a tab-based menu to access the third view (see Fig. 1. #2). A second
navigation level, also as a tab-based menu, provides access to the closing activities,
including notably the handover report and its customer validation (see Fig. 1. #3). The
third view is dedicated to the car’s inspection. In this case the second navigation level
describes the car’s different parts, following a physical structure [20] – the checkpoints
are grouped based on their proximity e.g., inside, chassis, outside (see Fig. 1. #4). Each
group’s activities are presented along with a checklist approach that allows for the
quick and systematic documentation of each activity. It is described with a number to
facilitate its identification, a short text to describe the checkpoints, a checkbox to
indicate the state of the activity (i.e., not checked, checked and no damage, checked
and damage), a text field that provides predefined entry sets related to each checkpoint
if damage is observed, and a switch button to indicate if the customer wants to repair
the damage or not (see Fig. 1. #5). For activities that require specific documentation
and that are also car-specific, MSA embeds different visual elements. This is notably
the case for the chassis check that relies on a 3-D model of the customer’s car to mark
the potential damage (see Fig. 1. #6). At the end of the inspection, all the repair
activities are listed in a report that a customer digitally signs to validate the inspection.
The transfer of data into the dealership’s enterprise systems terminates the routine.

Fig. 1. Storyboard of MSA with customer selection, car inspection and validation

Designing Mobile Applications for Organizational Routines 505



4.2 Case II: Mobile Application Supporting Routine Patient Care
in Hospitals

Background and Motivation. This case focuses on routine patient care, i.e., the
activities that a physician performs to cure a patient’s disease, at a rheumatology
department of a Swiss cantonal hospital. Clinical routines are very specific and sen-
sitive to context, in particular to the patient in focus and the medical discipline. They
are also highly individual, since physicians often practice in a particular way or style
similar to that in which they were trained [21]. Routines in patient care are thus
characterized by a high degree of variations and exceptions. These routines are mainly
structured through the anamnesis, the examination, and the reporting activities. During
the anamnesis, a physician gathers information about a patient’s medical history by
asking him or her specific questions (e.g., medication, allergies, and family diseases).
While the anamnesis seeks to provide useful information for the diagnosis and treat-
ment, information gathering is limited to the fact that a patient or his or her family can
only report symptoms that are known to them. The anamnesis is therefore comple-
mented by an examination. Thereby, a rheumatologist gathers information by directly
investigating a patient’s body. Finally, rheumatologists document the routine to report
the outcome (e.g., diagnosis and therapy plan) to various stakeholders such as the
patient or other health professionals.

Previously, the routines at the rheumatology department were entirely supported by
paper-based forms. The rheumatologists opted for mobile devices as a new artifact
assisting their routines, because it allowed them to capture digital information during
routine execution without disturbing face-to-face communication with patients.

Mobile Application’s Roles. The mobile application represents the basic sequence of
activities in routine patient care, i.e., anamnesis, examination, and reporting. Anamnesis
and examination are codified in forms, which provide the stable and visible part of the
routine. One of the mobile application’s role is to provide a shared vocabulary among
rheumatologists by means of forms. The latter are especially useful for less experienced
physicians, who need more help and guidance during routine execution. The mobile
application automates the creation of medical reports. When a physician activates a
checkbox during a routine, a predefined text module is added to the medical report together
with content of the free-text fields. During the routine, the medical report is updated in real
time, providing the physician with an overview of his or her current activities. When a
rheumatologist finishes a routine, the related medical report is immediately ready to be sent
to the various stakeholders (e.g., patients and general practitioners).

In our first analysis, it was particularly interesting to observe how rheumatologists
use the mobile application during their activities. Even though the item order in the
primary and the secondary navigation was fixed, it was not perceived as a predefined
structure to do a routine. For instance, during the anamnesis, there is a high variation in
the information gathering process. A rheumatologist would limit the medical history to
a minimum in an emergency case, and would focus on important details such as a
patient’s name or previous allergies. Thereby, the forms and the related navigation
structure are perceived as a repository of activities that provides the basis to dynami-
cally build the supporting mobile application for each instance of a routine.
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User Interface Design and Interaction Flow. The mobile application’s storyboard is
composed of two different screens. On the first screen (see Fig. 2. #1), a rheumatologist
searches for a patient. Administrative data about patients is provided by a centralized
clinical information system. Through the selection of a patient, the physician triggers a
transition to the second screen, where the patient’s medical history is accessible and
where the actual routine is executed (see Fig. 2. #2). The navigation elements and the
forms on the second screen constrain and guide the physician during the routine. An
important paradigm when designing artifacts for routine patient care is the effort of
switching from one patient to the other. For a rheumatologist, it must be highly visible
to whom a medical history belongs, and in which patient’s record he or she is docu-
menting. Therefore, the mobile application clearly separates the patient selection from
the routine.

A tab-based menu on the top of the screen is the primary navigation element (see
Fig. 2. #3). This menu describes the physician’s main activities during the routine, i.e.,
anamnesis, examination, and reporting. The list menu on the left is the secondary
navigation element, and its items adapt to the selected primary navigation item (see
Fig. 2. #4). Items in the secondary navigation are generally named after anatomic terms
(e.g., skin, eyes, abdomen) and represent specific parts of the body. A form describes
each item in the secondary navigation and provides details for asking questions during
anamnesis and for investigating a patient’s body (see Fig. 2. #5). Clinicians basically
use checkboxes and free-text fields to document a routine. Rheumatologists also use
anatomy sketches (e.g., joints or muscle groups) to draw in a patient’s specific pain
points and inflammations. The form elements are intelligent and listen to specific
events. For instance, when a physician fills in a patient’s height and weight, the form
elements for body mass index and body surface area automatically calculate their value.
Forms are validated during data input. A yellow background on the form element
indicates a false data entry. However, the data is saved anyway, and the rheumatologist

Fig. 2. Storyboard of LCS with patient selection and routine support
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can continue the routine without handling the data errors. In an emergency case,
physicians prefer to have data errors that can be corrected afterwards than dealing with
alerts from the mobile application during stressful situations.

5 Findings: Roles and Design Principles

The analyzed cases illustrate how mobile technology allows for the use of digital
devices during routines that were traditionally supported by paper-based artifacts. The
two investigated mobile applications represent different domains and different actors.
While the MSA focuses on physical objects, i.e., cars, the LCS centers on human
beings, i.e., patients. Both domains depend on domain experts’ knowledge and expe-
rience, but show different levels of variability of the routine. Whereas MSA imposes a
higher level of standardization, LCS aims at accommodating different individual ways
of working. Despite these differences, the mobile applications expose many com-
monalities so that we identified generalizable patterns.

5.1 Mobile Application’s Roles in Supporting Organizational Routines

R1. Support experts in performing routines and reduce variation in routine execution.
In the cases of the MSA and the LCS, mobile applications structure a routine and

guide workers during routine execution. Their design constrains the number of pos-
sibilities, in which the experts can do their work. For instance, they might be “forced”
to perform a group of activities, before they are allowed to access the next group of
activities. Input validation ensures that outcome of an activity is correctly achieved.
Such an approach standardizes the patterns of some activities and ensures quality and
consistency of routines.

R2. Support experts in documenting their activities during execution.
A key benefit of using mobile applications in routines is that they facilitate the

documentation of a routine while executing it. Predefined forms and checklists assist an
employee in documenting his or her activities. In both cases, documentation was
enhanced through the use of visual input elements (e.g., 3-D models of a car, anatomy
sketches).

R3. Support experts in reporting a routine’s outcomes.
The documentation provides the basis to automatically generate reports in order to

summarize and communicate the routine outcomes. In the past, this work was typically
done after a routine, when the domain expert wrapped up his or her activities in a
written report. This process was cumbersome and prone to loss of information. In both
cases, the automatically generated reports are also directly distributed or made acces-
sible to other stakeholders.

R4. Support experts in accessing context-specific knowledge.
Routines depend on context-specific knowledge. In our cases, we find that this

knowledge is often related to the ‘objects’ (e.g., customer, car, patient) involved in a
routine. A key role of mobile applications is to provide individuals with direct access to
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relevant administrative and historical data about the context-relevant object when
executing a routine.

R5. Enable transparent communication between domain expert and individual.
In both cases, the domain expert (service technician or physician) interacts with an

individual (customer or patient) while executing his or her tasks. Here, the domain
expert must adapt his or her language, as they do not share the same knowledge as the
counterpart. Mobile applications can support these different communication styles. For
instance, they can visualize information in order to make them understandable for
non-experts. This endeavor enables transparency in documentation and seeks to create
a shared understanding between the domain expert and the individual.

5.2 Design Principles for Mobile Applications Supporting Routines

From our analysis, we were able to synthesize five design principles:

DP1. Mobile applications need to implement a routine’s context and boundaries. Each
instance of a routine focuses on one specific object, which defines a routine’s
boundaries.

When experts define and formalize a routine, it is often not clear to them where a
particular pattern of activities starts and ends. The storyboard for a mobile application
must separate the selection of the physical ‘object’ (e.g., a customer, car, or patient),
which defines both a routine’s boundary and a routine itself. Once the routine has
started, the mobile application must prevent an individual from changing an object in
use – by mistake or unconsciously. For instance, in hospitals, an emergency might
change a physician’s priorities. In that case, switching from one patient to another in
the mobile application must occur without confusion. This can be achieved via buttons,
which trigger a transition from one screen (definition of boundaries and selection of
physical object) to the other (support of routine). Thereby, a mobile application cannot
efficiently support a routine without knowing about the context in which a routine takes
place.

DP2. User interface elements, such as navigational elements, forms, and checklists,
should guide domain experts with a predefined structure for routine execution.

Navigation elements, forms, and checklists are typical user interface elements,
which allow for codifying the formalized routines built on an organization’s existing
knowledge and past experience. The latter elements guide and support a domain expert
in taking actions and contribute to providing a shared understanding of a routine. They
provide a predefined structure and represent the stable parts of a routine.

DP3. A mobile application’s navigational elements should be flexible enough to cope
with a specific routine executed by a specific actor at a specific time.

Mobile applications are highly customizable to an individual’s needs, supporting
the required stability and flexibility of routines. On the one hand, navigational elements
must implement a clear structure, which defines the stable parts of a routine, while on
the other hand they must also provide enough flexibility to adapt to the required actions
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in a specific routine by a specific actor at a specific time. As we have seen in the case of
routine patient care, the higher the variation and the number of exceptions, the more
freedom domain experts will require to effectively and efficiently perform their activ-
ities. Instead of prescribing fixed navigation sequences, the interfaces have to provide a
certain flexibility, e.g., by creating groups of activities. Thereby, primary and sec-
ondary navigation elements provide a repository out of which a routine is dynamically
created, rather than a predefined enforced structure.

DP4. Mobile applications should provide the functionality to create and formally
approve reports in order to communicate the outcomes of a routine to stakeholders.

While the use of mobile technology allows one to document a routine during its
execution, an application must provide the functionality to automatically generate a
report based on this documentation. An automatically generated report allows one to
communicate the outcomes of a routine right after a worker has completed his or her
tasks. Report generation is typically complemented by a formal approval of the routine
outcomes (e.g., via a signature) and by automated distribution to those who were
directly involved in the routine (e.g., customers or patients) or need to know about the
outcomes. In medicine, a specialist usually sends the report to the general practitioner,
who will explain the outcomes of a routine to the patient. In a future scenario, one
could imagine that the documented routine serves as a basis for communicating an
outcome to various stakeholders (e.g., a patient, general practitioners, insurances), each
of them with a different language to make the outcome understandable to a specific
audience.

DP5. Mobile applications must provide ubiquitous access to data about context-rele-
vant object.

While executing a routine, a domain expert needs access to administrative and
historical data about the context-relevant object (e.g., customer, car, patient). This data
is usually centralized and stored in an organization’s enterprise system that is used
across different departments. The connection and integration of mobile applications to
organizations’ information system is then essential. Since one can typically not ensure
that internet connectivity is available throughout the conduct of a routine, data needs to
be synchronized as soon as the routine is completed or internet connectivity is avail-
able. In our cases, a local database and document storage served as a cache to store the
history about an object of interest. At the same time, one must ensure that an orga-
nization’s privacy policies and security guidelines are taken into account. These rules
might prevent the storage of certain data on a mobile device or the accessibility to
certain information outside of a specific location or area.

6 Conclusion

This paper investigates the roles and designs of mobile applications that support
organizational routines. Our main research contributions are the insights into the role of
mobile applications in routines, as well a set of design principles that can guide
software developers in developing mobile applications for routines. We find that
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mobile applications guide workers in routine execution by standardizing the sequence
of activities and validating the outcome of activities. Moreover, they provide
context-specific information and enable transparent communication between domain
expert and individual. Our design principles highlight the relevance of identifying the
routine’s boundary and creating pre-defined structures for routine execution, while
leaving a certain degree of flexibility to the experts. The design principles further
suggest providing reporting functionality for communication to stakeholders and access
to context-specific information. By looking into mobile application design for orga-
nizational routines, we complement existing research on user-centered design [6, 22]
with specific design principles for expert users working in organizational contexts. Our
research is meant to be a first step towards extending the notion of user context in
mobile application development to the broader context of organizational routines.

Among the obvious limitations of our study is the limited number of cases we
analyzed. In this regard, it will be interesting to analyze how different types of orga-
nizational routines and different contexts influence the ways mobile applications are
designed and used.

References

1. Bouwman, H., Carlsson, C., Walden, P., Molina-Castillo, F.J.: Reconsidering the actual and
future use of mobile services. Inf. Syst. E-Bus. Manag. 7, 301–317 (2009)

2. Lee, S., Shin, B., Lee, H.G.: Understanding post-adoption usage of mobile data services: the
role of supplier-side variables. J. Assoc. Inf. Syst. 10, 860–888 (2010)

3. Nelson, R.R., Winter, S.G.: An Evolutionary Theory of Economic Change. Harvard
University Press, Cambridge (1982)

4. Argote, L.: Organizational learning research: past present and future. Manag. Learn. 42,
439–446 (2011)

5. Pentland, B.T., Feldman, M.S.: Organizational routines as a unit of analysis. Ind.
Corp. Change 14, 793–815 (2005)

6. Wasserman, T.: Software engineering issues for mobile application development. In:
Proceedings of the Foundation of Software Engineering, Santa Fe, New Mexico, USA
(2010)

7. Dix, A.: Human Computer Interaction. Pearson Education (2004)
8. Cohen, M.D., Bacdayan, P.: Organizational routines are stored as procedural memory:

evidence from a laboratory study. Organ. Sci. 5, 554–568 (1994)
9. Becker, M.C.: Organizational routines: a review of the literature. Ind. Corp. Change 13,

643–678 (2004)
10. Becker, M.C.: The concept of routines: some clarifications. Camb. J. Econ. 29, 249–262

(2005)
11. Cohen, M.D., Burkhart, R., Dosi, G., Egidi, M., Marengo, L., Warglien, M., Winter, S.:

Routines and other recurring action patterns of organizations: contemporary research issues.
Ind. Corp. Change 5, 653–698 (1996)

12. D’Adderio, L.: Artifacts at the centre of routines: performing the material turn in routines
theory. J. Inst. Econ. 7, 197–230 (2011)

13. Orlikowski, W.J.: Knowing in practice: enacting a collective capability in distributed
organizing. Organ. Sci. 13, 249–273 (2002)

Designing Mobile Applications for Organizational Routines 511



14. Pentland, B.T., Feldman, M.S.: Designing routines: on the folly of designing artifacts, while
hoping for patterns of action. Inf. Organ. 18, 235–250 (2008)

15. Barnes, S.: Mbusiness: The Strategic Implications of Mobile Communications. Routledge,
New York (2003)

16. Tarasewich, P.: Designing mobile commerce applications. Commun. ACM 46, 57–60
(2003)

17. York, J., Pendharkar, P.C.: Human-computer interaction issues for mobile computing in a
variable work context. Int. J. Hum.-Comput. Stud. 60, 771–797 (2004)

18. Suter-Crazzolara, C.: Finalists of the “SAP Mobile App Challenge 2012 for Partners in
EMEA & DACH,” http://scn.sap.com/people/clemens.suter-crazzolara/blog/2012/10/22/
announcing-the-three-finalists-of-the-sap-mobile-app-challenge-2012-for-partners-in-emea-
dach

19. Koller, W., Mischner, R., Pawlowski, B.: Erfolgreicher Sanierung und Restrukturierung im
Automobilhandel. Dekra Consulting GmbH (2010)

20. Ockerman, J., Pritchett, A.: A review and reappraisal of task guidance: aiding workers in
procedure following. Int. J. Cogn. Ergon. 4, 191–212 (2000)

21. Chau, P.Y.K., Hu, P.J.-H.: Investigating healthcare professionals’ decisions to accept
telemedicine technology: an empirical test of competing theories. Inf. Manage. 39, 297–311
(2002)

22. Norman, D.A., Draper, S.W.: User Centered System Design. New Perspectives on
Human-Computer Interaction. Erlbaum Associates Inc., Hillsdale (1986)

512 K. Lienhard et al.



Infusing User Experience
into the Organizational DNA of an Enterprise

IT Shop

Faith McCreary(&), Marla Gomez, and Derrick Schloss

Information Technology Group, IT User Experience, Intel Corporation,
Santa Clara, CA, USA

{Faith.A.McCreary,Marla.A.Gomez,

Derrick.J.Schloss}@intel.com

Abstract. This case study describes how an enterprise IT user experience
(UX) group evolved from its genesis as a tactical, backend fixer of usability
issues to a strategic partner within a large IT department. We share specifics as
to how UX emerged as a skillset, how UX professionals evolved their methods
to increase their effectiveness, and how operational changes facilitated the
adoption of UX practices within the corporate IT shop. We detail how
data-driven UX decision-making was essential in transforming the traditional IT
shop into a more user experience driven organization that better understands
their target workforce and uses this understanding to set product strategy for the
organization and drive strategic improvement of IT solutions. Learnings and
insights from this journey provides guidance to others wanting to maximize the
value of enterprise UX investments.

Keywords: User experience � Enterprise IT � UX decision-making � Big data �
Thick data � UX metrics � Organizational transformation

1 Introduction

Today’s enterprise experience is increasingly complex both for users and the IT shops
that support them. This experience is fragmented across multiple devices, platforms,
new enterprise products, legacy systems, and a multitude of vendors. In the course of
daily work, users must often switch between very different interfaces and often times
serve as the human glue connecting disjoint information systems. The fragmented
experience leaves users frustrated and less efficient while also slowing the speed of
business.

This fragmentation of the enterprise experience also requires that IT shops support
a great many more products than they have historically. IT shops often find themselves
consumed by the day-to-day challenges of keeping their diverse product portfolios
running and keeping up with the latest technology, leaving them little remaining
bandwidth to even consider the experience of their users. This fragmentation is
exacerbated by the number of IT teams that are needed to develop and manage the
enterprise experience. In a large enterprise such as ours, it can take many dozens of
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teams around the globe. Often times despite the interdependent nature of these func-
tions within the enterprise, the teams supporting different elements operate in deep
silos, independently of each other, and with little awareness of how individual pieces fit
together to shape the enterprise experience.

Today’s enterprise users are increasingly expecting their enterprise experience to be
as easy-to-use as their consumer experiences. They have easy access to a multitude of
web-based, external products that allow them to bypass IT regardless of whether the
externally offered product complies with corporate information or security policies –

potentially putting the corporation and its intellectual property at risk. This practice is
often costly, and corporate mandates do little to stem the tide of external products into
the enterprise environment. As a result, IT shops are increasingly turning to
user-centered approaches as a means of improving user productivity, increasing busi-
ness velocity, and in general making enterprise solutions more appealing to users.
However, these practices run counter to the technology-centric, one-size-fits-all, and
business-centric approaches of traditional IT. Further, UX and IT professionals use
very different languages to describe the enterprise and significantly different methods to
evaluate enterprise health which hampers the adoption of these user-centered approa-
ches within most IT shops.

This paper describes the journey of one enterprise IT user experience group from its
genesis as a tactical, backend fixer of usability problems to a strategic partner within IT
that is transforming the holistic enterprise experience (i.e., the cumulative experience
that results from using the many IT products and services). Recent years have seen
user-centered shifts in how the corporate IT department delivers products and services
resulting in changes across the organization. We will share learnings and insights from
our journey for others looking to transform the enterprise.

2 The Journey to Strategic UX

This work takes place within the context of a large corporate IT shop that employs over
6000 individuals at 59 different sites around the world and supports over 102 K
employees in 63 countries using over 160 K devices including over 53 K handheld
devices. Its mission is to grow the business through information technology by
increasing employee productivity and driving business efficiencies and growth, while
delivering IT efficiently, securely, and with agility.

The journey to UX began with the creation of a central UX function in 2005. At
first, the UX function focused mainly on tactical “catch and save” activities with
projects, such as usability testing and enhancement of existing applications. Typically,
we worked alone on an individual project and were the sole proponent of UX within
the project. Arguments for UX often centered around its inherent goodness rather than
business value so while UX was seen as important, it was not considered essential nor
did the UX professionals within the group have sufficient understanding of the
“business” of IT to position themselves more effectively.

Before we could start carving out a space for UX within the larger IT landscape, we
had to transform ourselves from a group of UX zealots to a team running a UX
business. Fortuitously, we were led by a seasoned IT professional who, while not a UX
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expert, could clearly articulate the potential value of UX to broader IT and help the
group more successfully articulate its value. This guidance helped the team gain greater
credibility within IT as well as increased business acumen. Simultaneously, we were
coalescing as a team and developing more efficient ways of working with each other.
Outside of project work that made up the bulk of UX activities, we focused on defining
robust internal processes that mapped UX deliverables against the product lifecycle,
developing standard templates for UX deliverables, creating a central UX repository,
and designing a group portfolio.

By iteratively refining our processes so that we could work more effectively
together and better fit the larger IT organization, we were able to repeatedly demon-
strate high quality, reproducible results that tied to our core value proposition. Namely,
by adopting a user-centered approach to delivering IT services, IT solutions could be
optimized to improve employee productivity and increase business velocity by

• Aligning products to actual usage,
• Increasing user adoption of solutions,
• Reducing development rework,
• Delivering a consistent user experience, and
• Increasing user flexibility and choice

These optimizations minimize user issues while reducing development and support
costs. In the process and over time, we arrived at a core set of UX services that enabled
us to influence all levels of service decision-making and demonstrate business value.

2.1 An Evolving UX Services Landscape

In the years since the team’s original inception, the scope of UX services offered within
IT have grown to include

• Project support focused on a specific product,
• Enablement work focused on growing UX skills within the larger IT shop (e.g.,

training) and UX governance (e.g. UI standards),
• Satellite UX capabilities that over time grew within IT as part of the central team’s

growth of UX capabilities across IT,
• Metrics development to better assess the extent to which users found IT products

and services usable and useful,
• Research transformation to provide a deep dive, front-end look at what users need

prior to project and program definition, and
• Design innovation to look at experience possibilities prior to program or project

inception.

Figure 1 shows how staffing of these different UX activities evolved over time and
highlights the evolution of the UX capability within the corporate IT shop. Specifics of
how each helped weave UX into the corporate IT shop’s organizational DNA will be
discussed in greater detail in the following sub-sections.
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2.2 Growing UX in the Workforce

Growing UX Skills. Faced with the reality that our numbers would never be sufficient
to cover the plethora of enterprise products and projects, we tried to extend our reach
by providing ad hoc training to members of the teams that we worked with. The
training was targeted at a specific skill needed for a UX project deliverable (e.g., how to
run a usability test). It helped us extend our resources and helped project teams gain
new insights about what UX offered. As training was often developed on the fly and in
response to a specific project need, it often required extensive updating for use in a
different space. By 2011, our training approach had matured and we began

• Formally tracking ad hoc UX training,
• Standardizing training for common UX tasks (e.g., how to interview users), and
• Using foundational training to increase UX awareness and appreciation.

The training was mapped to corporate human resource competency areas for the
UX job roles, which enabled job roles with skill affinities, such as software developers
and system analysts, to target specific skill areas within our primary competency areas.
Table 1 shows the evolution of IT job roles over time.

We also offered coaching by UX professionals and a “brown bag” series for
practitioners that focused on topics related to the challenges of introducing UX
methods into IT projects. To further speed the growth of UX within IT, a virtual
Community of Practice was created to maximize IT engagement, foster UX collabo-
ration, and cultivate emerging UX leaders. The online forum became the focal point for
IT employees to learn more about how to integrate UX methods into their work
practices and enable positive user experiences. With more than 3000 visitors in 2013, it
provides one-stop access to IT UX resources and specialized UX communities (e.g.,
user research).

In 2012, we also began offering a formal apprentice program to train selected
participants from IT groups with the aim of infusing UX practitioner skills across IT

Fig. 1. Shifts in UX services staffing over time
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projects. In its original form, it was an intensive undertaking for the IT apprentices that
required weekly classes and out-of-class work. Apprentices also had to pass a final
exam. While those succeeding became successful UX practitioners, the drop-out rate
was a whopping 61 %, largely due to competing job demands. To decrease the dropout
rate, we shifted to self-paced learning and quarterly opportunities to demonstrate UX
competency thru rigorous portfolio review, testing, and interviews. We also provided
ongoing “office hours” where IT practitioners could just drop-in for advice and
coaching from a UX professional.

We have found these approaches are successful at infusing UX into the workforce
as long as there is the underlying UX skill affinity for the individual and organizational
commitment within the parent IT group. However, even with that, it takes both time
and money to grow UX skills as shown in Fig. 2.

Growing Satellite UX. With the increasing visibility and success of UX within IT, a
hybrid staffing model emerged resulting in a distributed community of UX practitioners
and professionals across the key IT divisions. These “teams” typically included a mix
of local UX practitioners as well as UX resources from the central UX group. Often
times, satellite UX was a by-product of previous large-scale UX initiatives that yielded
significant business results. These initiatives were often a catalyst for the up-levelling
of UX skills among local IT professionals who served as UX practitioners and took on
more tactical UX responsibilities during the original work. The practitioners were
typically used to supplement the skills of UX professionals. In a few cases, IT divisions
hired UX professionals to drive UX strategic initiatives for their domains.

The growth in satellite UX was often accompanied by the emergence of a UX
“champion” or evangelist within the division. Typically senior technical folks or
mid-level managers, these champions were key allies for the central UX team and
centers of gravity for UX work occurring in their area. In 2012, this loose network of
UX champions was formalized and became an advisory council for the central IT group
as well as local leaders of UX within their division.

Table 1. How IT roles transformed with the institutionalization of UX within the enterprise

IT Role UX Focus Areas

Training, Quality
Assurance

Usability evaluation of products and services

Business / Systems
Analyst

Project UX practitioner on low to medium risk efforts

Program / Project
Managers

Make UX part of decision-making, set UX goals, and plan for UX
deliverables

Portfolio / Service
Owners

Define UX roadmaps and make UX part of decision-making

Software Developer UI design practitioner on low to medium risk efforts
UX Professionals Business savvy UX architects and strategists on high risk efforts; UX

coach for other roles
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2.3 Motivating with Metrics

Like many companies, as a way of motivating UX involvement and demonstrating the
impact of UX activities, we developed a core set of metrics that could be applied across
IT products and services [1]. They range from an upfront needs assessment to our
Voice of the User survey, a yearly look at overall user satisfaction with delivered
solutions. This common set of metrics allows the organization to reliably compare the
UX of different components of the enterprise experience. Passing “grades” or scores are
defined for each metric, providing shared UX expectations across the enterprise.

UX Risk Assessment. Earlier work found that re-framing usability in terms of risk
management helps managers see the benefits of usability and helps usability gain
traction in an organization [2]. This perspective speaks to core IT concerns and spurs IT
to think about UX in terms of the “risk that the project will fail if you don’t”. The UX
Risk Assessment (UXRA) looks at project risk relative to

• Number of users,
• Business criticality of user tasks,
• Magnitude of user experience change,
• Complexity of user workflow,
• Frequency of use,
• Level of ergonomic risk, and
• User satisfaction with existing solution

The UXRA generates both an overall risk score as well as prescriptive guidance for
mitigating UX risks. It has evolved into a UX needs analysis for new projects, provides
the UX organization with a way to compare projects, drives UX resourcing prioriti-
zation, and is mandatory for all new projects.

The IT Usability Scale. The IT Usability Scale (ITUS) is a four-item, Likert scale that
assesses a solution’s perceived usability [5] by having users rate whether

Fig. 2. Investment required to shift IT professionals to given levels of UX skill

518 F. McCreary et al.



• [This solution’s] capabilities meet my requirements.
• Using [this solution] is a frustrating experience.
• [This solution] is easy to use.
• I have to spend too much time correcting things with [this solution].

The ITUS was created to provide results similar to those obtained with the longer
10-item System Usability Scale [4], and was organized around the ISO 9241-11 def-
inition of usability [9]. It is required for any project assigned UX resources and pro-
vides both a baseline and a post-deployment assessment of usability improvement.

Voice of the User. Voice of the User (VoU) is a yearly look at how well the collective
IT experience satisfies employee day-to-day needs. It was originally conceived to
connect user feedback to IT strategy and was designed to provide metrics to motivate
experience improvement [7]. It assesses

• Overall satisfaction with the IT Experience,
• Overall satisfaction with how IT products and services enable core employee tasks

(e.g., collaboration, information finding), and
• User satisfaction and perceived importance for individual products (e.g., employee

portal, search, mobile apps).

Timed to coincide with the IT financial planning cycle, VoU became a tool for IT
leadership to identify products and services that were most in need of UX improvement
and funding in the coming year. We have linked responses of individual users back to
their actual usage of IT products and services, which has allowed us to build models of
how product and support use relate to satisfaction with a product and overall IT.

2.4 Infusing UX into IT Governance

While increasing UX awareness and skills within the parent IT organization and
providing metrics helped improve individual products, it did little to help align the
individual experience. Like many IT shops wanting to give users a more uniform
experience, our group defined interface standards that prescribe color schemes, fonts,
layouts, and the like. Built on a foundation of industry standards (e.g., ISO 9241-11),
we increased their relevance by incorporating corporate brand standards and increased
utility by combining them with re-usable interface assets (e.g., design patterns,
re-usable code units). The resulting set of collateral cover

• General look and feel across platforms (e.g., icon libraries, interface guidelines,
design patterns)

• Platform specific guidelines (e.g., Employee Portal, Business-to-Business portal)
• Application specific guidelines (e.g., mobile apps, touch guidelines)
• Vendor specific guidelines (e.g., SaaS solutions)

We increased their usage by making them part of IT governance and creating code
libraries that streamlined development. While this governance was successful at taming
the visual inconsistencies within the IT environment, they did little to address the
functional inconsistencies between products or to ensure that the cumulative experience
was a coherent one for our users.
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2.5 Seeding Experience Transformation

While the previous efforts were instrumental in making incremental improvements in a
product or service, they were insufficient to seed the entrepreneurial type thinking
needed to transform the enterprise experience. Historically IT organizations focused on
corporate total cost of ownership (TCO) often at the expense of the individual user
efficiency. Conventional IT thinking was that there was always a trade-off; you could
not have both and TCO would always trump in the long run making user-centric
transformation unsustainable.

We recognized that any large-scale and sustainable transformation of the experi-
ence meant transforming organizational thinking about IT users. While we identified
early on the potential transformative aspects of the large-scale UX work we discuss
below, we didn’t expend energy trying to talk about it in larger IT until we could
demonstrate its impact. Instead we focused on engaging with organizations where there
was pull and potential value in large-scale experience transformation.

Seeding Experience Transformation with Research.Most UX professionals perform
user research in some form or another—typically at the start of a project or program.
However, by waiting until project inception, user research often has little impact on
larger IT strategy. So, early in 2008, we shifted our focus to transformative research
that occurred before a project or program began and had the potential to transform both
the experience and the enterprise. For instance, when creating new business-to-business
services, or transforming core enterprise functionalities.

Collaborative Research to Seed Understanding and Empathy. Underlying our approach
was a more collaborative, action research-based model [8]. In keeping with the tenets
of process consultation [14] our approach was based on the belief that neither our IT
clients nor the UX team knew enough initially to identify the “right” solution. Instead
we partnered with the client to jointly identify the “real” problem and discover solu-
tions that fit the client environment. Sociotechnical systems theory and macroergo-
nomics served as the underlying theoretical model for understanding the data gathered
through the collaborative process. They have been used successfully in earlier work to
holistically assess how well a technology fits its users and their work environment in
relationship to enterprise priorities [10, 12]. They are especially appropriate for
examining the user experiences within the enterprise, as success requires IT to
understand how their “technology” impacts other elements of the user’s world.

We also focused on understanding the organizational beliefs and constraints that
shaped the original experience. We spent substantial time packaging the user story in
innovative ways to bring the story to life for the organization and help make it “sticky”
to the organization. Success required organizations to think differently about the user
and grow an organization-wide commitment to solving user problems.

We found that the collaborative process shifted the focus of power for the user
experience, and often resulted in discomfort among key decision makers. The more
collaborative approach was also often uncomfortable for some UX professionals who
saw the process as ceding some of the power of their expertise and sometimes requiring
them to give up something methodologically for success. By adapting our research
methods to the situation at hand and carefully looking for opportunities that allowed us

520 F. McCreary et al.



to influence IT strategy, this process seeded experience transformation, shifted orga-
nizational beliefs about the utility of UX, and shifted our own thinking about how to
incorporate UX practices in the enterprise. It also typically spawned a series of im-
pactful UX projects that brought the potential of the research to life.

Integrating Big Data and Thick Data to Frame Enterprise-wide Transformation.
Corporations collect a wealth of operational data about enterprise users. IT organiza-
tions invest heavily in managing and storing this so-called “big” data, in hopes that it
can be analyzed to reveal patterns, trends, and associations that might benefit the
business. It can also be a rich source of information about user behavior. It excels at
fine tuning the delivery of an enterprise experience. For instance, enterprises can use
the data to identify problems by looking at support tickets and then fix the problems
before a major escalation or serious user incident occurs. However, big data is fun-
damentally a backwards look at the enterprise; it lacks the qualitative insights that tell
the organization why the behavior happened or the context in which it happened.

Fortunately, where big data falls short, more traditional UX methods excel. These
methods yield qualitative information that provide the enterprise with granular, specific
data about enterprise users that allows IT decision-makers to understand user behavior
and adapt IT strategy to better meet user needs, and increase enterprise velocity. This
so-called “thick” data is often in the form of user narratives or user observations [16].
These “stories” of use can come from many sources including interviews, observations,
social media, participatory design sessions, or open-ended comments on surveys. Often
times this data is elicited using small numbers of users using sample sizes that puts their
generalizability in question in the eyes of IT decision makers. Further, even with
careful curation and management, this data can be difficult to re-use outside of the
context of the program or project in which it was gathered.

By growing connections between the massive amounts of operational big data in
the enterprise and the thick data resulting from direct research with thousands of
employees, we could blend the multiple types of data [11]. It required that we manually
code the user stories to create a coding structure that represented the users’
over-arching mental model of the enterprise experience [3, 15, 17]. We let the user
stories guide the coding but made sure to code certain attributes related to our
underlying sociotechnical model including specifics of the user activity, whether the
story illustrated a positive or negative incident from the user perspective, underlying
technology, environmental factors (e.g., workspace, location), and user characteristics
(e.g., attitudes, motivators) that were not discernible from big data, and organizational
factors (e.g. how work was organized). We then defined summary measures based on
the coding framework that had emerged. These measures allowed us to connect the user
stories with the big data in a way that allowed us to holistically examine the enterprise
experience and discover patterns using the blended dataset. Mathematically best “fit”
patterns were then identified in the blended dataset based on similarities in how
employees used and responded to enterprises products and services [11].

These patterns became the foundation of our enterprise experience framework,
which was composed of four main components.

• Core activities, or the high-level tasks, that all enterprise users engage in in order to
accomplish work (e.g., find information, collaborate).
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• Influencers, or core elements of the enterprise world, whose characteristics impact
the user’s ability to accomplish core activities (e.g., physical workspace)

• Themes, or the core experiences, that users wanted from the enterprise experience
regardless of what product or service the user was interacting with.

• Segments, or groups of users, who interact or respond to IT products or services in a
similar manner.

The experience framework became a conceptual model of the desired enterprise
experience for product teams and provided a common vision to guide experience
transformation. To help product teams use the framework to re-frame the experience of
their product or service, we introduced large-scale, layered storytelling to unify the
supporting framework collateral. Product teams used framework components to create
their own stories that are relevant to what they are trying to accomplish; many stories
are possible from the same data. The framework fuels UX roadmaps for portfolios by
providing stories for agile teams. [11]

Agile Design Innovation Thru Design Thinking. In a world of package-based
enterprise applications the concept of ‘design’ often gets lost. However, as IT shifts to
delivering services, not just applications, design is increasingly playing a role. So in
2013, our UX group launched a new design service that focuses on taking what is
known about the needs of enterprise users and generating innovative conceptual
designs for enterprise services using design thinking and visualization techniques such
as sketching or prototyping. Iterative in nature, the design process integrates stake-
holders in the innovation process and seeks to co-create design concepts that are both
feasible to implement and create value for the enterprise by increasing the pleasur-
ability and efficiency of the products.

This agile-based approach used existing UX research and the previously discussed
framework as a starting point for efforts to rapidly go from concept discussions to
prototype. Previous UX work became the starting point for the team’s “Vision Quest”
activities and served as a catalyst to helping the team form a design hypothesis around
core presumptions of what features and capabilities should be included in the solution
[6]. A series of contextual scenarios were written from the design hypotheses which
were then organized to form a high-level “narrative” or persuasive story of the product
vision. These were then documented in a storyboard. To validate design presumptions,
several intervals of presumptive design tests were conducted with end-users in tandem
with design activities. Features not validated as “valuable” by users were removed from
the storyboard and product vision. The vision iteratively became more defined and
evolved into a ‘lightweight’ clickable prototype used to engage stakeholders and the
technical team in feasibility discussions.

3 Conclusions

By seeking to transform the workforce, operational procedures, standards, and even
ourselves as UX professionals, we have seeded transformation in individual enterprise
products, the larger cumulative IT experience, and the larger IT shop. In the process,
we have grown strong partnerships across IT that has further accelerated the infusion of
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UX into the organizational DNA of our large corporate IT shop. We have found UX
transformation can help corporate IT shops grow their strategic role within their
enterprise and help re-frame their larger role in the corporation to. Our learnings along
the way have implications for other IT groups looking to see a UX-centric transfor-
mation within their own organizations.

We have found that for UX to truly transform the enterprise experience, it must
become part of the larger organization’s DNA which means weaving UX into its
culture, its standard operating procedures, and decision making. To do that, UX
practitioners in IT shops must provide

• Easily consumable user insights to facilitate incorporation of UX into
decision-making,

• UX training to shift the IT mind-set,
• UX tools and processes that are easy for non-UX professionals to leverage, and
• UX metrics to motivate change.

This “UX toolkit” must provide a holistic vision while at the same time provide
insights at the product level to ensure that those responsible for individual products can
work effectively together achieve the vision.

It’s not enough for the UX professionals in the organization to act based on this
information. Nor is it enough to get the buy-in of the CIO and senior leadership. Rather
everyone right down to those who are “feet-on-the-ground” in the IT organization must
work together in a well-coordinated fashion to achieve the vision. The road to a
UX-centric transformation of an enterprise IT shop isn’t necessarily easy, or straight,
and is often fraught with ambiguity, but for those who persevere on this journey (and it
is most certainly a journey), UX can seed a shared vision of the enterprise experience
and focus actions on bringing the vision to life.
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Abstract. Game design elements are major factors in gamification. In this study,
we seek to examine the impact of game design elements on users’ in-game
purchases of virtual goods. The purchase of virtual goods due to players’ intrinsic
motivation has been studied but little is known about the purchase of virtual
goods due to the use of game design elements (i.e., Points, Leaderboards and
Badges) built into the games. Extending our knowledge to this realm can help
researchers to better understand gamers’ behaviors, and game designers and
marketers to better promote and sell virtual goods in online games.

Keywords: Virtual goods � Gamification � Points � Leaderboards � Badges �
Game design elements

1 Introduction

The purchase of virtual goods is progressively turning into a typical peculiarity of
online games and virtual worlds [1–4]. Global revenue on the sale of virtual goods has
been rapidly growing; assessments provided by business reports indicate an estimation
of virtual goods revenues of $14.8 billion in 2012 and an expected increase at a yearly
rate of 12.5 % [5]. Even though a large percentage of users will never spend money in a
game, the amount of spending from users who spend money is sizeable and significant
[6]. The primary objective of the free-to-play or “freemium” model is to get more
players into the game and provide desirable items or features that players can purchase.
This revenue model, if successfully implemented, tends to increase profits from
micro-transactions and can outweigh the profits from a one-time game purchase.
Understanding the game elements that may lead to purchases of virtual goods is crucial
because game developers have progressively become dependent on the sales of virtual
products as their principle source of income [5].

Although past studies have explored motivations for the purchase of virtual goods
[7–9], we have not come across a research study that has evaluated the impacts of
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specific game design elements on in-game purchases. Since Points, Leaderboards and
Badges (PLBs) are rigorously deployed as game design elements in gamification, we
are interested in studying their effects in the context of in-game purchases of virtual
goods.

2 Research Objective

The following research question (RQ) is therefore proposed:
RQ: Does the use of PLBs have an impact on in-game purchases of virtual items?
We will examine the above question in this research.

3 Points, Leaderboards and Badges (PLBs) in Online Games

In this research, we focus on studying the effects of the following game design ele-
ments:

Points. Points are numerical values which denote a measure of the ability of a player or
the expendable resources still available in the game. Players are motivated when they
are progressively being rewarded for their performance in a game [10].

Leaderboards. The leaderboard is a game element that displays the performance of
individual players in comparison to other players. It lists the players in the order of the
points they have achieved in the game and offers a form of metrics that players may
strive to accomplish by showing their scores relative to what others have accomplished
[11]. It can be motivating to players as they are able to compare their scores with
others.

Badges. Trophies or badges are indications of virtual achievements awarded to players
for accomplishing certain tasks. At the time when achievements were included as
gaming elements in Xbox Live Platform [12], there was a vast scale usage of badges in
online games. Since then, badges have been broadly implemented on other gaming
platforms and have demonstrated a high degree of success, resulting in higher sales
revenue and higher scores in reviews [13].

4 Literature Review

We reviewed the existing literature on the role of points, leaderboards and badges in
games. PLBs are three of the most fundamental game design elements [14, 15]. Players
who are short of points may purchase virtual items which enable them to do better or to
survive in a game. Leaderboards can motivate players by providing a comparison of
their scores with others. Badges are indications of achievements in a game.

Zagal et al. [14] classify PLBs as goal metrics, as all of them are utilized to track
and give feedback on player accomplishments in games. Farzan et al. [15] examined
the capability of a point-based reward system (i.e., “status” levels and a leaderboard) to
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enhance user activities on a social networking site. Although user activity was
enhanced initially through the use of these features, it deteriorated back to the starting
position, and after removing these game elements, the user activity dropped below what
it used to be before introducing these rewards. A few users also indicated that the
leaderboard has helped them to work harder toward keeping up with other users.
Hence, the reward system has provided motivation to the users to keep up with the
games, as after the removal of the reward system, they became less motivated and
involved. While PLBs may also affect users’ intrinsic motivation, we did not find any
empirical studies that support this claim [16].

Virtual item purchases in online games are an emerging phenomenon that offers a
unique business environment, where thousands of game users interact with one
another, and they buy and sell virtual items in virtual worlds [7]. Although virtual items
have no intrinsic value like physical items, virtual items satisfy users’ intrinsic needs
such as prestige, status, ego, uniqueness, and self-expression. Online users have the
tendency or inclination to own virtual properties and rights, and can buy and sell
properties [17, 18]. People not only value recognition, commendation and honor but
they also command respect, show off their achievements as well as seek importance,
social prestige, reputation and/or high office [19]. Hence, offering these features and
opportunities in online games can satisfy users’ needs in online gaming. The reward of
being part of a gaming community and being recognized as a reputed name within the
community is the most noticeable variation for players apart from the collaborative
nature that helps in attaining shared experience [20].

The virtual world environment has generated a flood of creative virtual goods and
properties which stimulated the exponential growth of virtual consumption [17]. Play-
ers are motivated to collect these virtual goods and utilize them at higher or more
difficult levels when they strive harder to beat or accomplish a specific task. In a
game-oriented virtual platform, virtual products are mainly used for increasing the
offensive or defensive power of a character or to meet the requirements of quests. One
study has demonstrated that users were extensively motivated towards multi-player
online role-playing games (MORPG) because of the unique game playing experience,
as well as the opportunity to earn rewards and collaborate with other players in the
virtual world [20]. Reinforcement theory [21] and goal setting theory [22, 23], in
similar lines, argue that positive feedback increases the likelihood of repeating a
specific behavior. When reinforcement theory and goal setting theory are applied to
online gaming, they suggest that positive feedback from the game and other gamers
motivate users to stay engaged in the game and perform well in the game.

Game mechanics are constructs of rules or approaches intended for interaction with
the game state by providing specific paths where players interact with the game. Game
mechanics help users by encouraging them to explore the space available through
feedback mechanisms [11]. Games are generally designed by applying game
mechanics to attract users and engage them. Game mechanics can entice users to play
continuously and make the game so engaging or addictive that they buy virtual goods
[11, 24, 25].

Game experience and purchase of virtual items are highly dependent on the
interactivity level generated by the gamers [26]. The level of interaction in a game can
be enhanced by PLBs which allow players to compare their accomplishments against
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others. Oh and Ryu examined how game mechanics can be used to create and sustain
the demand for virtual goods [27]. Hamari and Lehdonvirta [28] identified several
mechanics that drive the desirability of virtual goods and examined how different types
of game mechanics based on segmentation of players can generate repeated purchases
or create settings for additional virtual goods. In this research, our focus is on assessing
the impact of PLBs on virtual item purchases in online games.

5 Theoretical Foundation and Hypotheses

As mentioned earlier, reinforcement theory and goal setting theory can be used to
explain the effects of PLBs on players’ online gaming behavior. According to rein-
forcement theory [21], positive feedback or reinforcement invites a behavior to be
repeated by the user. Hence, as players receive more points and badges in a game, they
want to continue to perform well and advance in the game. Leaderboards, on the other
hand, show the performance of players in a game. By comparing one’s score with those
of the leaders in the game, one begins to set a goal, which is typically a high
achievement goal in line with the scores of the leaders in the game. Goal setting theory
[22, 23] suggests that setting a high achievement goal causes one to strive for high
performance in a game.

Points. Reinforcement theory [21] suggests that the use of points in online games
serves as a form of positive feedback that reinforces one’s game playing behavior.
Feedback enables players to be aware of their progression or relapse, and makes it
easier for players to assess the amount of effort needed to achieve the goal [29]. Points
serve as a feedback mechanism in games by enabling players to maintain their com-
mitment toward a goal. Goal setting theory [22, 23] suggests that the use of points can
motivate a player to achieve a high goal in a game. In order to attain higher scores in a
game to satisfy one’s goal, players can purchase virtual items to increase their
gameplay. Based on reinforcement theory, the use of points increases players’ moti-
vation to continue playing the game and increases their motivation to spend money on
virtual items to progress faster in the game. Owning virtual goods allows players to
enhance their points which help them to level up in the game in order to increase their
progression in the game and achieve the goal they have set for themselves. Thus, we
propose the following hypothesis:

H1: The use of the point system increases in-game purchases of virtual goods.

Leaderboards. Leaderboards offer various metrics for comparisons among players
including other players’ scores, leaderboard positions, and the number of levels that
one has progressed relative to others. Hence, leaderboards can incentivize a player to
set a higher goal in the game through comparing one’s score with those of the leaders in
the game. According to goal setting theory [22, 23], the use of leaderboards encourages
a player to set higher goals in a game, which further increases their intention to perform
well in the game. Players who want to be listed at the top of a leaderboard may
purchase virtual items to improve their gameplay. Hence, players are motivated to
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make virtual item purchases to further strengthen their positions in the game. Thus, we
propose the following hypothesis:

H2: The use of the leaderboard system increases in-game purchases of virtual
goods.

Badges. Badges are offered to players as a means to showcase their accomplishments
and achievements in a game. By offering badges to players for showcasing, it provides
them the opportunity to set high goals for themselves in the game, such as to attain
more badges or higher level badges. Goal setting theory [22, 23] suggests that when
players set higher goals for themselves, they are willing to invest in the game, which
can include purchasing virtual items to achieve their goal. One of the methods in which
badges are regularly utilized is to encourage participation by distinguishing the players.
Badges also serve a developmental purpose by offering consistent feedback and in
keeping track of accomplishments. Badges increase recognition and reputation and
hence, offer incentives for players to purchase virtual items to help them achieve their
goal. Thus, we propose the following hypothesis:

H3: The use of the badge system increases in-game purchases of virtual goods.
Figure 1 shows the research model.

6 Research Methodology

We plan to carry out both an experimental study and a questionnaire survey study to
test our research model. For the experimental study, we will use a between-subject
2 × 2 × 2 factorial design to assess H1, H2 and H3. Hence, the experiment will have 2
levels for points (i.e., with and without the point system), 2 levels for leaderboards (i.e.,
with and without the leaderboard system), and 2 levels for badges (i.e., with and
without the badge system). The experiment will be conducted in a laboratory setting.
The questionnaire survey study will be administered to gamers over the Internet where
we will survey their purchase behaviors in online games and whether PLBs influence
their purchase of virtual items in the games.

Fig. 1. Research model
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7 Expected Contributions and Conclusions

Our research examines the effects of the use of game design elements – Points,
Leaderboards and Badges (PLBs) – on users’ in-game virtual item purchase behaviors.
Drawing on reinforcement theory and goal setting theory, we hypothesize that PLBs
will lead to users’ purchases of virtual items in online games. The proposed studies will
provide insights on specific game design elements that draw users into a game and
entice users to purchase virtual goods. In other words, we are interested in assessing if
PLBs increase users’ in-game purchasing behavior of virtual goods.

In summary, the results of our studies will offer game designers a better under-
standing of the relevance and importance of game design elements in enhancing rev-
enues through user in-game purchases of virtual goods, or more specifically, the
efficacy of PLBs in doing so. Further studies will also be carried out to understand the
motivations underlying users’ in-game purchasing behavior with and without the
presence of game design elements.
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Abstract. This study surveyed teleworker usage of a social networking plat-
form within an enterprise. Compared to on-campus employees, teleworkers
exhibited earlier adoption, higher percentage of contributions, more variance in
work hours, and lower membership in socially-oriented groups (versus work
focused groups). The last result seems counterintuitive, and we propose two
possible reasons for this phenomenon: the perceived need to cultivate an
external perception of productivity, and lack of access to social events tied to
specific geographic office locations. In addition, we provide insights, gleaned
from interviews, into teleworker use of collaboration tools.
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1 Introduction

As work teams become more distributed, and the Internet is more widely accessible,
collaboration in the enterprise no longer happens exclusively in face-to-face meetings.
Employees are commonly found to be working from diverse locations with
non-traditional schedules. Additional classes of workers have emerged – from the
teleworker who works from home one or more days per week to the mobile worker
who works from coffee shops, airline terminals, and customer sites. Online commu-
nication and collaboration tools have greatly enhanced employee mobility by allowing
them to stay in constant contact with their colleagues, but what can we learn from how
teleworkers use these tools? In this case study, we delve into one company’s teleworker
population and how its usage of enterprise social media differs from populations that
work from standard office locations.

2 Background

The MITRE Corporation is a not-for-profit organization with expertise in systems
engineering, information technology, operational concepts, and enterprise moderniza-
tion. In addition to managing multiple Federally Funded Research and Development

© Springer International Publishing Switzerland 2015
F.F.-H. Nah and C.-H. Tan (Eds.): HCIB 2015, LNCS 9191, pp. 532–541, 2015.
DOI: 10.1007/978-3-319-20895-4_49



Centers (FFRDCs), MITRE supports its own independent technology research and
application development for solving sponsors’ near-term and future problems. MITRE
has over seven thousand scientists, engineers, and support specialists who work on
hundreds of different projects across various sponsors and numerous domains. MITRE
has two principal locations – one in McLean, VA and one in Bedford, MA – along with
additional sites across the country and around the world. Over the past decade or so,
MITRE has seen a shift of its working population from campus-based and site-based
staff to mobile populations (those with no permanent, dedicated office space), tele-
commuters (those working from home one or more days per week), and teleworkers
(those working from home full time).

Because of the high level of technical, operational, and domain knowledge
required, staff often seek out and consult with other MITRE experts on particular topics
or seek assistance from in-house librarians in gathering resources. Much of MITRE’s
work involves collaboration across time and space, requiring virtual and mobile teams
to share these resources and relevant research internally, but also to collaborate and
share with external partners including government agencies, industry, academia, ven-
dors, and other FFRDCs. Business and social connections formed during the duration
of specific projects and programs often become hard to track and manage over time,
and there is concern that knowledge may be lost between engagements.

To solve some of these problems and pressing business needs, the MITRE Corpo-
ration pioneered its exploration of enterprise social media in 2005 with research into
social bookmarking tools, which were rapidly growing in popularity on the Internet at
that time. MITRE developed and piloted its own internal version of a social bookmarking
tool for resource management, information sharing and discovery, expert finding, and
social networking [1]. Two years later, MITRE began to look at social networking tools
as a means to track external relationships and to collaborate with external partners. In
2009, MITRE customized and launched Handshake [2], a social networking platform
based on the open source Elgg platform [3]. The tool was made accessible outside of
MITRE’s network, so that the company could connect and engage with external partners
while simultaneously enabling employees to collaborate with each other internally.

Handshake was initially released to just a small community of early adopters, but
its user base quickly grew by word of mouth. Over the past five years, over 13500
members have joined Handshake, including 4000 invited external participants. Mem-
bers have created more than 1500 Handshake project spaces, communities of practice,
peer support groups, social groups, and more. Handshake enables users to participate in
discussion forums, share documents, collaborate on wiki pages, and “connect” (or
“friend”) each other to keep abreast of what is happening in their network. Handshake
also provides activity streams both within and outside the tool along with customizable
email notifications to alert users to new content, comments, and updates.

3 Related Research

Much research has been done on the teleworker experience: the communication
challenges imposed by the lack of common ground [4], factors like geographic sepa-
ration [5], and even respect among peers [6]. Better collaboration tools make the
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mechanics of communication easier, but, as Olson et al. have put it, “Distance still
matters” [7].

Despite the challenges, teleworking continues to appeal to employees seeking to
improve their work/life balance, eliminate commuting hassle and expenses, and reduce
stress. An analysis of existing research performed by Gajendran and Harrison [8]
declared that the net effect on the employee is positive:

“Telecommuting has a clear upside: small but favorable effects on perceived
autonomy, work–family conflict, job satisfaction, performance, turnover intent, and
stress. Contrary to expectations in both academic and practitioner literatures, tele-
commuting also has no straightforward, damaging effects on the quality of workplace
relationships or perceived career prospects. However, there is a downside of higher
intensity telecommuting in that it does seem to send coworker (but not supervisor)
relationships in a harmful direction.”

It is no surprise, then, that more people are choosing to work remotely: Forrester
Research predicts that the ranks of telecommuters will swell to 63 million by 2016 in
the US alone, with 11.7 million working from home full-time [9]. Today’s teleworkers
benefit from years of accumulated knowledge about working remotely. The United
States Government even hosts a purpose-built web site, telework.gov, to provide tips to
teleworkers and their managers.

A lot of theoretical knowledge about telework comes from studies of teams that use
Information and Communication Technology (ICT) to collaborate over distance - what
Olson et al. described as “hub to hub” communication [10] (where groups of people in
two different locations collaborate with each other across distance). Each cycle of the
ICT evolution, from email to video conferencing to instant messaging, is accompanied
by research into the effect of that technology on remote collaboration. Enterprise social
networking, in turn, has been explored by early adopters [11] as well as researchers
surveying a developing technological landscape [12].

More recently, researchers have started taking a more nuanced look at the tele-
worker experience, which traditionally follows the “hub and spoke” arrangement
(where the teleworker is removed from the collocated team) [13].

This paper connects the two threads of research (enterprise social networking with
teleworker experience) by evaluating the specific case of Handshake adoption and
usage by MITRE’s teleworker employees.

4 Methods

The Handshake platform was instrumented to collect usage data and statistics, which
provided us with a rich set of data to analyze. For this study, we looked at tool adoption
rates; login patterns and frequencies; contributions in the form of posts, comments
(directly via browser and indirectly via reply-by-email), and edits – by volume, fre-
quency, and pattern (i.e., time of day and changes in volume or frequency over time);
number and type of group memberships; groups created and (co-) owned; and number
of connections. We examined the data from the perspective of various user demo-
graphics including job level, hire date, work unit (organization), time zone, location,
and residency status (e.g., resident on campus, site-based, mobile, or teleworker).
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By looking at the data across the different slices, we were able to detect patterns and
differences, most notably by location and residency status. Due to the fact that the data
lacked a normal distribution, we used non-parametric statistics such as Chi Square and
Mann-Whitney U to analyze the data.

To complement the quantitative usage data, we reviewed and analyzed responses to
a user survey first administered in September 2011 (333 respondents) and later repeated
in November 2012 (409 respondents). Survey questions focused on aspects of usability,
business value, knowledge management, situation awareness, collaboration support,
and social connections. The survey snapshots represented user satisfaction over time
for the general Handshake population. We were also able to take a closer look at
changing satisfaction ratings for 99 users who participated in both surveys; we ana-
lyzed their rating changes with longitudinal changes in their usage patterns. Again, in
the survey data, we were able to detect differences across the different populations.
Respondents to both surveys were encouraged to write in comments, which helped us
to better understand their responses and allow us to craft follow-up questions.

Based on our observations and analysis of usage patterns, survey data, and user
comments, we developed several hypotheses about the differences we saw between the
teleworker population and campus and site residents. We then developed a set of
questions designed to probe the targeted group of teleworkers through structured
interviews. We solicited volunteers who were willing to participate in a half-hour
interview over an audio connection. Of those who responded, we selected 21, making
sure that they represented all company centers and job levels and included new hires,
more established employees, and long-term employees (over 15 years at the company).
We also spoke to participants who were hired directly as teleworkers as well as those
who transitioned to teleworking status after working on campus or on site. The
interviews were transcribed and the data was later tabulated and analyzed.

5 Results

We analyzed both quantitative and qualitative data to understand our user population.
In the course of our study, we observed the following differences between teleworkers
and their office-based colleagues, based on our quantitative data:

• Teleworkers are early adopters: In our analysis of the data, we found that tele-
workers have the oldest account age, i.e., they became members of Handshake
earlier than other populations. Their median account age is *130 days older than
the campus-based populations, and the mean is *160 days more than other loca-
tions (p < 0.001). When Handshake was initially launched, there was also a higher
percentage of teleworkers who were members; 65 % of the teleworker population
joined within the first year, compared to only 40 % of the rest of the company.

• A higher percentage of teleworkers are contributors: *42 % of populations
from principal locations contribute content and post comments while 35 % con-
tribute from sites. In contrast, a whopping 61 % of teleworkers are contributors, a
number significantly higher than other employee populations (p < 0.001).
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• Teleworkers are at least on par with other locations in all measures: In all the data
we analyzed, we did not find that teleworkers have lower usage statistics than any
other population in the organization. In all measures (e.g., average number of groups,
average number of connections, percentage of contributing population, average
number ofmonthly contributions, etc.), they are either the same or higher. This speaks
to the level of engagement of teleworkers; we found teleworkers to be either as active
as or more active than other populations. The notable exception is that certain types of
groups are not as popular with the teleworker population (see below); however,
teleworkers do not join fewer groups than other populations, in general.

• Teleworkers interact across more diverse hours: Staff in main offices tend to
work a conventional 8am-5pm schedule and post or interact on Handshake infre-
quently during after hours. Comparatively, teleworkers have a far more diverse
interaction pattern even when accounting for time zones; they post to Handshake
both earlier and later in the day, indicating they that are online for an extended work
day. This may speak to the lesser boundary between work and home life that
teleworkers talked about during our interviews.

• Teleworkers are less likely to use networking tools for social uses: We found
that teleworkers are members of work-related groups more often than social groups.
Other populations belong to a higher percentage of social groups (p < 0.01).

6 Discussion

There were a number of ways in which teleworkers engaged with our enterprise net-
working platform differently than employees at MITRE campuses. First, we discovered
that teleworkers are earlier adopters of the enterprise networking platform, Handshake.
We also found that a higher percentage of teleworkers post content and make com-
ments. It is possible that both of these differences are attributable to teleworkers being
remote and missing the rich communication of face-to-face interactions. During
interviews, teleworkers stated that they found themselves using other communication
mechanisms (such as instant messaging and e-mail) more than they had before; it
therefore stands to reason that they may be more likely to adopt new communications
tools early. This is supported by earlier findings showing that teleworkers are earlier
adopters of technology that supports their work [15, 16] and that the willingness to
become a teleworker is associated with a higher need for “innovativeness” [14].

In addition, we discovered that teleworkers tend to work more diverse hours than
their non-teleworking colleagues. This was shown by our quantitative analysis, and a
number of individuals spoke about this in the interviews as well. Some found their
work extending into time with their family members. As one teleworker told us,

“Often I get in trouble with my wife when she finds me still at my desk and she thinks I should
not be working.”

On the other hand, some teleworkers reported that they were now more strict with
their working hours than they had been when they worked in one of the office locations.
A teleworker explained his new working schedule since he transitioned to remote work:
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“I am pretty strict about the hours I work… When I worked in the Bedford headquarters, I used
to stay at the office until I finished what I was working on… I tried to keep work at work and not
bring it home. Why the schedule difference [once I became a teleworker]? I… stop at a hard set
time to see my grandmother, have dinner… [this routine] help[ed] me separate work and life
because it would be too easy to work until 10 pm [when working from home].”

Others found that they had to shift the time they began their work earlier in the day
in order to accommodate those in other time zones. One teleworker explained how
being on the west coast of the US affects his interaction with his east coast colleagues:

“There is also the time difference. I have to get up at 4:30 am to have coffee to be awake for 5
o’clock meetings that someone schedules for 8 am on the east coast. It happens probably 10-15
times per quarter. I consider this part of the cost of being able to live where I want to live and
still be able to support MITRE and our sponsors on the east coast.”

Still others felt that they had more flexibility over the time they spent and could
take time off in the middle of the day for a doctor’s appointment or an errand.
Regardless, we found that there was more variance in the times they started and ended
their work.

Both our research, as well as the comprehensive review of best practices done by
Koehne et al. [13], identified gaps in communication that are present in the teleworker
environment and that some teleworkers do not feel as connected to co-workers as those
in office locations. Teleworkers do not have the opportunity for “water cooler,” or
hallway, conversations and have to find other ways to engage with their co-workers. As
two teleworkers put it:

“It’s both an advantage and disadvantage. People don’t just drop by and interrupt, but you
miss that social engagement.”

“You have to work harder to build relationships. You just want to jump in your car, shake their
hands, and have lunch with them, but you just can’t do that.”

They also feel excluded from scheduled social events such as team lunches or office
barbeques: one interviewee reminisced about door decorating contests as a seemingly
insignificant activity that nevertheless brings people together. In addition, we found
that teleworkers have to make an extra effort to keep in touch with people.

“It’s harder to stay connected to people. Out of sight, out of mind. You have to take that extra
effort to initiate chat or call someone. You don’t run into people in the hallway or at lunch.”

Because of lack of face-to-face communication and the fear of “out of sight, out of
mind,” teleworkers compensate by using online chat or picking up the phone more
frequently than they might otherwise have had they been in an office location [9]. One
person schedules what she calls “virtual teas,” which are informal phone sessions
where she meets with colleagues to “catch up” and socialize regardless of whether they
are working together. She described the genesis of how it evolved out of a face-to-face
gathering:

“There are a couple of ways I keep in touch with people. Virtual Tea – we meet once a month or
every couple of months for a half hour or 45 min just to chat. It’s like running into someone at
the cafeteria but it’s more intentional… At one of the Virtual Teas, there are 3 of us. Our first
one was in person at the cafeteria, and we all agreed to do it again regularly.”
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When some teleworkers visit the office on business trips, they network heavily by
scheduling informal lunches or making office “sweeps.” In general, teleworkers
reported that communication was much more difficult from remote locations and that
they had to be very deliberate and proactive. As one interviewee put it:

“I need to meet people and get to know them. It’s very difficult to do teleworking. I make a point
to do office sweeps in the morning whenever I am visiting the office. The sweeps I do may be
with people I have never met before. I might stop someone in the hallway. If I am working with
someone I don’t know, I will look at their picture on the MII [MITRE’s intranet phonebook
directory]. I like to see who they are so that I will recognize them when I see them. I never had
to do this before but I found myself not knowing people I was working with.”

Given this tendency for teleworkers to feel more disconnected from co-workers, we
hypothesize that individuals who work remotely on a regular basis would be more
likely to use an enterprise social networking platform as an added way to communicate
with others and create an online presence. Indeed, we found that teleworkers adopted
Handshake earlier than others and had a higher contribution rate (both in terms of
volume and frequency of postings).

One intriguing finding was that teleworkers were in a lower percentage of social
groups than they were in work-related groups in comparison to the other populations.
This was counter-intuitive to us as we expected teleworkers, who have less opportunity
to socialize, to use this medium to socialize more than other populations.

One hypothesis for the lower social group membership for teleworkers is that there
may be more of a need for teleworkers to cultivate an outward perception of pro-
ductivity. Previous research [13] found that teleworkers have to do more to make their
work visible. Since others cannot observe them doing the work, it has to be explicitly
called out and shared by the teleworker or their management. Since co-workers and
management are not able to observe teleworkers conducting their work, the teleworkers
may feel the need to project a persona of “productivity” and produce more indicators of
work. Participating in social groups may work against this intended persona and may
therefore be avoided to a higher degree by teleworkers. Alternatively, it is less about
creating a persona and more about spending time creating observable work deliverables
rather than social conversation. We did ask some of our interview participants whether
they did anything specific to cultivate their professional image and whether they felt
that their co-workers’ perceptions of them had changed since they became teleworkers,
but they did not specifically indicate that their lack of involvement in social groups had
anything to do with maintaining their professional reputation at work.

Another potential explanation is that many social groups on Handshake are tightly
connected to gatherings or location-specific activities, which require physical presence
(e.g., softball or soccer teams, cycling enthusiasts, Frisbee players). Teleworkers, by
virtue of the fact that they are not working from the same location as their co-workers,
would naturally be left out of these organized activities. For example, while the cycling
group on Handshake does contain general discussions about the safety of sharing the
road or how to best ship a bike, there are frequently posts about planned group rides
and local races in which a remote teleworker would not be able to participate. While
this is a possible explanation, we would want to do further exploration to substantiate
or refute it and understand why there is also lack of teleworker interest in other social
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groups that are not related to geographic location (e.g., gardening, vegetarianism, pet
care, photography).

This study was a case study on a single company; therefore, the extensibility of the
findings may be limited. In addition, The MITRE Corporation is unique in that it is
not-for-profit and government-oriented, and most work is knowledge work – which
lends itself nicely to telework.

7 Future Directions

This study provided insight into the working lives of MITRE’s teleworkers, and we
plan on compiling relevant information into guidelines for teleworkers. With the aim of
helping teleworkers maintain their productivity while retaining job satisfaction, we will
focus on:

• Strategies for managing schedule and availability,
• Tips for keeping work life in balance,
• “Social” conventions for handling customer communication, work assignments, and

meetings with remote participants.

We also plan on creating guidance and best practices for managers and project
leaders who deal with teleworkers on a regular basis as to how to better foster a
working environment that enables teleworkers to be productive and happy. In addition,
we hope to continue partnering with MITRE’s teleworkers to study challenges that ICT
users face. Because of their reliance on collaboration tools, teleworkers have proven
themselves to be valuable partners in our technology research program.

There are a number of areas that warrant further research. First, we observed a
number of different types of teleworkers. While some literature [9, 17] does differen-
tiate by frequency of telework (Full-Time, Regular, Occasional, etc.) and work location
(home, office, field, etc.), we have not seen any differentiation in the literature for other
dimensions of telework. For example, we interviewed some teleworkers who had spent
many years in one of MITRE’s headquarters and, only towards the end of their career,
did they become teleworkers. This was in contrast to others who were hired directly as
teleworkers. The former had developed extensive networks from interacting with
co-workers face-to-face, but the latter did not have that initial face-to-face benefit.
Another difference was that some teleworkers had other teleworking co-workers
nearby, while others were completely isolated. It is clear to us that there are multiple,
varying dimensions of telework. We believe that additional development of the types of
teleworkers and their features may merit further exploration – particularly if we can
discover differences in productivity or work satisfaction.

Work/life balance for teleworkers is another area that we would like to explore
further. While we did see teleworkers working an extended range of hours, we do not
know if this resulted in working more hours in total, or whether this was simply the
result of their days being punctuated by other responsibilities (e.g., child care).

Lastly, our finding of social groups having lower teleworker membership raises a
number of questions. We proposed two potential explanations for this: one that pon-
dered whether social groups are more geographically based and are therefore less

Teleworkers and Their Use 539



relevant for teleworkers, and a second that teleworkers are concerned about creating a
persona that shows them as “business-like” rather than “social” and they therefore
refrain from interacting in more social venues. Further research would be required to
determine whether either of these theories explains this phenomenon – or to identify an
altogether different explanation.
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Abstract. Services have taken the center stage over products in the industrial
world. Thus, there have been many studies that focused on how to define and
utilize service identity. The purpose of this study is to discover the elements of
service identity that need to be managed with top priority when corporations
manage their respective service identity. To discover the elements thereof and
assess priorities, this study structured service identity based on the conventional
theories. This study defined the specific elements of service identity through expert
FGI. Also, this study deducted the priorities as the 14 experts of UI/UX/service
design conducted AHP evaluation as to the elements thereof. As a result, this study
found that those visual elements such as color, icon and layout had the highest
priority. This study also found that the importance of the functional elements was
relatively lower, whereas the operational elements had the lowest priority.

Keywords: Service identity � Identity management � Element prioritization �
User experience design � Interface design

1 Introduction

As various types of devices like smart watch, smart phone, smart Pad and Smart Table
are provided, service providers come to offer services which are suitable for display
characteristics of various smart devices when they offer a service. Under this change in
circumstances, the importance about the management of integrated service identity has
emphasized. Main idea of this study is to draw the results which could help manage
service identity by defining the structure and elements for the management of service
identity and analyzing the importance between the elements (Fig. 1).

2 Previous Work

2.1 Identity

The definition for identity stems from philosophy. The identities in the field of man-
agement and economics which are being widely used at present are the theories that
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were established with the emergence of corporations after the Industrial Revolution.
These theories can be deemed as a result of applying the identity theory of psychology
to corporations rather than people.

2.2 Corporate Identity

The definition of CI has changed variously with the development of the industry. It can
be summarized into three stages. In the first stage that was the era of graphical design
paradigm, visual elements were defined as a corporate symbol. Thus, it was defined that
customers would recognize corporate images through visual elements. In the second
stage that was the era of the integrated communication paradigm, not only visual
elements but also communication methods were included as an important element of
CI. In the third stage that was the era of the interdisciplinary paradigm, a compre-
hensive definition was established by including corporate characteristics and behavior
in addition to visual elements and communication methods (Fig. 2).

2.3 Brand Identity

Kapferer (1992) argues that brand is the essence, meaning and direction of a product.
He also argues that brand define the identity of a product. Brand identity, which has

Fig. 1. Overview of main idea

Fig. 2. The development of corporate identity
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many other definitions, can be seen as the most prominent communication strategy for
a corporation to plant an awareness of its products in consumers.

2.4 Product Identity

Product image is an image that consumers have with respect to a certain product. It is
also an overall feeling for the products of a corporation. Product identity is a strategy to
express corporate images in products. It can be deemed as an integrated plan for a
series of product images that create an improved value of design to meet consumers’
needs and enhance corporate image through certain product families produced at a
corporation.

2.5 Service Identity

Hwasun Kang (2013) defined service identity as follows. Service identity was to create
an identity for corporate philosophy and brand identity in accordance with the prop-
erties of a given service. Thus, it is the methodology to manage all those mediating
elements and activities in an integrated way, which would help form an ideal service
image in terms of conveying customers consistent and differentiated service experience
and value through services (Fig. 3).

Those identities that have been applied to people are now being applied to cor-
porations. It can be concluded that the area thereof has been expanded into not only
corporate image, brand image and product image but also services whose importance is
gradually growing in recent years. The management and use of service identity has
become a very important factor for strengthening corporate competitiveness.

Fig. 3. Service identity model (Kang 2013)
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3 Service Identity Frame and Elements

3.1 Service Identity Frame

Service types can be classified largely into online service and offline service. Addi-
tionally, experiences provided by services can be classified into functional elements,
interactive elements and superficial elements. Using this classification system, structure
of service identity is defined (see Fig. 4) and was used in the research. In order to
manage service identity in this study, components of online service identity were
identified first and subsequently.

3.2 Elements of Online Service Identity

In order to materialize the elements for online service identity, FGI was conducted
targeting online service experts. FGI was progressed with the following procedures and
results are like Table 1.

(1) Discussion and definition about Online Service Identity Elements
(2) Discussion and definition about the mapping of Online Service Identity Structure
and Elements (Table 2).

offline service identity elements online service identity elements

function
function elements

of offline service identity
function elements

of online service identity

interaction
interaction elements

of offline service identity
function elements

of online service identity

surface
surface elements

of offline service identity
function elements

of online service identity

Fig. 4. Service identity frame

Table 1. Expert profile

Number of experts Average
working experiences

Average age Gender

6 7.5 years 33.8 years old 4 males/2 females
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4 AHP Analysis for Service Identity

AHP (Analytic Hierarchy Process) is a calculation model which was designed by
professor Thomas L. Saaty by understanding the truth that brain is using stepwise or
hierarchical analysis procedures. This technique is one of the most appropriate methods
to evaluate the expert’s decision through quantification. AHP analysis to identify the
priority in the components of online service identity was executed with the following
methods and the composition and questions of the experts who participated in AHP
analysis are like following Table 3.

(1) Produce the cases about individual elements of Online Service Identity
(2) Write questionnaires to compare individual elements of Online Service Identity
(3) Execution of AHP analysis targeting experts.

Table 2. Elements of online service identity

Structure Elements Definition

Function Main function &
Sub function

Core functions and additional functions which are
provided to products or services

Function
sequence

Necessary procedures to use functions

Module UI components which are classified according to
functions

Interaction Input interaction
style

Input interaction methods to manipulate functions

Feed-back &
Feed-forward

Responses of the system to user’s input

Information
architecture

Structural form of the information about products or
services

Label Names of individual unit information
Status indication Elements which give the information about current

conditions of products or service
Surface Color Classify with major colors and auxiliary colors which are

applied in the products or services
Shape Morphological elements which are related with products

or services
Icon Symbols which are expressed as characters or pictures

with the commands to execute the functions
Material Material quality of products or services and superficial

texture which are felt from them
Font Forms and size of the characters which are used in

products or services
Layout Placement of objects which exist in products or services
Sound Sound elements which are provided to users from

products or services

546 H.S. Yoo et al.



These are the questions to identify the priority in 14 elements and the investigation
about 105 questions was conducted and the results could be obtained like below
(Table 4).

Analysis results showed visual elements like color, icon, layout, font, shape and etc.
These elements were identified to give the biggest effect to the identity, and the col-
lection of provided functions and kinds of functions were identified to give second
biggest influence. Elements which have high utilization in common like input methods

Table 3. Expert profile

Number of experts Average working
experiences

Average age

14 3.4 years 30.2 years old

Table 4. Part of AHP research sheet

Questions Strongly
disagree

Disagree Undecided Agree Strongly
agree

Do you think Color is more
important than Icon to form
identity?

- - - - -

Do you think Color is more
important than Font to form
identity?

- - - - -

Do you think Color is more
important than Layout to
form identity?

- - - - -

Do you think Color is more
important than Shape to
form identity?

- - - - -

Do you think Color is more
important than Module to
form identity?

- - - - -

Do you think Color is more
important than Label to form
identity?

- - - - -

Do you think Color is more
important than Sound to
form identity?

- - - - -

Do you think Color is more
important than Material to
form identity?

- - - - -

Do you think Color is more
important than IA to form
identity?

- - - - -
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and feedback were analyzed to give relatively little influence to the creation of the
identity (Table 5).

5 Conclusion and Discussion

In this research, we present service identity framework and element prioritization of
online service identity. Results express research meaning in the respect they could be
used as basic data to manage service identity. This study has a limitation in those
arguments about the appropriateness. The reason why the definition of service identity
has not be built though society yet. Future research should be conducted to identify the
components and to study the priority about offline service.

Acknowledgement. This work was supported in part by the MSIP (Ministry of Science, ICT
and Future Planning) under the “IT Consilience Creative Program” support program supervised
by the NIPA (National IT Industry Promotion Agency) (NIPA-2014-H0201-14-1002).
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Abstract. Currently, IT service management groups in many different com-
panies are facing a common challenge: how to motivate IT service desks to
perform more effectively and productively in order to reach desired customer
service objectives/goals and promote customer satisfactions. Undoubtedly, IT
service desks’ performance and engagement will directly influence the delivered
service, and the quality of the service will either enhance or degrade customer
loyalty to a company’s brand and business. Accordingly, we present an effective
and feasible way to incorporate gamification and persuasion as the incentive
mechanism into the current product, to socially reward IT service desks for their
performances, and thereby to increase their motivation to contribute and to
improve their performance.

Keywords: Business � Design � Enterprise software � IT service management �
Gamification �Persuasion �Socal �Employee knowledge contribution �Employee
engagement � Performance improvement � User interface � User experience

1 Introduction

Currently, IT services in companies handle issues from customers or users within
certain response times and provide services to them. In daily work, they refer to
knowledge stored in knowledge bases to solve different kinds of problems originating
from customers or users. After they have solved problems, they write final solutions in
ticket records, which become the primary assets used for future reference to solve
similar problems.

However, most IT service desks prefer consuming knowledge content over pro-
ducing it. Converting information into knowledge for the purpose of knowledge
transfer is rather limited, because that conversion requires IT service desks to contribute
extra effort and to invest their own precious time in creating content; they are not
motivated sufficiently to overcome the impediments to knowledge transfer by them-
selves. As a result, IT service desks often cannot get the desired search results of
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solutions from knowledge bases. Consequently, IT service desks should spend more
time to seek out and think out suitable solutions, whichWOULD influence their service
delivery’s speed and quality.

Likewise, IT service desks are required to record solutions in tickets, which will
BECOME assets to a company or institution for future reference. IT service desks that
are responsible for cases already have the knowledge about the issues with which they
WORKED, so the case recorded is of less value and is time consuming for them. Thus,
the case-study records often lack enough details and are unsuitable as good references
for peers when peers are encountering similar problems.

Another point to be considered: Most IT service desks are concerned about
service-response time, which is directly related to key performance indicators. As a
result, the IT service desks try to deliver rapid service. However, not all services are of
high quality and match the customers’ expectations. Thus, customers or users some-
times are not satisfied with service quality. Many companies have realized that cus-
tomer satisfaction is vital. Instead of looking at how quickly IT service desks close the
ticket, they are moving from case closure to customer satisfaction.

2 Market Research

According to Gartner [1, 2], 70 % of business-transformation efforts fail due to lack of
engagement. However, applying the right elements of gamification can address
engagement, persuade employees to change behavior, and reach desired business
outcomes. Therefore, companies can achieve transformation of business operations.

3 Our Solution

In order to improve IT service desks’ performance and motivate them to deliver
continually desirable services, we use the following objectives as guiding principles to
encourage IT service desks to take positive changes when using enterprise software.

• Enable positively exchanging knowledge to improve the quantity of articles in the
knowledge base.

• Enable actively reviewing and commenting on shared knowledge to help improve
the articles’ quality before publishing.

• Enhance case-record quality to benefit peers and the organization.
• Improve customer satisfaction through both the quality of service and the time of

response, that is, balance the competing objectives of good service versus quick
service.

According to the lessons learned from our user research, we propose to integrate
gamification and persuasion mechanisms as incentives into the current HP Service
Manager product. The incentive mechanism should fit into users’ natural interactions,
with minimal interruption during performing normal tasks.

In order to improve knowledge exchange quantity (article count) and quality (being
easy to understand) in the groups, increase case record quality (cited count and
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helpfulness), and enhance customer satisfaction (good feedback from customer satis-
faction surveys), we incorporate some gaming elements that are internal drivers for
making progress, developing skills, and eventually overcoming challenges. Gaming
elements include: dashboards, leaderboards, “high-fives,” points, levels, badges,
rewards, competitions, etc. Besides gamification, we also integrate persuasion and
social influence, which are external drivers to increases employees’ motivations to
contribute personal knowledge and to improve service quality continuously through
enterprise software application. Examples include: sharing, reinforcement, peer pres-
sure, reciprocal liking, “power of because,” etc.

Incentive System. In our concept, employees can earn reputation points by serving
their work group with valuable contributions and gain positive customer feedback
through the HP Service Manager. There are three ways for employees to collect rep-
utation points.

• To contribute knowledge by submitting articles with high quality to the knowledge
base.

• To provide high-quality ticket records, which can be cited by their peers.
• To gain good ratings or positive feedback from customer-satisfaction assessment.

Design Process. In order to explore the possibilities of the application, we created a
process flow, user journey, and use scenario that explore how users might approach the
application. The process-flow diagrams show the relationships among different parts of
the application, with wire-frames showing basic content of key screens (see Fig. 1).

Users’ Journey: Analogous to Maslow’s Hierarchy of Needs. The user’s journey
contains elements that relate closely to Maslow’s study of basic human needs.

Fig. 1. Process flow diagram shows relationships among different parts and modules in the
application
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1. Onboarding: Once new members register, they can understand how to participate
in activities and gain points.

2. Contribution: After they have engaged in activities, they can acquire and accu-
mulate points.

3. Recognition: As they become known, they gain recognition and followers, earning
higher levels of badges.

4. Healthy competition: They can see on leaderboards where they stand and how to
surpass others’ levels.

5. Self express: They gain a good reputation by sharing their knowledge and sup-
plying high-quality service.

6. Desire to do better: Once they’ve achieved all of the preceding, they often have
strong desires to do better and are encouraged to “pay it forward,” giving to others
beginning their journeys in the HP Service Manager.

Persona. We created a persona after considering demographic groups and behavioral
segmentation: Tom Jones, 25, IT Service Desk, responsible for providing service to
different customers in a medium-scale software company.

Use Scenario. We constructed a general use scenario based on the persona: As the IT
service desk representative, Tom first registers in HP Service Manager without any
reputation points. He notices a message about a performance comparison between
himself and his peer through points. Playful competition incites him especially, due to
the fact that his colleague is much better in the ranking. Tom is eager to know how he
can quickly earn points. HP Service Manager gives him some advice to get points easily.

Tom effectively solves a customer problem the first time; the customer is very
happy and gives Tom a “Good” rating as thanks. Within five minutes, Tom writes his
solution about how to deal with the customer’s problem in a case record as detailed as
possible. Although he writes a high-quality case record primarily to get points,
undoubtedly, his case record contains valuable information for other peers to reference.
Based in part on this experience, he also starts to write articles regularly, which are
shared in the knowledge base by the HP Service Manager. Within two weeks, Tom
makes it from zero points to fifteen points, which helps him achieve rank number four,
and his name appears in the leader board! The visibility of his good performance makes
him have a sense of achievement. Therefore, he announces that he will continue
contributing.

Tom quickly gains a considerable amount of points and becomes a “Hero of the
Week”; dozens of “Congrats” and recognition from his peers are sent within seconds.
Tom’s boss is very happy with his outstanding performance, and gives him restaurant
coupons as a reward, which reinforces his commitment to engage. One day, Tom meets
Sonny at the end of the hallway when he leaves his office. Sonny takes the initiative to say
hello: “Hey Tom, your sharing is very good. Today I encountered the same problem as
well. You helped me to solve my problem!” Tom feels high appreciation and honest
thanks from Sonny, which motivates him to behave even better in the long term.

User Interface Design. The user interface design is a mash-up of the original HP
Service Manager user interface and additional gamification and persuasion mechanisms
designed to enhance the original (see Fig. 2).
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Guideline for new users and occasional users. In order to encourage IT service
desks to participate actively, we designed a pop-up Guideline. Once the IT service
desks access HP SM Incident Management, the Guideline appears in the corner of the
screen and gives clear advice about what actions to take to gain points. We add
comparison in here also. IT service desks can compare themselves with any other peer
who achieves the highest score within the last week. Visualizing the gap helps motivate
IT Service Desks to actively contribute.

Game mechanics used: step-by-step guideline, competition (See Fig. 2).
Record the information of the solution in a ticket. We use persuasion and

gamification mechanics to motive IT service desks to contribute case records, and to
convert that information into knowledge. In this step, the user interface displays the
number of people who are drafting knowledge, which persuades the IT service desk
person to take action for knowledge contribution (see Fig. 3).

Persuasion mechanics used.

Power of because [3]: According to a psychology study that appeared in the
Journal of Personality and Social Psychology, giving a reason for a request can
increase people’s compliance from 60 % to 90 %.
Collective behavior: Collective behavior can often result in peer pressure, which
compels people to conform to group behavior.
Peer pressure: Peer pressure is being used to urge people to do what peers are
doing.
Social learning: People learn from watching others.

Automatically recommend IT service desks to draft knowledge once closed tickets
are cited or recognized by peers. Another way to persuade IT service desk personnel
to draft knowledge is to use feedback from peers. If previous closed tickets have been
viewed or recognized by others, that means the problem resolved is similar to what
others are facing. Hence, IT service desk personnel will be encouraged to draft
knowledge and encouraged for doing so. We use progress bars to break down a task

Fig. 2. Guideline for new user and occasional users
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into workable segments. Consequently, a time-consuming task is more manageable,
because it is be split into smaller sub-tasks (see Fig. 4).

Persuasion Mechanics Used:
Reciprocal liking: People feel better about themselves knowing that they are liked

and enjoy the company of those who give them positive feelings, which motivates them
to do better.

Game mechanics used:
Progress bar: break goal into trackable activities.

Contribute Knowledge. We designed multiple small tasks to assist users to finish
knowledge contributions. For example, there is a phase named “Share to Internal,”
which is reviewed by close colleagues. Because people will feel less pressure when
facing close colleagues and more likely to refine knowledge according to their

Fig. 3. Record the information of the solution in ticket.

Fig. 4. Recommend IT help desks to draft knowledge
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colleagues’ feedback, IT service desks will feel more comfortable to move forward (see
Fig. 5).

Game and persuasion mechanics used: Collective behavior, Social influence,
Step-by-step

Share to Internal for Reviewing and Refining. The Default for sharing is that
users’ team members are selected to be reviewers. IT Help desk personnel, also, can
select trust-worhty peers to review their contributions. (See Fig. 6)

Persuasion mechanics used:
“I need your help.” This flips the roles of dominant and subordinate, engaging the

other person and providing a transfer of power.
Social Influence.

Notification. As a close peer, users’ colleagues will receive a request from the IT
service desk personnel to review a draft. Under “close peer pressure,” the reviewer is
more likely to complete a review and give useful comments, which will help improve
knowledge quality (see Fig. 7).

Persuasion mechanics used:
Power of people we like: people are most Influenced by people around us and take

action under peer pressure.
Leaderboard (see Fig. 8). The incentive mechanism is visualized in three ways: level,
ranking, and achievements, to make IT service desks and others aware of how much
they have done for their group. IT service desks can review high-scoring individuals or
teams, compare themselves to any other peers, or their teams to any other teams via the
Leaderboard.

Points: The points will be rewarded when IT service desks perform valuable
actions, such as contributing knowledge, closing tickets cited by peers, or getting
positive feedback from customers. Our design seeks to motivate other IT service desks
by highlighting individuals who contribute the most.

Fig. 5. Contribute knowledge.

556 Y. Yuan et al.



Fig. 6. Share to internal for reviewing and refining

Fig. 7. Notification

Fig. 8. Individual rankings in the Leaderboard
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Ranking: The total number of points of the top five IT service desks through social
comparison and competition is displayed in the Leaderboard. The visibility of good
performance motivates all IT service desks to actively improve their behaviors.

Achievements: The achievement for the top five winners are public and visible to
all IT service desks. Any IT service desk can drill down for more details. This
mechanism rewards both short-term and long-term contributions.

We also highlight competition among teams by enabling IT service desks to switch
to team rankings. Teams and their managers can compare themselves and other teams
easily according to total scores.

User Profile. User profiles allow others to review an individual’s performance and
contribution, find where a user shines, highlighting recent contribution points, levels
and badges earned, accessing hyperlinks of achievement, and drilling down for more
details. People are concerned about their colleagues’and managers’ opinions and atti-
tudes, which will influence their behaviors. Thus, we use social influence to reinforce
recognition and trigger IT service desks to perform improved behavior in both the short
term and long term.

Game mechanics used:
Level: The default is to assign every IT service desk to a level in a hierarchy. IT

service desks have to collect a certain amount of points before being promoted to a new
level. This mechanism addresses the users’ drive for achievement.

Points, Badges, Win Prize, Reward, Reinforcement, Sharing.

Survey Report about Customer Satisfaction. We designed a place to accumulate all
customer feedback to which IT service desk personnel can refer. Feedback includes
positive, neutral, and negative comments, so that the IT service desk personnel can
know how to improve unsatisfied service and make things better (see Fig. 9).

Persuasion mechanics used:
Customer comments on Services: Using customer feedback to measure customer

experience and improve customer satisfaction. It helps to motivate IT service desk to
increase service quality and deliver more rapid service.

Fig. 9. Survey report about customer satisfaction.
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4 Evaluation

We evaluated whether our concept was useful to improve the employee’s contribution,
performance, and engagement, as well as the employee’s attitude and acceptance of
gamification and persuasion used in a workplace. The evaluation served the purpose of
finding out if the new concept design met our objecrtives. Therefore, the focus of our
evaluation was explorative and concerns qualitative data.

We did A/B design evaluations, usinsg two different designs to see which design
performed better. Design A was the current product without any gamification and per-
suasion mechanics; Design B was a new design using gamification and persuasion
mechanics. We allocated two user groups to the different designs, half of all users
reviewedDesignA; they didnot see any information about incentivemechanics.A second
half of the users reviewedDesign B; they could see points, the Leaderboard, and all social
influence information. We respectively interviewed 16 employees in each group. Inter-
viewees’ age range were from 26 to 45 years old, and half of them were female.

During the process of reviewing designs, we interviewed employees, then asked the
interviewees to fill out an attitudinal survey with a 10-point scale, which helped us to
analyze the interviewee’s opinions and feelings about the two different designs.

In evaluating the effect of the incentive mechanism on the employees’ opinions, we
set the research objective to answer the following questions:

• Does our incentive design encourage employees to invest time for recording
information with enough details in ticket record?

• Do employees feel inspired to contribute knowledge?
• Do employees feel motivated to comment on articles and to improve knowledge

quality from peers?
• What do employees think about the direct feedback of customer service?
• What do employees think about points, badges and leader board?
• Do employees consider gamification and persuasion in the enterprise software

environment as a positive or negative factor?

4.1 Results of User Interviews and Future Design Recommendations

• Does our incentive design encourage the employees to invest time for recording
information with enough details in ticket record?
After interviewees saw the “Because” reminder when they were recording infor-
mation in tickets, most interviewees seemed willing to record in detail to help their
peers. However, some of them were not clear about how much detail should be
written down; therefore, they suggested that a sample should be provided for ref-
erence next to the input field of the solution.

• Do the employees feel inspired to contribute knowledge?
Because the system would automatically notify the interviewees about how many of
their closed tickets have been cited by their peers, or any feedback from their peers
about the recorded tickets, most interviewees stated that they would be encouraged
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to contribute knowledge when they knew their recorded information was valuable
and was helpful to others. As a result, they were more willing to convert infor-
mation into knowledge. However, whether the status of how many employees were
contributing knowledge should appear in the screen of the written solution in the
ticket record seemed debatable. Some of the interviewees would be influenced by
the number. If the system displayed that there were many employees contributing
knowledge, the interviewee also would be inspired to consider contributing his/her
knowledge; but, if the system told him/her that few peers were drafting articles,
he/she might feel discouraged. The interviewees believed that the number of
employees contributing knowledge should be shown in the screen of knowledge
contribution, which was encouraging, because they felt their colleagues were
accompanying them, and doing the same activity at the same time. In summary,
which screen should display collective behavior needs to be researched further.

• Do the employees feel motivated to comment on articles and to improve
knowledge quality from peers?
Most interviewees believed that they definitely would review peer articles because a
peer asked them to help reviewing articles, they would invest time to help improve
the article’s quality based on the request from familiar peers. Another factor was
that the topic of an article was the interviewees’ specialized field. Therefore, the
interviewees felt confident and were willing to actively comment. Conversely, when
the interviewees were asked who would be chosen to review their articles, over half
of interviewees said they preferred to choose subject-matter experts to review their
articles, because the experts’ comments were trustworthy. Consequently, they
suggested that the system should allow them to choose subject matter experts, in
addition to choosing close colleagues who are familiar with the topic.

• What do the employees think of the direct feedback of customer service?
Almost all interviewees stated they were concerned about customer feedback
regarding their service, and they focused more on the neutral or bad comments from
customers than positive feedback, because these comments would help them to
understand where were problems and how to improve their future service.

• What do the employees think about points, badges and Leaderboards?
Most interviewees claimed that they were concerned about the winners in Lead-
erboards in comparison to their own performances. They would like to learn more
about the contribution from these winners, because the winners’ performances were
the invisible or informal benchmarks to motivate the interviewees to improve
themselves. Similarly, once interviewees were the winners, they were more willing
to continuously maintain great performance, so that they wouldn’t become losers,
because they cared about their self-image in front of others, wanting to make active,
rather than passive, impressions. When talking about points and badges, the in-
terviewees said that they paid attention to their points and status. Some of them
suggested that the system could always indicate the current level and the next
reachable level, which would be a clear goal to continuously stimulate them to
move forward.
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• Do the employees think of gamification and persuasion in the enterprise soft-
ware environment as a positive or negative factor?
The interviewees thought the incentive system was encouraging positive, and could
motivate them to perform better and to improve engagement.

4.2 Questionnaire Result About Users’ Attitudes

Through user interviews and use of a user-attitudes questionnaire, we found that in-
terviewees stated that the new design could motivate them to perform better and to
exert a positive influence on them (see Fig. 10).

5 Next Steps

We have received valuable feedback from our user interviews, which gave us insights
about how to improve our design. Therefore, in the next stage of our project, we shall
continue to enhance, test, and validate our designs to further improve the user expe-
rience of enterprise software enhanced through gamification and persuasion techniques.
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Abstract. The Word Sense Disambiguation (WSD) problem has been
considered as one of the most important challenging task in Natural Lan-
guage Processing (NLP) research area. Even though, many of scientists
applied the robust machine learning, statistical techniques, and struc-
tural pattern matching approach, the performance of WSD is still not
able to bit human results due to the complexity of human language. In
order to overcome this limitation, currently, the knowledge base such as
WordNet has gained high popularity among researchers due to the fact
that this knowledge base can extensively provide not only the definitions
of nouns and verbs, but also the semantic networks between senses which
were defined by linguists. However, knowledge bases are not fully dealing
with entire words of human languages because maintaining and expand-
ing the knowledge base is huge task which requires many efforts and
time. Expanding knowledge base is not a big issue to concern however,
a new approach is the major goal of this paper to solve WSD problem
only based on limited knowledge resources. In this paper, we propose
a method, named low ambiguity first (LAF) algorithm, which disam-
biguates a polysemous word with a low ambiguity degree first with given
disambiguated words, based on the structural semantic interconnections
(SSI) approach. The LAF algorithm is based on the two hypothesises
that first, adjacent words are semantically relevant than other words far
way. Second, word ambiguity can be measured by frequency differences
between synsets of the given word in WordNet. We have proved these
hypothesises in the experiment results, the LAF algorithm can improve
the performance of traditional WSD results.
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1 Introduction

Word Sense Disambiguation (WSD) is one of the most important, complicated,
and challenging task in the computational linguistics research area [1]. WSD
is a task to find correct senses for the given words that have multiple senses
but their appearances are the same (similarly, a polysemous type of word). For
example, a noun bat represents not only for a chiropteran1 but also rackets for
squash, and baseball bat. When this polysemous word is appeared in a sentence,
people are able to understand the meaning of the given polysemous word by
referring co-occurrenced words but computers are not [8]. In order to compute
human languages, many researchers have been studying for long time to discover
the best approaches to obtain a good result, but it is still an ongoing problem.

Early approaches were started to make a corpus which was manually tagged
senses of polysemous words from the small number of sentences [4]. After expand-
ing and developing this small corpus, dictionaries had been lunched to public.
It provided vast amount of definitions for the target language so, people started
to apply the dictionaries to WSD task. The most famous dictionary-based app-
roach is the Lest algorithm which was introduced by Michael Lesk in 1986 [2].
However, it has a limitation that WSD results are depended on the dictionaries.

A supervised and unsupervised method had been applied to overcome this
limitation in WSD task. The supervised method can be considered as a clas-
sification task by using collocation, bag-of-words, n-gram2, and context words
a feature [5]. This method can apply many kinds of pattern recognition and
machine learning approaches such as, Decision list, Naive Bayes classifier, k-
Nearest Neighbors (kNN) algorithm, and Support Vector Machines (SVMs).
However, it requires corpus which includes tagging information for words, but
a problem is that tagging task has to be done manually, so it requires many
times and costs. The unsupervised method is based on the assumption that
the same sense of a words will occur in similar contexts. Therefore, it can be
called as Word Sense Discrimination, in other words, this method is not able to
distinguish specific senses for given words from a target sentence [6].

Currently, the most popular and powerful approach to WSD task is based on
Knowledge dictionaries [7] such as WordNet3. Especially, Structural Semantic
Interconnections (SSI) algorithm [3] is the most well-known approach to WSD
task. This algorithm creates structural specifications of the possible senses for
each target word to disambiguate in a context. And it selects the best hypothesis
sense according to a grammar which describing relations between sense specifica-
tions. Even though, this SSI algorithm is powerful algorithm based on the strong
knowledge-base, there is a limitation to overcome. This paper will be focusing
on this limitation provide proposals to overcome this weakness.
1 Nocturnal mouselike mammal with forelimbs modified to form membranous wings

and anatomical adaptations for echolocation by which they navigate.
2 is a contiguous sequence of n items from a given sequence of text or speech.
3 is a lexical database for the human languages provides definitions and relations

among synonyms developed by Cognitive Science Laboratory of Princeton Univer-
sity.
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In this paper, we propose a new WSD algorithm, named Low Ambiguity
First (LAF), which is based on the hypothesises that it is able to calculate
ambiguity of words by using WordNet, and the word with low ambiguity degree
must be disambiguated first. Moreover, adjacent words are semantically relevant
than other words far way. These hypothesises are the proposals to overcome
weaknesses of the SSI algorithm. We believe that the LAF algorithm can improve
precision performance of WSD.

The reminder of this paper is organized as follows: In Sect. 2, we describe
the SSI algorithm in details and point out its weaknesses. Section 3 is the main
part of this paper that we present the low ambiguity first algorithm and explain
how it works with examples. Also, the word ambiguity measurement will be
illustrated. Finally, Sect. 4 concludes this paper with future works.

2 Related Works

Structural Semantic Interconnections (SSI) algorithm is a method to disam-
biguate polysemous words by creating structural specifications of the candidate
senses for each word and select the most appropriate sense by using the struc-
tural grammar. The structural grammar is a possible relevant relations between
structural specifications precisely, semantic interconnections among graphs. This
SSI algorithm can be described as following variables:

– T = [t1, ..., tn] where, t is list of co-occurring terms to be disambiguated and
n is a total number of noun types of word in the given sentence.

– St
1, S

t
2, ..., S

t
k are structural specifications of the possible concepts for the given

t, where k is a total number of the possible concepts.
– I = [St1 , ..., Stn ] is a list of the disambiguated senses (precisely, semantic

interpretation of T ), where Sti is the chosen sense for the given t or the null
element that the t is not yet disambiguated.

– P = [ti|Sti = null], where P is a list of pending terms to be disambiguated.
– G = (E,N, SG, PG), where G is a context-free grammar, E is edge labels

to indicate semantic relations between possible senses. N is a path between
concepts and SG is a start symbol of G. PG is set of productions includes
about 40 productions.

The SSI algorithm only considers noun types of word as a term to be disam-
biguated. Therefore, the list of t will be initialized with noun types of words from
the given sentence. The WordNet definitions for the given t will be considered as
a possible concepts (St

j) for the t. If the target term t is a monosemous4 word, I
will be updated with St1 . If there are no monosemous terms nor initial synsets,
the algorithm will choose the most probable sense based on the frequency of
word senses. I will be updated as long as the SSI algorithm can find semantic
relations between senses of I and possible senses of t in P by using G.

4 having only single meaning or sense.
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Let us assume that there is a sentence to be disambiguated as follows. Sen-
tence = Retrospective is an exhibition of a representative selection of an artists
life work and art exhibition is an exhibition of art objects (paintings or statues).
The initial values of each variable will be updated as following:

T = [retrospective, work, object, exhibition, life, statue, artist, selection, repre-
sentative, painting, art ]
I = [retrospective#1, -, -, -, -, -, -, -, -, -, -]
P = [work, object, exhibition, life, statue, artist, selection, representative, paint-
ing, art ]

At first, I will be updated with the senses of monosemous words in the list
of P as follows:

I = [retrospective#1, statue#1, artist#1 ]
P = [work, object, exhibition, life, selection, representative, painting, art ]

The I will be enriched until the senses of I and possible senses of t in P
have semantic interconnections (such as, kind-of, has-kind, part-of and has-part
relations). Therefore, the final statuses of the lists are as follows:

I = [retrospective#1, statue#1, artist#1, exhibition#2, object#1, art#1, paint-
ing#1, life#12 ]
P = [work, selection, representative]

As we can see in this SSI algorithm, there are two limitations to overcome.
First, there are no criteria to measure which word needs to disambiguate earlier
than others. P is a pending list to prepare terms to be disambiguated. However,
the problem is that all the ambiguity of words is different from each other.
Some words are mostly used by the first sense among other senses. Some words
are uncertain due to their high ambiguities. Therefore, we need a method to
measure the Word Ambiguity (WA) to decide which word has lower ambiguity
than other words. So, we can reduce a possibility to make wrong choices in each
disambiguation step.

Another limitation is based on the hypothesis that the adjacent words are
semantically relevant to each other. In other word, a nearest word might have
higher possibility to make strong semantic relations than a distant word. If this
hypothesis is correct, we need to alter this SSI algorithm to consider structural
locations of words in the given sentence.

In this paper, we demonstrate our hypothesis and prove that the SSI algo-
rithm can be improved by concerning semantic relations among adjacent words.
Also, we present the word ambiguity measurement by using WordNet sense fre-
quency and propose Low Ambiguity First (LAF) algorithm in Sect. 3.
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3 Low Ambiguity First Algorithm

This section presents the Log Ambiguity First algorithm (LAF), a knowledge-
based Word Sense Disambiguation by applying the hypothesis that word ambi-
guity can be measured by frequency of senses in WordNet and the adjacent word
are semantically relevant to each other. The variables of LAF algorithm is the
same as the SSI algorithm as described in Sect. 2. However, items of pending list
P will be ordered by their word ambiguity values.

3.1 A Measurement for Word Ambiguity

A word Ambiguity (WA) is a criteria to measure complexity of word senses in the
pending list P . It is important to decide which words disambiguate earlier than
other words due to the fact that the SSI algorithm disambiguates senses of t
in P by using the senses in I which already have been founded in the previous
step. In other word, in each step, the best senses are chosen according to the
current I and P , therefore, the order in which senses are chosen may affect the
final result.

Let us assume that we have pending list P as follow: P = [group, Friday,
investigation, Atlanta, primary election, evidence, irregularity ]. According to the
SSI algorithm, the I will be enriched by the monosemous words from the P .
Therefore, we’ve got I = [-, Friday#1, -, -, primary election#1, -, -] and P =
[group, investigation, Atlanta, evidence, irregularity] where,

Sgroup3 = [(2350)group#1, (9)group#2, (3)group#3 ],
Sinvestigation2 = [(16)investigation#1, (8)investigation#2 ],
SAtlanta2 = [(7)Atlanta#1, (1)Atlanta#2 ],
Sevidence3 = [(54)evidence#1, (24)evidence#2, (7)evidence#3 ],
Sirregularity4 = [(3)irregularity#1, (2)irregularity#2, (1)irregularity#3,
()irregularity#4 ]

The word ambiguity can be measured by following Eq. 1 based on the fre-
quencies of senses from each terms defined in WordNet.

WordAmbiguity(t) =
k−1∏

i=1

k∏

j=i+1

log
frequency(St

i )
frequency(St

j) + 1
(1)

where, frequency(St
i ) is the frequency of the ith sense of the given term t as

illustrated in the previous paragraph. For example, the word ambiguity of term
(t = group) can be obtained as follow:

WordAmbiguity(group) = log
2350
10

× log
2350

4
× log

9
4

≈ 2.312

If the word ambiguity value close to the zero, it means that the given term (t)
has high ambiguity (semantic complexity). In contrast, if the value far apart
from the zero, it means that the given term has low ambiguity. In other word,



570 D. Choi et al.

the term with low ambiguity will be disambiguated earlier than other words.
Therefore, the pending list P will be updated by the order of word ambiguity as
shown in the Fig. 1.

Fig. 1. Examples of Word Ambiguity corresponding to terms (t) in the pending list P.

Therefore, the pending list P will be configured as follows: P = [group,
Atlanta, investigation, evidence, irregularity ]. This is the major difference
between the SSI and LAF algorithm that the LAF algorithm will disambiguate
low ambiguity word first. Detailed algorithm and explanations will be described
in the next section.

3.2 An Adjacent Word May Have Stronger Relations than Other
Words

This section describes and demonstrates the hypothesis that an adjacent word
of the target term (t) may have stronger semantic relations than other words
which far apart from the target term. In order to discover an evidence to prove
this hypothesis can be applied in the SSI algorithm, we defined a Morphological
Distance (MD) and WordNet Hierarchical Distance (WHD) as shown in Fig. 2.
The MD is a morphological distance between target term (t) and its adjacent
words. And WHD is the shortest path distance between the target term and its
adjacent words based on WordNet hierarchy.

Let us assume that we have a sentence as follows: Sentence = [The Ful-
ton County Grand Jury said Friday an investigation of Atlanta’s recent pri-
mary election produced no evidence that any irregularities took place] which is
the first sentence of the Brown15 of SemCor6 data corpus. After preprocessing
steps, we can obtain terms to be disambiguated as shown in Fig. 2. Therefore,
the MD and WHD between the target term (t = group) will be calculated as
follows:

– MD(Group, Friday) = 1, MD(Group, investigation) = 2, ... ,
MD(Group, irregularity) = 6

– WHD(Group, Friday) = 8, WHD(Groupo, investigation) = 9, ... ,
WHD(Group, irregularity) = 8

5 The Brown University Standard Corpus of Present-Day American English.
6 A SemCor corpus is a manually sense-tagged corpora created by the WordNet project

research team in Princeton University.
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Fig. 2. Examples of the morphological distance and WordNet hierarchical distance
between terms in pending list.

According to the examples in Fig. 2, the WHD was increased when the MD
was getting bigger. However, the WHD was decreased even though the MD is
getting bigger after certain point. Therefore, we need to discover this point that
the tendency of WHD will be reversed, by comparing the MD and WHD from
all sentences in Brown1 corpus. As a result, we obtained the average of WHD
corresponding to the MD as shown in the following Table 1.

Table 1. Averages and Standard Deviations of WHD corresponding to MDs between
terms in Brown1 corpus.

MD Number of words Ave. of WHD Standard Deviation of WHD

MD = 1 5,161 10.16857 3.84991

MD = 2 5,133 10.32359 3.79279

MD = 3 4,330 10.41293 3.72705

MD = 4 3,420 10.19591 3.77212

MD = 5 2,661 10.24728 3.75285

MD = 6 1,983 10.29097 3.70380

MD = 7 1,436 10.03412 3.74383

MD = 8 1,068 10.08427 3.68752

MD = 9 752 9.98271 3.68088

MD = 10 531 10.45574 3.50725

As we can see in this table, the average value of WHD was increased until MD
is equal to three. However, the average value of WHD was decreased when the
MD is 4. These results can indicate that if the morphological distance between
target term (t) and its adjacent words is less than 4, there will be a tenancy
that morphologically close words have a high possibility to make strong semantic
relations. The most of the words (more than 80 percent) in Brown1 corpus are
located in condition that the MD is one to six. Because it is hard to find a
sentence with more than six kinds of nouns in the natural human language.

We hereby have proved that the adjacent words of the target term are likely
to have shorter WHD than a word with higher MD under the certain point.
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3.3 Low Ambiguity First Algorithm

In the previous sections, we have demonstrated two hypothesises that will be
applied in the LAF algorithm, in order to improve the traditional SSI algorithm.
Before we start to apply the LAF algorithm, we need to initialize the variables
which were required for saving co-occurring terms, structural specifications of the
possible concepts, list of the disambiguated senses, and pending list as described
in Sect. 2. However, in the LAF algorithm, the pending list P will be updated
after measuring the word ambiguity followed by the Eq. 1, and weighting function
will be applied to calculate semantic similarity between unknown senses and
known senses, changed by the morphological distance.

Fig. 3. Initializing processes for executing the LAF algorithm.

The proposed system will be developed by Python language and Pseudo-code
for an implementation of the LAF algorithm described in the followings. This
algorithm will take four kinds of list as input data which were the initialized
list after preprocessing tasks shown in the Fig. 3. This algorithm will update
list I and P until the system cannot find no further matching senses between
items of P C and I, by using the shortest path distance based on WordNet.
The weighting function will be determined by the values of alpha, beta, and
theta, respectively. These parameters are the constant values for applying the
hypothesis that described in the Sect. 3.2.
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Low Ambiguity First Algorithm(T, I, P_C, P){
import nltk
T[m] = list of co-occurring terms(t)
I[m] = list of disambiguated senses for the given t
P_C[m][k] = list of possible concepts for the given t
P[m’] = list of pending terms to be disambiguated
count = counting variable for items of list I

for(i=1;i<m’;i++){
for(j=1;j<count;j++){

for(x=1;x<k;x++){
// similarity will be based on the shortest path
// distance in WordNet
find similarity(P_C[i][x], I[j])
return the most semantically close sense P_C[i][x]

and its value.
if count == 1:

update I, P
count = count + 1
break

else:
continue

// alpha, beta, and theta are the constant values to
// apply adjacent words have strong semantic relations
// where, alpha + beta + theta = 1
alpha * similarity(P_C[i][x], I[j])
beta * similarity(P_C[i][x], I[j’])
theta * similarity(P_C[i][x], I[j’’])
find the most relevant P_C[i][x]
update I, P
count = count + 1
return P_C[i][x]

In this proposed LAF algorithm, we are able to apply two hypothesises
described in the previous Sects. 3.1 and 3.2, in order to overcome the limita-
tions of traditional SSI algorithm. According to a base experiment7 to verify
reliability of the proposed algorithm, we have founded that our algorithm can
improve the SSI algorithm. However, we are not going to describe experimental
results in this paper due to the fact that the amount of testing data was not big
enough. The major goal of this paper is the proposal of the LAF algorithm and
demonstrations of the hypothesises. The experimental results will be introduced
in the future works.

7 We simply run a comparison test by using small amount of sentences.
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4 Conclusions and Future Works

In this paper, we propose a new approach to overcome weaknesses of the
traditional SSI algorithm which is the most popular knowledge-based WSD
algorithm. People started to apply statistical approaches for disambiguating
polysemous words however, the performance of these methods are still required
improvements. Even though, knowledge base which is a machine readable knowl-
edge database had been applied to WSD, there is a limitation that the current
knowledge-base cannot cover entire senses of human language so far. The more
we hold a rich knowledge base, the more we gained high performance for the
WSD. However, enriching and maintaining knowledge base require many costs
and time. Therefore we proposed a method only by using the limited current
resources based on the two hypothesises. We demonstrated these hypothesises
in this paper and proposed the Low Ambiguity First algorithm which is able to
overcome weaknesses of the SSI algorithm. Experiments are still ongoing how-
ever, we believe that the proposed method can improve the performance of WSD.
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Abstract. With the recent explosive increase in the amount of web-based scien‐
tific data in big data environments, various researcher support systems have been
developed to help discover desired scientific data and search insights. Scientific
and researcher-related data are also applied to social networking services, thus
promoting inter-researcher networking. However, much time and effort is put into
big data mining to extract information customized to researchers’ specific needs.
Moreover, systems that facilitate information extraction by schematizing various
inter-data relationships are absent. In this paper, we propose a system that facil‐
itates relevant information extraction from scientific data and provides intuitive
data visualization. Such data visualization allows efficient relationship expression
between scientific data (relationships between researchers, acronyms and tech‐
nical terms, and synonyms of a technology name), and provides an author disam‐
biguation interface for authors with the same name. As a result, researchers can
extract relevant information from big data with scientific data, and obtain signif‐
icant information based on cleansed and disambiguated data.

Keywords: Visualization system · Scientific data · SOLR · Implicit relationships

1 Introduction

Recent years have seen an explosive increase in the number of web-based scientific data.
Open Access (OA) is the representative platform of scientific data, in which they are
distributed in the Open Archives Initiative (OAI) protocol format provided by OA repo‐
sitories [1]. The number of OA scientific data marked a ten-fold increase in ten years
from 19,500 in 2000 to 191,850 in 2009, and this rapid upward trend of online distri‐
bution of scientific data is expected to continue in coming years [2]. Against this back‐
ground, a wide range of search engines for scientific data, such as Microsoft Academic
Search, Google Scholar, and SciVal Experts have been developed for the purpose of
collecting scientific data and providing them for users who seek scientific papers and
insights. Of them, Google Scholar operates a freely accessible service by searching and
collecting scientific data, indexing them according to data patterns, and expanding them
[3]. Microsoft Academic Search service runs a pilot operation of a system for providing
users with visualized display of inter linkages among scientific data. Yet, to the best of
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our knowledge, there is a lack of systems for visually displaying multifaceted inter-data
relationships. Retrieval efficiency and system usability can be improved compared with
currently available general search engines by revealing such variegated inter linkages
among scientific data and analyzing them based on the attributes of respective extracted
data [4, 5]. This paper presents a visualization system based on the Solr system for the
purpose of expanding the usability of scientific data. First, we collected scientific data
from the Digital Bibliography & Library Project (DBLP) website that publicizes
computer science bibliographic lists. These basic data were enriched by an expanded
search of related institutional data and researcher databases. Based on the researcher
profiles thus collected, we constructed visualized presentations of not only researcher
network status, but also data of the affiliated institutions and email addresses, and
provided them in user interfaces such as Forced-Directed Graph, Timeline, and Facet
Navigator, along with a system that retrieves such data.

This paper is organized as follows. In Sect. 2, we introduce previous researches into
solutions to the visualization about scientific data. In Sect. 3, we explain the implemen‐
tation system. Finally, we conclude this paper and discuss future work in Sect. 4.

2 Related Work

2.1 Analysis of Scientific Data

Along with the online distribution of scientific data, analytical research into the rela‐
tionship of scientific data has been underway. Scientific papers distributed online
provide information on key information related to the respective papers, such as year of
publication and authors’ names and affiliations, but no disambiguation data in the case
of researchers with the same name. To address this problem, many studies have been
conducted to establish and analyze methods for author name disambiguation [6–8]. One
such method was investigated by a study using co-citation data. The co-citation data
considered in this study were used by two other studies, which analyzed the co-citation
patterns and disambiguated individual authors with the same name. In addition to
mechanical analysis, a method of unique author identification was also presented, in
which a unique identifier called Researcher ID is assigned to each scientific author.
Researcher ID solves the problem of identifying authors with the same name by
assigning an identifier to be linked to the academic papers produced by the corresponding
author. Along with studies on author disambiguation, studies have been conducted on
the relationships of researcher-related data that consider issues such as “similar
researcher search” and “researcher recommendation” through similar entity search by
extracting expertise profiles from the collected researcher-related data [9].

2.2 Data Visualization

The rapid increase in the amount of data caused by the rapid increase of Internet users
has led to the intensification of research on new methods of data retrieval using multi‐
faceted information in addition to simple text search [10]. One such method is data
visualization. As a result, a number of search engines have already presented visualized
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data service, and in turn, this has given rise to studies that evaluate the usability of such
visualized data [11].

Researcher expertise profile retrieval systems, such as Google Scholar, Citeseer,
Libra, and SciVal Experts, are useful tools for harvesting web-based academic papers.
Users consult these search engines to find the materials relevant to their research. These
systems provide data related to the objects queried by entering paper titles, author names,
or technological domains [12]. Users can use them for launching queries and retrieving
relevant papers, but cannot easily grasp what is contained in the papers and how retrieved
papers relate to one another.

In order to overcome such limitations, search engines put much effort into the
visualization of search results. Microsoft Academic Search, for example, shows re-
searchers linked to a queried researcher in a graph (Fig. 1). This system can show co-
authors, but output is limited to the identified researchers, so that the unidentified
researchers cannot be reflected in the co-author graph. The identified data are then
treated as uncertainty data, thus resulting in an analysis error in the data analysis
process. In addition to graphic representation, the visualization of search results can
provide users with more convenient intuitive views of search results with interactive
features; for example, a facet navigation system offers a responsive interface that
reflects the search terms entered by the user. In other words, users are provided with
interactive data retrieval via faceted navigation. As a result, fact navigation-based
search is more useful for users to retrieve relevant data than the best-first search
method. Facet search is preferred not only for researcher database search, which is
the object of this study, but also in other types of websites with high user accessi‐
bility, such as electronic commerce sites [13].

Fig. 1. Microsoft academic search - coauthor graph (http://academic.research.microsoft.com/
VisualExplorer#3317582)
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This paper presents a data visualization system that allows the relationship analysis
of scientific data and researcher disambiguation. The proposed system can be used
efficiently to analyze research trends and harvest researcher disambiguation data by
visualizing the inter-data relationships of search results capable of deriving the rela‐
tionships among retrieved scientific data, irrespective of the results of researcher disam‐
biguation, thus unaffected by data related to unidentified researchers.

3 Implementation System

3.1 Visualization Process

Figure 2 shows the system configuration proposed in this system, for which the process
of visualizing researcher profile data comprises the three stages of data col-lection, data
cleansing, and data visualization.

• Data collection. The first stage is the collection of researcher profile databases publi‐
cized on the Internet in the domain of computer science. To this end, the names of
authors and co-authors, paper titles, and DOIs were extracted from the DBLP data
published in the XML format. In order to solve the problem of author ambiguity with
the same name, we used the DOI information of the concerned papers in order to
collect additional author attributes leading to disambiguation, such as affiliated insti‐
tutions and email addresses, from their respective websites. The DOI for a paper leads
to the website on which the paper is published, and the corresponding page provides
paper details, including the abstract, institution name, and email ad-dress. Acronyms,
expansion names, and synonyms used in the paper can be obtained from the abstract.
When collecting web-based researcher profile data, a customized crawler is required

Fig. 2. System architecture
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for each webpage, considering its structural pattern, because webpage structures are
different from one website to another. Using such customized crawlers, acronyms
and expansions are obtained from the papers collected. For this process, we applied
an acronym and expansion extraction tool [14]. The extraction tool used contains a
cleansing module for removing stopword, unnecessary punctuations, and typograph‐
ical errors. In the data collection stage, a total of 30,672 acronyms and 512,587
expansions were collected from the data of the papers published online.

• Data Cleansing and Processing. Data retrieved by automated data collection should
be subjected to data cleansing for the removal of unnecessary words and signs. In the
case of the data provided by the DBLP, the sequential numbers added to author names
or paper titles to avoid data double entries should be removed. For example, from
the author name “Tomas Keller 0001,” “0001” should be removed in order to enhance
author disambiguation and retrieval accuracy. In addition, unnecessary abbreviations
or academic degrees added to authors’ names should be removed. Pages containing
HTML tags retrieved by web crawlers often contain mixed upper and lower-case
letters and signs, which should be cleansed.

• Data Visualization. We applied the Solr tool developed in the Apache Project to the
visualization system in order to allow customized scientific data retrieval and facil‐
itate detailed data retrieval. Solr, built on Apache Lucene, has the advantages of easily
implementing facet navigation features used as an interactive user interface, and
allowing high-speed and high-accuracy retrieval by indexing data. Therefore, we
applied Solr for the implementation of an interactive user interface based on scientific
data. We employed the Ajax technology to construct the interactive user interface,
and applied vis.js library to visualize the graphic presentations based on data
formatted using JavaScript Object Notation (JSON) [15].

3.2 Proposed System

The main search categories for the proposed system are author, acronym, and synonym
to be selected according to the types of scientific data. The system is composed of Facet
Navigator, Forced-Directed Graph, and Timeline.

• Facet Navigator. This feature is shown on the left side of the Fig. 3. Further search
can be performed by clicking the links presented in the search results. Such a selected
search within the presented search results induces simultaneous filtering of the data
represented in the network graph and timeline, which is the main feature of the sys-
tem. Facet Navigator allows users to pursue the search for data related to the search
results and view only necessary data by targeted extraction, thus reducing the
complicity of search results.

• Forced-Directed Graph. The Forced-Directed Graph represents each of the
author’s name, co-author, acronym, synonym, expansion, email, and affiliation by
positioning it as a node on the graph. Nodes have different colors to facilitate
visual differentiation. By the nature of a forced-directed graph, the higher the
number of nodes, the harder the graph reading and the slower the visualization. To
forestall this problem, we depicted only the core nodes that match the search terms
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for the graph visualization. Users can choose additional nodes whenever addi‐
tional information is required and renew the graph.

• Timeline. The Timeline shows the email addresses of the author and co-author(s) by
year. The top line contains the email information of the author by year, and each line
underneath contains that of a co-author. The lines have different colors, and ID values,
with the exception of email addresses, were compared using the algorithm “Gestalt
Pattern Matching” [16]; those showing similarities in excess of 60 % were marked
with the same color.

3.3 Searching Scientific Data

• Searching Authors. This feature helps users disambiguate authors by providing
affiliations and co-authors’ email addresses. Result values related to authors are
outputted as ID values, and users can disambiguate authors by reading graphs and
timelines. Figure 4 show detail results about relationships among emails using
Forced-Directed Graph. If the value yielded by the pattern-matching algorithm
exceeds 60 %, the node is linked to the degree of similarity with a dotted line. The
graph drawn within the quadrilateral marked in Fig. 4 displays three email addresses
that match three authors, each with similarities that exceed 60 %, and thus connected
with dotted lines. In this case, the probability of the three authors being the same
person is considered high. The timeline can also help users disambiguate authors
because it indicates the email addresses used in the papers by year. We decided the
threshold of email similarity is 60 %, therefore if similarity value between ID of
emails higher than the threshold then we can consider the authors who have the
similar email ID can be the same author. In Fig. 5, four different emails are outputted
from a paper authored by “Terry A. Halpin,” of which those used in 2009 and 2011

Fig. 3. Main interface to shows diverse scientific data
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are identical, and those used in 2013 are different, but with a high degree of similarity,
and thus are depicted in the same color. The part grouped as “co-author” indicates
that three authors prepared the paper together in the corresponding year. In the same
fashion, it can be verified that “Matthew Curland” and “Terry A. Halpin” co-authored
papers in other years as well. This information, in conjunction with the colors that
express email similarities, leads to the assumption that the authors who appear in
2006, 2009, 2011, and 2013 can be considered to be identical.

• Searching Acronyms. In the proposed system, if an acronym has different expan‐
sions, the representative expansion is taken as the technology name. An acronym
search can lead to obtaining detailed information regarding the concerned technology
by launching queries based on the terms in the expanded form of the acronym.

Fig. 4. Finding the same authors by email similarity

Fig. 5. Author identification interface with email timeline derived from scientific data (Color
figure online)
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Figure 6 shows a graph derived from the trend observation regarding the corre‐
sponding technology by performing a detailed search with a further query on
“Service-Oriented Architecture” from the search results yielded by the search term
“SOA.” The axis on the left side shows the number of papers by year yielded by the
search results, and the axis on the right side shows the values of the “Service-Oriented
Architecture” search results of the Google Trend Search, restructured by year. The
graph derived via Facet Navigator reveals that the “Service-Oriented Architecture”
technology began to be studied seriously in 2004, peaked in 2006, and has decreased
since then. By comparing the corresponding data with the Google Trend Search

Fig. 6. Deriving a trend history of the acronym based on the search results

Fig. 7. Showing relationships between synonyms and their expansions
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results, we verified that the estimated (derived) trend was similar to the real trend.
The corresponding graph is not outputted in UI, but users can derive it from the results
outputted in the year item of the Facet Navigator.

• Searching Synonyms. Synonym search provides users with information by
retrieving the words similar to, or translated from, the search terms by linking
synonym data with expansion and acronym data. The examination of the part marked
as “Synonym Group” in Fig. 7 reveals that the query of the term “cross-linguistic
retrieval” leads to the information about the author who conducted research on its
expansion and acronym data, namely, cross-lingual information retrieval, cross-
language information retrieval, and CLIR.

4 Conclusion

In line with the recent progress of the Internet and the trend of publicizing open access
academic papers, a wide variety and large amount of related research results have been
produced. Services that support the research of those looking for collaboration partners,
or probing the latest research trends, have been developed based on researcher profile
databases. More recently, services based on predictive and prescriptive analytic meth‐
odologies have been developed to enhance researchers’ competences. Amidst this trend,
the need for accurate researcher profile data has become urgent to allow the accurate
diagnosis and analysis of technological trends or researcher expertise. However, given
that the currently available data have an unsolved problem of authors with the same
name, constructing such services based on such data poses the issue of accuracy and
reliability. This problem can be solved only by developing methods and systems for
extracting data on the relationships of relevant researcher profile data from scientific
data that can lead to author disambiguation. Therefore, this study presented a system
that provides screens customized for users, helps them disambiguate researcher profiles
by deriving inter-data relationships from researcher-related data, and visualizes them.

Researcher-related data could be disambiguated using the proposed system by
comparing researchers’ email addresses and research keywords. In addition, a time-line
interface was developed that demonstrated the possibility of author disambiguation by
tracking back individual attributes.
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Abstract. As the amount and the type of data for business decision making are
rapidly increasing, the importance of big data analytics is gradually critical for
making effective business strategy. However, big data analytics based decision
making systems basically requires distributed parallel computing capability in
order to make timely business strategy recommendation via processing huge
amount unstructured as well as structured business data. We introduce a big data
analytics system for automatic marketing scenario planning based on big data
platform software such as Hadoop and HBase. The analytics methodology for
scenario planning is based on prescriptive analytics which is the most advance
methodology consisting of generation of business scenarios and their optimi-
zation, among the three analytics of descriptive, predictive, and prescriptive
analytics. Additionally, we developed a prototype of marketing scenario plan-
ning system and its graphical user interface, as well as the system architecture
based on Hadoop eco-system based distributed parallel computing platform.

Keywords: Business intelligence � Prescriptive analytics � Big data � Mar-
keting scenario � Scenario optimization

1 Introduction

With the advent of gigabit-level ultrafast Internet access to communication networks,
and the subsequent development of financial information infrastructure, such as
business transaction systems, businesses and entrepreneurs now possess a vast
amount of sales-related databases. However, it is not simple for managers and
business owners to use these data for detecting new business opportunities and
attracting new clients to continue improving business performance. New clients can
be either those who are already habitual consumers of their products and services, or
those who visit their points of sale (POS) less frequently. Managers usually set
business objectives that target these client clusters. Once the business objectives are
established, concrete strategies should be set up, such as discounts and leaflet
advertising, to achieve objectives.
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In most cases, decision makers are content with establishing objectives and strat-
egies by manually analyzing the various business information resources they collect in
their own ways, and using such information resources as check items for decision
making regarding business actions. In some cases, decision makers do not even possess
storage devices or analysis software for various POS data because of the financial
burden of purchasing and operation. Such manual and unsystematic approaches to
management have two problems in terms of accomplishing objectives: first, the deci-
sion makers can present a non-objective direction in the strategic planning processes;
second, the expenditure saved from the costs of introducing automatic management
data processing infrastructure can be easily outweighed by the costs of human
resources and wasted time for manual data processing.

The present paper proposes a prescriptive analysis system that evaluates sales and
logistical data in and around POS, and suggests marketing scenarios for
management-related decision-making to business owners who cannot afford manage-
ment information analysis systems. The proposed system stores general management
information using HBase, which is a large-scale database management system (DBMS)
based on a distributed/parallel database, performs high-speed computation of the stored
data necessary for calculating strategic models for establishing marketing scenarios,
and stores the output data. Users can then choose basic business information associated
with their businesses, as well as additional business strategies interesting for their
businesses, and apply them to the decision-making processes to finally find efficient
marketing scenarios.

2 Related Works

Business Analytics (BA) refers to a series of analytic techniques used for identifying
current problems by analyzing past business achievements or performing recurrent
processes, such as simulation, in order to derive optimal strategies to overcome the
problems. BA is largely divided into Descriptive Analytics, Predictive Analytics, and
Prescriptive Analytics [1].

Descriptive Analytics is the basic data analysis technique in which past data are
mechanically studied in order to learn the impact of past behaviors on future
achievements, and thus anticipate future events. Management reports can be considered
a representative example of Descriptive Analytics, given that they seek the clues that
link different variables of past events that should be considered for achieving specific
objectives in the future.

Predictive Analytics is the technique used for detecting in advance certain events or
risk factors likely to occur in the future, and analyzing counterstrategies. It is applied in
a variety of statistical techniques, such as machine learning, data mining, and game
theory. In predictive analytics, numerical data that represents past transactions are
generally used in order to capture significant relationships among various algorithms,
statistical models, and patterns not contained in the collected data. It is one of the most
widely used analytic techniques in processing big data, and it is essential to secure
various analysis tools and a large amount of data to achieve high-accuracy and
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high-quality outcomes. In the field of financial services, predictive analytics is primarily
used for customer credit rating.

Prescriptive Analytics is a brand-new analytic technique designed to predict the
impact of a decision before implementing it. It aims not only at predicting the when and
what of an event, but also at analyzing the why it occurs, and thus providing recom-
mendations for optimized actions. From this strategic perspective, the goal of
enhancing research competitiveness can also be interpreted as a business analytic
perspective from which future actions should be predicted based on numerical data,
given that the goal is analyzed based on numerical data, such as historical and changing
trends regarding researchers and related technologies.

The business solutions from IBM and AYATA are representative examples of
prescriptive analytics. AYATA is the worldwide unique company that analyzes data
using prescriptive analytics. Mathematical sciences, machine learning, and computer
science are some of the disciplines involved in the analytic techniques used by this
company. Despite the great potential and promise that prescriptive analytics holds,
organizations using prescriptive analytics account for only 3 % of all organizations
worldwide, with the rest still using exclusively structured data.

3 Marketing Scenario Planning

Marketing scenario is a marketing tool that contains detailed and concrete plans for
implementing intended strategic measures, e.g., to enlarge ongoing business projects or
promote new products and services to potential customers via various media channels
prior to launching. Given that business actions and ensuing results depend on the
implementation of the marketing scenario, it necessarily occupies an important place in
the phase of marketing goal setting. In particular, the scenario planning for small
enterprises is of vital importance because of the great impact of the individual business
components on the management environment. Nevertheless, the lack of data usable for
small business owners poses difficulties in developing strategic plans for them.

When proposing marketing scenarios to small business owners, merely analyzing
sales data and providing the results is not sufficient for helping them make proper
decisions. In order to efficiently support small business owners, not only structured data
that consists of sales and logistical data should be analyzed, but also unstructured data,
such as Internet citizen (netizen) social networking service (SNS) feeds that represent
consumer responses. Such integrated data analysis with regards to sales, logistics, and
level of foot traffic can be applied for making customized sales predictions according to
specific days of the week, time of day, age bracket, and gender.

In addition, SNS provides information on consumer responses to individual POS,
and the trends of related business lines. By performing integrated analyses of such
structured and unstructured data, marketing scenarios that reflect the current situations
of small enterprises can be established, and finally, optimized marketing scenarios with
the highest anticipated sales figures can be proposed. Small enterprises can thus be
supported in marketing-related decision-making in the manner explained in the last part
of the Introduction section.
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The marketing scenario planning proposed in this paper to support decision makers
of small enterprises can be divided into three stages. In the first stage, situation anal-
ysis, sales data from the POS under investigation are analyzed. The results provide
managers and business owners with an overview of the sales trends and types in POS
from multiple perspectives—for example, the types of customer clusters that bought
what, when, and how. In the second stage, marketing goals are set, including target
customer clusters and access strategies, in order to boost sales. In this goal setting
stage, several goals can be considered, and correspondingly, many marketing
approaches, such as a simple linear increase in sales at a specific rate or targeting a
specific customer cluster. The third stage concerns deriving strategies for reaching the
goals set in the previous stage by performing multi-dimensional analysis of various
structured data, such as current management situations, foot traffic, and logistical data.
The ultimate aim of this stage is to propose the optimal scenario that ensures accom-
plishment of the sales target or other specific goals.

In line with this aim, we designed a scenario proposal system for small business
owners from the angles described above. Figure 1 shows the overview of the system
architecture. The system consists of three modules: (1) data collection module in which
multi-source structured and unstructured data are collected and converted to
analysis-enabled formats; (2) prediction module in which various business models are
derived from the data outputted from the data collection module; (3) prescriptive
analytics module in which marketing strategies are designed and developed based on
the prediction data outputted from the prediction module. In the data collection module,
various types of data are collected from multiple sources (providers), processed in the
pre-defined forms, and converted to data usable in the prediction module. In the pre-
diction module, the incoming data from the data collection module are analyzed based
on various business mind analysis techniques under aspects of product type, consumer
types, and temporal elements, such as day of the week and time of day, and their
correlations are established and predicted. In the prescriptive analytics module, based
on the predicted data, a business scenario is derived that can be implemented in current
business situations.

Figure 2 shows an example of a marketing scenario yielded by implementing the
prescriptive analytics that reflect the business situations and goals in the last stage of
Fig. 1. The result of prescriptive analytics can be largely divided into three parts:
(i) anticipated future profit (in graph) shows the current prediction and profit increase
rate as a result of implementing the marketing plan by business action; (ii) suggestions
of various business actions to take in order to reach the sales target, including the
period and manner of their implementation; (iii) numerical information related to the
accomplished targets of various business actions integrated in the scenario.

In relation to the suggestions of various business actions, an endless number of
combinations may be generated because of the discrepancies between baseline situa-
tions of business owners or managers, and POS and management objectives. Storing all
these analysis results is a great challenge for conventional relational DBMS (RDBMS)
models. This problem is addressed by constructing prescriptive analytics in business
prediction models that consider only the elements and factors related to target
accomplishment.
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Fig. 1. System architecture for marketing scenario generation

Fig. 2. Conceptual diagram of scenario planning
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The proposed system for the marketing scenario design is differentiated from
conventional business strategic analysis systems that propose various scenarios in that
our system provides an optimized marketing scenario tailored to each management
environment in order to efficiently support managers and business owners in
decision-making to achieve their sales targets and management objectives.

4 System Architecture

Figure 3 presents the system architecture constructed based on the aforementioned
marketing scenario planning system designed to render it practicable in real business
settings. Given that the proposed system considers structured and unstructured
high-volume business data, it is constructed with the Apache Hadoop system as the
underlying system. The major components of Hadoop are Job/Task Tracker that per-
forms distributed/parallel data processing, and Hadoop Distributed File System
(HDFS) that stores big data safely and efficiently. On the stable Hadoop infrastructure,
high-volume business data are computed with various anticipated-sales models, and
Apache HBase Not Only SQL (NoSQL) DBMS infrastructure is installed to support
the table schema that facilitates data analysis. By employing the Hadoop HDFS
architecture, this infrastructure supports the parallel database processing that could not
be implemented in conventional RDB, and adopts a distributed data storage approach
for safe data storage. Thus, the data stores can be utilized by the client side for sales
prediction through RESTful API supported by default in the HBase infrastructure.

Fig. 3. Hadoop eco-system based architecture of marketing scenario planning system
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RESTful API can receive data in the form of a simple ATTP protocol without the need
for complicated wiring through the DB query GET/POST method similar to SQL. In
particular, the RESTful interface can receive output data in the XML format, which
does not require data parsing processes to render the incoming data usable by the client,
and it has unlimited capacity for application and expansion without regard to client
type.

Business big data have extremely variegated elements, and correcting the schema at
each data input, as is the case with conventional RDB, is too complicated and
time-consuming. HBase allows for unlimited column input pertaining to various ele-
ments once a column family is constituted by gathering the corresponding conceptual
columns; furthermore, column family data are expandable, similar to the conventional
RDB, via additional operation. The key advantage of the column family system is its
simultaneous management of a set of different attributes, which allows the data analysis
system architect and client developer to intuitively manage the data. Furthermore, in
HBase, the challenge of managing records whose volumes range from millions to
hundreds of billions of cases is efficiently addressed by distributed database storage of
each node.

Figure 4 presents a design example of a client that suggests a final marketing
scenario to a business owner using prescriptive analytics, as described above. A client
can be basically divided into two parts: business operation and scenario analyses. In the
business operation analysis, a detailed analysis is performed concerning the compo-
sition of POS and foot traffic volume according to gender and age distributions, as well
as by time and weekday. In the scenario analysis, plausible scenarios that reflect the
current sales situation, target sales volume, and the optimal scenario are generated. To
facilitate decision-making, a ranking can be assigned to each suggested scenario, and
the target achievement rate of the selected scenario can be viewed at one glance.

Fig. 4. Web based system UI providing trading area analysis and recommended scenarios
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5 Conclusion

This paper presented a marketing scenario planning system that adopts prescriptive
analytics on business big data in order to support business-related decision-making for
managers or owners of small and medium-sized entrepreneurs. This system is consti-
tuted with the Hadoop/HBase-based data infrastructure capable of big data processing,
and therefore multi-tiered business action recommendation could be established as a
result of integrating structured and unstructured big data, such as sales, logistical
information, and SNS feeds on top of various sales prediction models. At the end, it
suggests a group of candidate marketing strategies expected to improve the current
sales performance when the decision makers follow the business actions automatically
recommended by the marketing scenario planning system.. As further research, we
consider conducting a performance test of the proposed approach by evaluating the
prediction accuracy of the marketing scenario suggested by the system, and by com-
paring its efficiency with that of previous methodologies in processing unstructured
and/or structured business big data.
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Abstract. Antibiotic resistant infections are a serious threat for public health.
Hospitals are accountable for preventing the infection transmission among
patients. Situation awareness interface may improve healthcare workers’
awareness about daily aberrations in infection burden and risks associated with
infection transmission and underuse of preventive interventions. This study
attempted to apply the rules for image contraction to furnish large amount of the
electronic health record epidemiological data into a single image that would
reduce informational overload and increase infection prevention situational
awareness in a distributed group of healthcare workers. This research postulated
that contextualization of the infection prevention data may provide critical cues
for decision-making and detecting situations when prevalence and variety of
antibiotic-resistant carriers reach dangerous thresholds.

Keywords: Image construction � Situation awareness system design �
Information management � Antibiotic-resistance

1 Introduction

In 2013, The World Economic Forum reported that “the greatest risk of hubris to
human health comes in the form of antibiotic-resistant bacteria” [1].

Every year, approximately 100,000 Americans, 80,000 Chinese and 25,000
Europeans die from hospital-acquired antibiotic-resistant infections. Hospitals are often
characterized as infection transmission systems where a considerable proportion of
patients are infected with antibiotic-resistant bacteria. Low compliance with infection
prevention evidence-based practices is one reason that five to ten percent of patients
admitted to hospitals acquire at least one healthcare-associated infection [2, 3]. The
general goal of infection prevention is to “minimize the risk of individuals acquiring
infections during the course of care by preventing the transmission of infectious
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agents” [4]. An important piece of information from the infection prevention per-
spective is awareness of patient’s carriage of antibiotic resistant pathogens.

A situation awareness-oriented system design may improve healthcare workers’
knowledge about daily aberrations in infection burden and the risks associated with
infection transmission and underuse of preventive interventions. Studies have shown
that situation awareness correlates with higher performance [5–7], better clinical
sense-making and improved patient outcomes [8–11]. However, there is a large gap in
the field of healthcare context representation as no recommendations are available
about the functional needs of the context. There is also a gap between fundamental
research on context representation and actual context awareness prototype [12].

The objective of this research is to create a graphical representation of the infection
prevention contextual data by applying the Rules of Image Construction, grounded into
Matrix Theory and the physiology of a retinal perception [13]. The goal of this con-
struction is to enhance clinical sense-making in a distributed group about the changing
risks of infection transmission and spatially-linked infection prevention activity at a
hospital unit level. The study graphical model should answer the question “At a given
location, what are the risks of infection transmission there?” in an instant of vision.
This research postulated that contextualization of the infection prevention data may
provide critical cues for health care workers’ decision-making and detecting situations
when prevalence and variety of antibiotic-resistant carriers reach dangerous thresholds.
The study obtained the Institutional Research Board approval.

2 Effects of Data Representation on Human Performance

Ineffective data representation in electronic health records creates problems resulting in
cognitive complexity [14–18]. Cognitive complexity is defined as activities related to
identifying, perceiving, remembering, judging, reasoning, deciding, and planning [19].
In spite of years of research on human-computer interface, there is still a need to
manage the information effectively in order to enable healthcare practitioners to gain a
high level of understanding quickly. Representing information as a graphic is a form of
information processing where a vast amount of data can be reduced to understandable
and memorable information. Understanding of the graphically presented information
can result in visual memorization, but there are the conditions of memorization; as the
number of images and the amount of information increase, memorization becomes
difficult. Cognitive psychology has described the difficulty with holding more than
seven items in short-term memory [20]. Thus, effectively presented data will enable
humans to interpret vast amounts of data, while ineffective data representation needs to
be resolved.

A landmark study investigated memory for photographs and found that the per-
formance on the recognition of 2,560 pictures, which were displayed for 10 s, exceeded
90 percent [21]. In healthcare, earlier studies explored that metaphor graphic offers a
new form of medical knowledge representation [20, 22]. Metaphor graphic is defined
as assemblies of icons for graphical representation of symptoms, signs, pathological
situations, some components of diagnoses. A randomized trial on the effects of text,
table, pie chart, and icon, on the efficiency of subjects’ assimilation of information
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identified that icons were superior to the other formats in speed (p-value < 0.001) and
accuracy (p-value = 0.02) [23]. The researchers concluded that icons are a valuable
representation of medical information. Other studies found the icon-based graphics
were more effective than numerical formats in increasing risk-avoidant behaviors in
patients [24–27].

3 Matrix Theory and Visual Perception

Experimental psychology explains that human visual perception interacts with the
ability to understand and memorize the forms within an image [13]. The matrix theory
of graphics is the application of this property of visual perception [28]. An image has
three independent dimensions, X, Y, and Z. The eye perceives two orthogonal
dimensions X and Y, while a variation in light energy produces a third dimension in Z.
The third component necessitates the use of visual variables, such as color, texture,
shape, orientation, and symbol, to enable visual ordered perception. Transcribing a set
of information into an efficient three-component image depends on the application of
the factors that enable human associative, selective, ordered, or quantitative visual
perception. While the plane possesses all of these properties, the retinal variables hold
only some of them.

Bertin emphasizes that the retinal variables are physiologically different from the
planar dimensions [13]. The knowledge of the eye physiology explains what makes
visual perception instant or non-instant. The reader perceives the planar dimensions
through the intermediary of eye movement, so-called “muscular response”. In contrast,
the retinal variables, inscribed “above” the plane, are independent of it. The eye per-
ceives the retinal variation without eye movement. The retinal perception is called
“retinal response.” Therefore, the retinal variables, such as size, value, color, texture,
orientation, and shape become indispensable in the creation of the efficient image.

4 The Rules of Image Construction

4.1 Graphical Information Processing

To choose the right graphic formula for a set of information, a designer should identify
the purpose of graphics, consider the number of concepts (components), their nature,
the presence of a geographic component, and determine the most efficient image
construction. Efficiency of the image is defined as “the most efficient construction that
enables a person to answer any question in a single instant of perception” [13]. When
one construction requires a shorter observation time than another construction to
answer a given question, this construction is more efficient. A graphic can furnish the
means of retaining information with the help of visual memory. The primary graphical
problem encountered is identifying the best degree of data simplification that will still
provide the substance for decision-making. This problem links to issues of visual
selectivity and conceptual complexity of a graphic: each additional component
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increases the conceptual complexity and requires a new visual variable leading to an
increase in visual variability and reduction in memorability of the graphic.

In order to reduce a set of comprehensive information to a meaningful minimum,
the information elimination and processing are required. Reducing the number of
correspondences and keeping essential ones can simplify the information conceptual
complexities to a degree when an individual is able to retain information with the help
of visual memory. The process of elimination of some information makes the image
less comprehensive but easier for inscribing information in the viewer’s memory [13].
The mechanism of visual ordering and classing may decrease the overall information
and increase the speed of discovering the groupings. Superimposing or overlaying
several images in a figuration is the additional method of information reduction and
simplification. Image construction involves the analysis of the transcribed information
for identifying (1) an invariant defined as a component that is common to all the data,
(2) the number of components, (3) the number of elements in each component, (4) the
level of organization of each component (nominal, ordered, and quantitative), and
(5) planar and visual variables that match these components.

4.2 Transcribing Information into Graphics, Length of the Component,
and Graphic Processing of Information

The complexity of the image depends on the number of components and elements in
each component. Short components, including up to four divisions, reduce visual
variability and conceptual complexity of an image. “Long” components, when a
number of divisions exceeds fifteen, not only increase the conceptual complexity of the
image but also create a challenge for graphical representation. The visual perception is
important for comparing the characteristics, discovering similarities and differences,
and identifying areas of interest or exceptions. Therefore, the visual variables repre-
senting each component must permit visual selectivity, associativity, and ordering. The
hierarchy of the visual variables that permit selectivity starts with the use of size and
value, as the top choice, followed with color, texture, and orientation. Shape has no
selectivity; however, it provides a base for symbolism. Selectivity is also enabled when
characteristics are superimposed. The effectiveness of the chosen visual variables is
measured by its capacity for enabling the reader to disregard everything else. In order
to choose the most efficient retinal variables, it is important to determine the level of
organization of each component and the length of each component. When the length of
a visual variable matches the length of each component, diagrams and maps become
visually retainable.

5 Methods

This paper is reporting research-in-progress. We present the first phase of our study: the
conceptual model for infection prevention situation awareness model (IPSA). In phase
two: the pertinent questions we intend to research are: To what extent can the 50-bed
medical-surgical unit population IPSA information be graphically reduced? What is a
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meaningful minimum of information to be retained? What methods of information
simplification can be used? The design process included: (1) development of an
infection prevention conceptual model grounded in the epidemiology of nosocomial
pathogens, (2) integration of the empirical data from the EHR for an analysis of the
information complexity and the corresponding levels of visual variables, and (3) con-
struction of the graphical interface.

5.1 A Conceptual Model for Situation Awareness Oriented System
Design

In order to design a situation awareness-oriented (SA) system, it is important to
develop a clear understanding as to what supporting SA means in a particular domain.
Therefore, conceptualization was the first step in the image construction. Contextu-
alization of the infection prevention data may provide critical cues that would capture
health care workers’ attention during serious situations when prevalence and variety
of antibiotic-resistant carriers reach dangerous thresholds. For this, an interface
designer can utilize the knowledge developed in the epidemiologic risk models for
predicting the movement of infection through populations. During the first phase
study, the knowledge from infectious diseases was synthesized and translated into a
conceptual model consisted of the following: Biological domain-antibiotic resistant
agent (bacteria), patient infection state, hazard zone for infection transmission,
infection burden, member at risk of exposer to infection, and allergy; Non-biological
domain-social (contact repetitiveness), structural (location, proximity); Behavioral
domain- receipt of intervention; and Temporal domain - time to delivery of inter-
vention (Fig. 1).

Fig. 1. The infection prevention situation awareness conceptual model
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5.2 Study Setting and Data Sources

For the design phase, the study setting chosen is a 50-bed medical-surgical unit. The
unit patient population consists of solid organ transplant patients (45 %), cancer
patients (20 %), internal medicine patients (20 %), and general surgery patients
(15 %). Each room is occupied with one patient. The first step to create a visualization
was to abstract data elements from the distributed data sources. We have built the
electronic report, an XLS file in the electronic health record system (EHR). The report
abstracts patient’s name, medical record number, date of admission, date of discharge,
date and time of a patient hygiene note, authorship of the note, the note content,
antibacterial medication administered to a patient, and the infection surveillance data
recorded during a 24-hour period in the EHR. All patient personal data is de-identified.
The EHR data was analyzed on availability of data that corresponds to the conceptual
model informational needs. It is important to clarify that the model represents a
“container” that can be filled with the varying “content” depending on available
knowledge, technology, quality of data, and users’ preferences. For example, “fre-
quency of contacts” can be determined by using high radio-frequency wearable
devices [29] or textual data indicating that a hospitalized patient requires maximum
assistance. When the data was normalized, a decision tree (Fig. 2) was constructed to
understand the daily aberrations in patient infection states, such as 1) the carriers of
antibiotic resistant bacteria (ABR) who receive antibiotics IC + , 2) the ABR carriers
who do not receive antibiotics I-C + , 3) the non-carriers who receive antibiotics I + C-
, and 4) non-carriers who do not receive antibiotics IC-, for a period from June 7
through June 13, 2014.

Fig. 2. The study data elements, concepts, and empirical probabilities
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6 Image Construction Process: The Component Analysis

6.1 Defining the Number of Components and Invariant

Following the rules of image construction, we determined the components and
invariant for the graphic. A process of data transcription requires a separation of
“content”, or the information to be transcribed, from the “container”, which represents
only the properties of the graphic system. In the first phase, the original content
(context) included 16 concepts for the analysis of the data of interest. The presence of
the geographic components, such as “location” and “proximity”, and the
spatially-linked concepts, such as “risk of exposure” and “hazard zone”, informed the
investigators that the most useful graphical construction would be a map that represents
the unit’s physical layout. In this study, the unit geographic order becomes the
invariant. The geographical element (e.g., a distinct geographic space representing
variation of the locations) is the ward of the unit. The second component is the
“common circuit” - a common area where the doors of two wards open out. This
component includes two elements: “contaminated circuit” when, for example, one of
the wards is occupied by an ABR carrier. The second element is “not contaminated
circuit”. After a series of reviews, it was decided to keep the eleven essential com-
ponents (Table 1). The elimination of some information would lead to constructing a
graphic permitting visual memorization. This image can be customized to different
interventions including various infection prevention and control activities.

6.2 Identifying Visual Variables Permitting Best Selectivity

The next step in our conceptual design process was the creation of the visual artifacts
for the 11 components of the IPSA informational set and the continuous revision of the
meaning of this information. By drawing different sketches and experimenting with the
different visual variables, the investigators tried to identify the best variables that would
reduce visual variability, permit visual selectivity and associativity, and reduce the
conceptual complexity while preserving the original meaning. This analysis has con-
ceptualized a set of the visual artifacts described in Table 1. It is recognized that
”Patient Infection State” permitted a creation of an independent visual component
“Colonized” (a carrier of ABR) consisted of two elements “C+” a carrier of ABR vs.
“C-“non-carrier. To permit visual selectivity, the most clinically significant but least
prevalent phenotype, “C+”, was visualized with the use of red color, and the
non-carriers “C-“, with the gray color. Each ward occupied by “C+” vs. “C-“patients
will be color-coded correspondingly. The concept “Infected” has originally included
two elements: a receipt of antibiotics “I+” vs. no receipt “I-“. The use of a texture for
the element “I-“, which would retain the background color of the component “Colo-
nized”, deems beneficial for several reasons.

First, such visualization reduced visual variability of the image, makes the most
prevalent and a benign phenotype “I-” less salient, permitting a better selectivity for the
phenotype “I+”. In addition, the use of texture permits a perceptual associativity when a
reader can easily associate the sub-groups “I+” or “I-” among the phenotypes “C+” and
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Table 1 The summary of the graphic components and graphical information processing
methods.

Map Component Elements of
component

Length of
component

Level of
component

Retinal
variable

Information
processing
methods

1 Geographic
location

Unit layout 2 (X, Y) INVARIANT Ordered
network

2 Ward number 50 50 Qualitative SYMBOL:
TEXT

3 Common circuit Not
contaminated

2 Qualitative SHAPE
(brick)

Classing
Ordering

Contaminated COLOR
1. Grey
2. Red

4 Infectious agent At least 8:
MRSA, VRE,
ESBL, C. Diff,
etc.

8 Qualitative SYMBOl
(TEXT)

Superimposing

5 Colonized 1. Carrier of
Antibiotic
Resistance

2 Qualitative COLOR: Classing
1. Red Ordering
2. Gray

2. No History of
Antibiotic
Resistance

6 Infected Not Infected: no
receipt of
antibiotics)

1 Qualitative TEXTURE Ordering
Eliminating

7 Hazard Zone:
Significance of
Risk of Infection
Transmission

IF “Carrier”
THEN
“Hazard
Zone”

3 Qualitative SIZE,
SYMBOL

Classing
Ordering

1. Large
glow

1. High Risk (< 3
months ago)

2. Small
glow

2. Moderate Risk
(3-6 months
ago)

3. No glow

3. Low Risk (> 6
months ago)

8 Patient at risk of
exposure to
infectious agent

This will be an interactive component, requires further development.

9 High contact patient Yes (maximum
assistance or
dependent on
external
assistance)

1 Qualitative SHAPE,
COLOR

Ordering
Eliminating

Yellow dot Superimposing

10 Receipt of Infection
Prevention

No receipt 1 Qualitative SHAPE, Ordering
COLOR Eliminating
Red ring Superimposing

11 Allergy/intolerance
to Chlorhexidine
components

Yes 1 SHAPE, Ordering
COLOR Eliminating

Superimposing
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“C-”. This approach reduced the original 4-division component “Patient Infection
State” into two short components, including a two-division component for “Colonized”
and a one-division component “Infected”. The components that are spatially linked to
the “Colonized” patient’s location, such as “contaminated circuit” and “hazard zone”,
inherited the red color of “Colonized” patients in order to enhance the visual selectivity.
The component “Hazard zone: significance of risk of infection transmission” includes
the three elements, such as significant, moderate, and low. The use of the retinal
variable depicting “size” enables selectivity. “Size” intuitively corresponds to the
amount of bacteria produced by patients and, respectively, the significance of infection
transmission risk. As a result, this visualization eliminates a need for the users to
calculate this measure and increases the speed of their comprehension.

The component “High Contact Patient” denotes a group of patients who require
maximum assistance and experience very frequent contacts with healthcare workers.
Frequent contacts increase the risk for infection transmission among members of a
population. This component has one element represented with a symbol, a yellow dot.
This visual artifact is planned to be superimposed over the patient’s location. In this
study, “Receipt of an infection prevention intervention” is a component representing a
receipt of chlorhexidine bathing. It includes only one element “No receipt of chlorh-
exidine bathing” and is represented with a symbol, a red circle. The red circle
“informs” the reader about a lack of specific infection prevention intervention, allowing
healthcare workers to recognize the underuse of the preventive intervention. The red
circle and the yellow dot can be superimposed without overlapping each other. This
information processing mechanism permits a visual selectivity for identifying a
sub-group of patients who experience frequent contacts and lack infection prevention.
When these two components are superimposed on the patient’s phenotype “C+” they
create a critical cue to healthcare workers that these particular patients may increase the
risk of infection transmission. The combination of the patient’s phenotype, contact
frequency, and receipt of the infection prevention intention may provide a strong signal
for actions, e.g., reinforcing the compliance with the existing policies or developing
new tactics for specific situations. Finally, the concept “at risk of exposure” does not
necessarily need visualization; a filter can be used to interactively present this group to

Fig. 3. The infection prevention situation awareness visual artifacts for user training
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the users. Figure 3 presents the visual cues explaining the most important IPSA con-
cepts developed for the graphical design discussed above.

7 Proposed Graphical IPSA Interface

As a result of the IPSA design process, a demonstrational unit for a given day is shown
in Fig. 4. The infection prevention contextual information was transcribed into a
cartographic message and implanted in the following structure: the invariant – a
geographic order, which takes two orthogonal components (XY), and the nine com-
ponents (Z) represented with the retinal variables, such as color, texture, size, shape,
and symbol.

8 Discussion

The development of an interface that would enable healthcare workers to comprehend
the risks of infection transmission, properly allocate limited resources, and develop
tactics maximizing the benefits of infection prevention and control in specific epide-
miologic situations is desirable. Such an interface would be acutely important in
emergencies when the intensity of work and monitoring needs rapidly increase.
Mapped data provides instantaneous answers, making the groups and potential
explanations appear with exceptions. The analysis of the empirical data helped the
investigators to understand the scope of the meaningful minimum of informational to
be remained, which deems sufficient for decision-making at the level of unit daily
management. The next step in this research project will evaluate if the healthcare

Fig. 4. A demonstrational unit
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workers’ situation awareness increases with the use of the IPSA graphical interface in
comparison with the current practice. The cartographic message aims at enabling the
reader to locate high-risk for infection transmission patients, regarded as high priority
for infection control services; to identify patients who are at high risk for exposure to
pathogens, regarded as high priority for infection prevention services; to recognize the
areas where the risk of infection transmission is significant, regarded as hazardous
environments, and, ultimately, to assess the infection prevention needs in the context
of these risks for work planning, patient arrangements, resources allocation, or tar-
geted monitoring of compliance. The contribution of this research is the development
of an innovative IPSA-oriented interface, a new form of medical knowledge repre-
sentation where spatially-linked clinical data can be used for spatial decision-making
in hospitals.
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Abstract. Business Process Execution Language (BPEL) is widely using in
various domains because it describes the flow of works depending on their
conditions, rules and the call of Web services in service-oriented computing
environment, and many experts have been studying the BPEL to use, but still the
high cost is required in existing systems. Also, the systems can only add a single
function, and it is difficult to design and add new functions as necessary. To
overcome this problem, it suggests the new function (?) to be low cost BPEL
engine generator by defining XAS4B document that can extend the grammar
function of BPEL through XML schema in order to add new functions as
necessary and by processing the document. However, new functions, which
cannot be found in BPEL grammar, are required in a specific domain. When a
new function, which does not exist in the existing language, is required, the
domain-specific language should be newly defined and developed in general.
One more advantage of the proposed system is able to add new functions
without modifying BPEL engine by AspectJ.

Keywords: Environmental impact assessment � Landscape visual impact
assessment � Photo-manipulation � Photomontage

1 Introduction

Generally Business Process Execution Language (BPEL) calls a Web service to
describe the flow of works and it describes the flow of the works according to the
conditions and the rules [8]; however, an additional function can be required, when it is
applied to and used in a specific domain. For example, when a business rule engine that
made complicated conditions abstracted is necessary, or an applied program is called in
the environment where an engine is executed, it is not easy to use the standard BPEL as
it is [9]. A study on the method for adding functions using JWX (Java Weaving XML)
document was conducted to add new functions to BPEL [10]. JWX has been proposed
to describe the additionally required functions in BPEL on the JWX document with
JAVA programming language and the additional program that described in JWX is
executed together with BPEL. JWX system uses B2J (BPEL to JAVA) as a BPEL
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engine and this engine uses a method to convert from BPEL document to JAVA
program, and next it executes the converted program [11]. JWX system weaves and
executes using AspectJ and an implementation of aspect-oriented programming tech-
nique in order to execute the B2 J-generated JAVA program, and the added program
draws up in the JWX document together [12, 13]. JWX offers a method that it adds the
function which BPEL doesn’t provide but it has a drawback that the new function to be
drawn up together with BPEL should be described with JAVA program because of this;
JWX is difficult for a domain expert, who is not good at computer programming. If the
service is used by preparing it in an abstract way, the experts who have been studying
about domains can easily use the added new functions depending on each domain. To
this end, the study on the method for designing and developing language were con-
ducted by many researchers. Simon proposed a language to provide pervasive com-
puting services in a smart home [14]. Generally BPEL is used in the service-oriented
structure based on Web service. The Web service interface of BPEL language needs to
study to call the Web service using BPEL. So he proposed SOAL (Service Oriented
Architecture Language) and also he suggested the system to convert from it to BPEL
and WSDL. This method can be easily used because the proposed SOAL language is
similar to JAVA but SOAL is more difficult than BPEL for a domain expert who is not
a proficient in programming language. Moreover it is not easy to use the case in
applications, in which another new function needs to be added. So, in this paper, it
proposes new methods to extend the domain-specific language corresponding to new
functions to XML-based BPEL language and add software to the BPEL engine to
process the extended language function. To develop a new language, the language
should be designed and developed by dividing it into grammar and semantic elements.

The grammar elements of the language can be processed with BNF (Backus-Naur
Form) [16], and the semantic element of the language can be expressed with attribute
grammar [17]. The grammar and semantic elements of the language can generate a
complier or language processor using an automated tool such as YACC (Yet Another
Compiler Compiler) [18]. YACC is widely used for designing and developing a new
language and a complier for developing or a language processor. However, it is difficul
to extend an already designed and developed language. The new language should be
developed again by adding a grammar for the new function to extend BPEL using
YACC. To do so, it developed XAS4B (XML Attribute Schema for BPEL), which can
describe the new grammar and functions required for BPEL with XML schema and
attribute grammar, respectively, by extending XML schema so as to add a new function
to BPEL. A programmer describes new function’s grammar of the element with XML
schema and devises the functional element with attribute grammar form. The XAS4B is
used together by organizing with XML schema that describes grammar information.

It consists of two parts: one part is to import classes necessary for additional
functions and the other part is to describe semantic information. The part describing
semantic information defines the variables of XML that describes a new function, and it
also describes JAVA program using the attribute grammar. The method to process
attribute grammar is similar to the YACC system. A developer designs the grammar of
language with BNF and draws up a program using YACC grammar for semantics of
the language, when the developer develops a language processor or complier using
YACC. However this system does not design a new language operating independently,

606 D. Kwak et al.



which is different from YACC but it is used to design the language operated together
with BPEL.

2 XAS4B (XML Attribute Schema for BPEL) to Describe
Additional Functions

In this paper, we extend BPEL grammar by defining additional functions with XML
schema, propose the document to draw up a program for the extended grammar, and
show the processing engine for the document in order to add additional functions to
BPEL.

The users of this system are divided into three layers as shown in Table 1.
A programmer is the layer developing newly added functions. The programmer defines
elements to describe the required functions with XAS4B document, and develops the
JAVA program to process them. A domain expert describes the business flow required
from the domain with BPEL document. To do so, the domain expert uses the elements
developed by the programmer to add the new functions. An end user is offered the
service, according to the business flow described by the domain expert. This paper
proposes XAS4B, which can describe the program of the added function together with
XML schema as the method to define the added function. Figure 1 shows XAS4B
schema.

As shown in Fig. 1, XAS4B consists of two parts: one is “javaImports”,which
imports JAVA classes required from the additional functions. And the other part is
“semantics”,which describes semantic information. This part is composed of the
“variables”element and the “javaCode”element. The former is to assign the XML
attribute for processing semantic information through attribute grammar in the XML
schema, and the latter is to describe the new functions with programs.

3 System Architecture

This paper proposes a system to add new functions required for specific domains to
BPEL at small cost. A programmer describes XML schema to intuitively use new
functions, draws up semantic information of the elements using XAS4B document in
terms of the new functions. The grammar for new functions developed by a pro-
grammer is used for a domain expert who does not familiar with program languages in
order to draw up services, and this service is offered to the end user.

Table 1. Requirements, development scope, and used tools for 3 user layers

Requirements Development scope Used tool
Programmer Additional function Program module XAS4B JAVA program
Domain expert Business flow Work flow BPEL language (additional element)
End user User requirements – BPEL engine
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The complier generator generate a new function compiler receiving as inputs the
XML schema having the new function grammar information drawn up by the pro-
grammer, and the XAS4B document having semantic information. The generated new
function compiler becomes part of the engine combined with B2J coordinator to
execute the BPEL functions and the new functions, and it executes the BPEL document
containing the new functions drawn up by the domain expert. This system uses B2J
(BPEL to JAVA). B2J executes the service flow of BPEL document by converting
BPEL documents to JAVA programs and then executing them.

The proposed system uses a method adding new functions to the program generated
by B2J by using the aspect-oriented programming technique. The proposed system
consists of a process to generate an engine for the new functions, and a process to
execute a workflow added with the new functions. Figure 2 shows the engine gener-
ation of the proposed system.

Fig. 1. Schema of XAS4B

Fig. 2. Engine generation of the proposed system
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The programmer defines the new XML grammar added to BPEL with XML
schema, according to domain requirements, and draws up the functions with XAS4B
document corresponding to grammar. The compiler generator for new functions (①)
generates a new engine (② New Function Compiler) to process the new functions by
receiving as the inputs of XML schema that defined the new functions, and XAS4B
document. The generated engine is executed together with existing BPEL engine.
Figure 3 shows the execution environment of the proposed system.

The engine (②) generated through the compiler generator converts the document
with the new functions to AspectJ program as shown in Fig. 3. The BPEL document is
converted to JAVA program by B2J coordinator (③), which is the JAVA program
generator of B2J engine. The AspectJ program and generated JAVA program are
weaved together with the AspecJ complier (④), and the weaved program is executed in
the B2J worker (⑤).

The compiler generator (①) consists of XML schema parser and XAS4B parser.
The former analyzes grammar information of new functions, and the latter analyzes the
location of the added function and then generates insertion rules. The generated com-
piler (②) generates the AspectJ program, which processes the new function document
drawn up with new grammar through the added functions’ grammar information and
insertion rules. The BPEL document containing the new functions drawn up for service
is converted to a Java program, and this program offers services to end users.

4 BPEL Added with Rule Function

This section shows the BPEL system added with rule functions as an application of the
proposed system. Because BPEL offers an XML-based graphic compiler, a domain
expert not familiar with computer programming languages can draw up workflow

Fig. 3. Execution environment of the proposed system
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easily. However, it is required to describe complicated conditions using BPEL in order
to process complicated and composite conditions. As conditions become complicated,
it is difficult to describe them, and there is a high possibility to operate differently from
the user’s original intention. The rule engine [2] is generally used as a method to
process complicated conditions; however, BPEL does not offer rule functions. Rules
can simplify complicated and complex conditions, describe operations that can be
executed when the conditions are satisfied, and thus, can provide modeling of service to
users. Figure 4 shows a BPEL flow added with rules.

As shown in Fig. 4, the rule function added to BPEL has an effect to simplify
complicated conditions by being drawn up between the BPEL flows. This paper
extends the BPEL language so that the rules can be applied while BPEL’s original
functions are retained. A rule engine is needed to use rules, and we use Drools [2] as
the rule engine in this paper. The elements for the rules need to be extended gram-
matically with XM, and the function should be defined with XAS4B document schema
in order to extend the rules to the BPEL language. The XML schema and XAS4B
document generate a new compiler through the complier generator. The generated
compiler is used as a rule-based BPEL engine combined with B2J engine. Also it
shows XML schema of the “drools-rule-set” element to use the rules of Drools among
the elements to use the rules, and the “rule-execution” element to execute the rules, and
Fig. 5 shows XAS4B document for rules.

Fig. 4. BPEL flow added with rules

Fig. 5. XML schema for rules
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5 Conclusion

Domain experts not familiar with programming languages can easily draw up business
flows with BPEL. However, new functions not existing in BPEL grammar are required
in some specific domains. For BPEL engine to process new functions, a new BPEL
engine needs to be developed, or the new functions needs to be added to the existing
BPEL engine, which costs a lot. This paper proposes XAS4B document by extending
XML schema, and shows a method to add new functions to the BPEL engine using the
aspect-oriented programming technique. The aspect-oriented programming can add
cross-cutting concerns without modifying core concerns by using weaving. We use B2J
as the existing BPEL engine, which converts BPEL document to JAVA program, and
executes it. This system adds the flow of new functions to the flow of BPEL by placing
the JAVA program generated by B2J engine as core concerns, and by setting the
program to process new functions as cross-cutting concerns, and thus weaving the two
programs. This system provides a method to easily add new functions to existing BPEL
engine, if the new grammar and functions are designed and developed well.
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Abstract. In a dynamic environment, the data are changed almost instantly. It
is difficult and time-consuming to find the correlation between data. At the same
time, the concept drift might happen along with data change in the dynamic
environment. In order to stimulate the highly correlated data to support better
prediction and detected the concept drift, this study proposes a distributed
dynamic data driven Application system (DDDAS)-based dynamic weighted
majority (DWM) algorithm to solve the issue. The proposed algorithm tries to
find the correlations between data by DWM. Moreover, it is capable of detecting
concept drift. The simulation result shows the DDDAS-based DWM algorithm
has up to 89 % accuracy in simulation case, and able to find the concept drift.

Keywords: Dynamic weight majority � Dynamic data driven application
system � Concept drift

1 Introduction

In recent years, the techniques of data storage and processing (e.g. Big Data [1], and
Cloud Computing [2] ) have become more appropriate for sensor streaming; hence, the
amount of the data accumulates quick and dynamically. In this situation, determining
how to precisely make data prediction and evaluation by taking historical data as
reference in data prediction problems in this dynamic, uncertain and complicated
environment is a huge challenge. In addition, the existing prediction models mainly
focus on processing static data; they are not appropriated for dynamic environments
and cannot provide feedback regarding real time information into the model. Moreover,
there are many sensor distributed in the sensor environment and each sensor stream
may have high correlations [3], i.e. relationships with each other. The relationships of
these sensor streams may change over time; if a data streams is highly dependent on
another data stream; with time change the correlation might have change to another
stream. We can recognized this situation as a Concept Drift-like [4] phenomenon; these
kinds of correlation changes will raise the error rate of the model, making prediction
results unusable.
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Hence, in this study we present a new solution which not only can dynamically detect
and react to the concept drift between data streams with time changes, but also be
appropriate in a real-time dynamic environment. Due to the problem discussed above, the
objective is to propose an improved solution that can dynamically analyze concept drift
and precisely predict results in a dynamic environment. A dynamic data driven appli-
cation systems (DDDAS) [5] is a new concept which can use real time online or archival
data dynamically integrated within other engineer models and instantly give feedback
into a running model. The DDDAS concept offers a concept of dynamic data processing
and feedback architecture, as well as enhancing the efficiency and effectiveness of data
processing and model architecture. However, determining how to detect the concept drift
between each sensor stream is a challenging topic in a dynamic environment. If we
cannot solve this issue, the model will raise the error rate as time passes. The dynamic
weight majority (DWM) [6] approach may help to solve the problem of concept drift.
The DWM algorithm presents an ensemble method with a dynamic weighted voting
mechanism. So that we can use multiple combinations of data streams and real-time
prediction approaches to realize which data stream’s prediction has the highest weight in
each time step. This also means that it has the highest correlation.

In the next section, we describe the concept of dynamic data driven application
systems, dynamic weighted majority, and concept drift. In Sect. 3, the modified dynamic
weighted majority algorithm based on distributed dynamic data is proposed. In Sect. 4,
we show the experimental designs, evaluation, and results. Finally, the conclusions are
presented discussed in Sect. 5.

2 Related Works

2.1 Dynamic Data Driven Application System

A dynamic data driven application system (DDDAS) is a real time feedback control
system. It is a new paradigm that was proposed by National Science Foundation
(NSF) in order to solve the problem in traditional simulations, predictions and mea-
surements. DDDAS provides a model with a more reliable outcome, stable data process
and accurate prediction or analysis results. It also allows model dynamically receiving
and responding [7]. However, the reason why NSF proposed the DDDAS concept is
based on the two main topics: One, in January, 24 * 25, 2000 a hurricane struck a
major city New Orleans in America, unfortunately the relevant authority could not
made the prediction precisely and in real-time. It caused a huge disaster. Second,
scientists couldn’t simulate the real wildfire which broke out beside the Los Alamos
national lab. After the disaster, researchers found that most of the existing models were
unable to capture the instantaneous reactions in a real environment, and that most of
those model parameters were fixed and unchangeable. So, these model would cause
unexpected errors and be unfit for handling on dynamic changing situations [7].

The DDDAS concept describes the dynamic capability of system processing and
control. DDDAS shows real-time data coordination in a runtime system; hence,
DDDAS not only provides more in-time statistics, but offer the feedback mechanism
for dynamic model enhancing and experiment improving [8–11]. In recent years,
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thanks to the improvement in computing (e.g. Cloud Computing, Grid computing) and
experiment (e.g. data storage technique), such enhancement speeds up the promotion of
DDDAS architecture. The DDDAS architecture mainly includes: the user controller,
dynamic visualization interface, dynamic computation and real-time dynamic data
gathering modules [12]. These components integrate automatic feedback, measure-
ment, simulation and a control mechanism and work in a dynamic way. Users could
use the DDDAS concept model via the dynamic visualization module to interact with
other components; real-time dynamic data gathering of responses by modules, and in
time data gathering from measurement instruments (e.g. sensors, database); and
dynamic computation modules dealing with mathematical models & prediction com-
putation. Due to its architecture, DDDAS provides efficiency and stable ways to handle
the real- time situation in real world.

In the past, when facing weather, agriculture and contaminant tracking, we used
historical data as a prediction system’s input. However there is a problem; if a model
just relies on historical data, it cannot reflect the real situation or provide a real-time
feedback mechanism. DDDAS proposed a real-time feedback mechanism to transfer
data for a computing model, thereby enhancing the accuracy of the model. In regard to
environmental science and agriculture (e.g. Greenhouse Gas emission, River Pollution
monitoring, etc.) DDDAS offers the adjusting and changing of parameters; this feature
makes the model more scalable [13]. Moreover, it can be used in hurricanes [14], rather
than just using numerical data, also DDDAS can also use graphics and sensor data for
real-time computing to raise the prediction success rate [15]. Frederica Darema who
proposed the DDDAS concept, pointed out that the vision of the DDDAS encompasses
more than real-time control. However, there are some challenges requiring future work;
one is the uncertainty of computing, which will cause the prediction error. To deal with
this problem, finding out how to establish the data correlation is a key to success; in this
study we will try to solve the correlation problem and raise the efficiency.

2.2 Dynamic Weighted Majority (DWM)

The Weighted Majority Algorithm (WMA) is part of machine learning. WMA present
a pool of prediction algorithms (e.g. a group of classifiers, a group of same or different
approaches) without any prior knowledge. Unlike common prediction methods, the
WMA makes decisions by group voting; the result is that because of its wider pre-
diction approach to decisions, it makes fewer mistakes compare to a single prediction
approach. The process of the algorithm is presented as follows in each trial: Same
instance feeding to each prediction algorithm of the pool. Then each prediction is made
and the WMA algorithm groups the results. The WMA will make a final prediction by
selected most of the results. By running this algorithm, we can not only present a
majority voting algorithm but also can know which prediction method best fits in this
situation. The Dynamic Weighted Majority (DWM) is based on the Weighted Majority
Algorithm (WMA). As discussed above, the WMA presents weighted voting based on
the ensemble method. It combines a group of prediction approaches and takes each
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approach as an ‘expert’ with its own weight; it then compares the result to the single
prediction approach, The superiority of this algorithm is that its use of group decision;
with this mechanism, it provides more stable and accurate output. As discussed above,
based on the foundation of WMA, DWM extends the advantage of WMA, and makes a
dynamic change. DWM added a threshold (Ɵ) in the whole algorithm, and its weight is
reduced by the multiplicative constant β (β is from 0 to 1).

2.3 Concept Drift

Concept Drift is a phenomenon that occurs a prediction model makes a prediction, but
as the time passes, the characteristic or correlation of the data has been changed in
unforeseen ways, causing the predictions to become less accurate as time passes [4].
The usually domains in which such changing concepts often happen are customers’
preference and weather prediction. Here, we take weather rainfall prediction as an
example. If the model has a good performance in the summer, when the season changes
to autumn the parameters of the model will be unable to detect the change. By using the
old parameters to predict the autumn rainfall, the model will often make wrong pre-
dictions. The types of concept drift can be distinguished either sudden, or gradual. In
this study, we focus on the sudden concept drift and apply it in the experiments. The
problem of concept drift has become a popular issue in data mining and weather
domain and also in the dynamic environment it will happen more often.

3 A Dynamic Data Driven Application System-Based
Dynamic Weighted Majority Algorithm

In a dynamic environment the running model will receive data from sensors or the
database dynamically, but the traditional prediction algorithm currently lacks the
capability of dealing with real time data. As discussed before, the data in the dynamic
environment usually have highly correlation between data sets; it means that at each
time step the relationship between data sets will changing. If we use some data sets as
support predicting the main target data set, with time passing through the relationship
between the target data set and the support data sets had changed and algorithm didn’t
detect it will cause the increase of prediction error rate. This situation also recognized
as a concept drift problem. In the next section we proposed a dynamical algorithm to fit
the environment and solve the concept drift problem, as well as determine the corre-
lations between the target data set and each support data set.

3.1 Dynamic Data Driven Application System-Based Dynamic Weighted
Majority Model

This study proposes a dynamic weighted majority prediction algorithm based on
DDDAS, which comprises three parts. The modified DWM algorithm process will be
first introduced. It provides a dynamic framework to control the whole system. Second,
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a dynamic weight voting, adjusting, and real-time feedback mechanism is proposed to
choose the best support data stream at each time. The third part is the dynamic data
stream prediction component. It provides a dynamic way to import the historical or
real-time data stream nodes into model. For each sensor node, there has two prediction
approaches. The data stream node provides dynamic data form the real world for the
dynamic data driven approach, and then the prediction approach computes the com-
bination of the historical and real-time data stream.

3.2 Modified Dynamic Weighted Majority Algorithm

The dynamic weighted majority provides a weighted based selection and feedback
mechanism. In this section, we present a modified DWM for fitting the assumptions
and dynamic environment. The proposed algorithm describes the whole processes of
the algorithm. The modified DWM takes every data stream and approach as a com-
bination and sees this combination as an ‘expert’ for making its own predictions. There
are four main steps in the modified DWM procedure.

• Step1: At the initial stage, the algorithm will average all of the experts’ weights and
make the prediction.

• Step2: The algorithm will gather each expert’s result and decide on the global result
as the answer according to the highest weight expert.

• Step3: The modified DWM will make a comparison to the next time’s real result.
But if it is the first round of the algorithm, because the weight of each expert is
equal, the algorithm will compare each expert‘s result to the real time result.

• Step4: Lastly, after comparing the results, if the result is close to real data, then the
algorithm increase the expert’s weight by formula (1); conversely, if the result is a
mistake, then the algorithm decrease the expert’s weight by formula (2). Here,
Weightt represents the weight of the final result’s expert’s weight and α represents
the speed of raising the weight. Also, β represents the speed of the decreasing
weight.

Weighttþ1 ¼ Weightt þWeightt � a ð1Þ

Weighttþ1 ¼ Weightt �Weightt � b ð2Þ

3.3 Threshold and Feedback Mechanism

By the explanation of the DWM in this section, the model we proposed also provides a
feedback mechanism for suiting the dynamic environment. In the real-time situation
there will be numerous correlations between data streams; in order to detect the phe-
nomena, we take each stream as an individual expert and gave it a weight. Figure 1
shows the feedback process; θ represents a threshold: if an expert’s weight is below this
value, we consider it useless in this time period and make it sleep for a period; after the
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sleep period, it will return to the prediction pool with an average weight. Through the
adjusting of the weight, the model can realize the changing of the weight in the
previous loop of the model and provide feedback to the model. In this way, the model
will know the correlation between the chosen data and the target data.

3.4 Dynamic Data Stream Prediction Component

As Fig. 2 shows, each data stream can be seen as an independent part, and shows each
part combining the input data stream with two approaches: the autoregressive approach
and neural network approach. Then each date stream will face two methods: making its
own local prediction and determining the weights. The component acts as a dynamic
data driven way, which means if the model needs one of the data streams and pre-
diction approach, the model will trigger the specific one by its weight and make the
prediction. Through the data driven approach, the model will leverage the computed
sources and times. In this study, we take each stream as a location; each location will
have its own approach to make a prediction and have its own weight. If we have three
locations, there will be three components like the object we described above. One will
be set as the target; the other will be set as the support component.

Fig. 1. Feedback process

Fig. 2. Dynamic data stream prediction component
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3.5 Summary

The advantage of the proposed method lies in the capability of dynamic driven specific
data to enter into the running model, and its ability to recognize the correlations
between the support data sets and target data set. A traditional prediction model only
provides static data processing; if we put it in a dynamic environment, critical errors
might happen in the runtime. Moreover, with time passing, the data relationship might
have changed; if a prediction model only relies on specific data for supporting the
target data prediction, it will increase the error rate of the model. It is necessary to find
the link between data in each timestamp in a dynamic environment. In this study, we
proposed a novel dynamic weight majority model based on a dynamic data driven
application system to realize the data correlation and provide a solution in a dynamic
environment. The proposed model not only provides the capability of real-time data
processing, but also detects the data relationship dynamically.

4 Simulation Analysis

The proposed model is implemented in a real-time and dynamic environment, which
fits a time flow concept. In the environment, at each time, new data will come through
and the model will make the predictions with this new data, rather than just by his-
torical data. In addition, we assume that the concept drift phenomenon could occur at
each timestamp. On the other words, the relationship concept between the support data
sets and the target data sets could change at each timeslot.

4.1 The Simulation Data Sets

A group of data sets are generated according to specific rules. The data sets are
designed to eliminate the uncertainties and testing if the model works or not. We
generate a rain data set to validate the model. The basic rule was introduced by MG
Lawrence [23]. It provides a simple formula (3) to generate the relative humidity.
T represents temperate; Td represents dew point. The dew point is the water vapor in
the air; we can know the probability of rainfall by judging this benchmark. We then use
this formula to create a novel formula (4) to simulate the rainfall per hour. Here X
means the timestamp increased in an arithmetic progression. C signifies clouds in the
sky and W represents a random seed, to make the data irregular.

RH ¼ 100 � 5 ðT� TdÞ ð3Þ

Rainfall Rð Þ ¼ 100� 5 � ðT� TdÞ � Xþ CþW ð4Þ

Based on the rule, we generate a data stream with 250 timestamps as the target data
stream. Then other support data sets are created to have a correlation between target
data sets in specific time periods. In these generated data sets, we presented four
correlation transfer sections between 40 * 60, 90 * 110, 140 * 160 and 190 * 210
time periods. Here we can see generated target data which have suddenly value changes
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in the periods mentioned in this paragraph. Afterwards, we generate the other four data
sets by also following formula (4)’s rule; moreover we create the time shift correlations
between the target data stream and the four data streams. For example, in Fig. 3, the
support stream1 we designed has a strong highly relationship with target data set in
40 * 60 time period. Therefore, after 30 time stamps, the highly relation shift from
support stream1 to support stream 2 are in 90 * 110 time period. In these simulation
data sets, the last two relationship changes will happened in the 30 time stamp periods.

4.2 Simulation Results

There are two metrics for evaluating the performance of prediction. The descriptions
are as follows:

Prediction Correct Rates CRð Þ :
Total weight correct times
Toatal Prediction Times

Total Concept Drift detect Rates CDRð Þ :
Total Relationship change Detected

Toatal Realtionship Change

In this case, we set the parameters: α = 0.01 and β = 0.1. As shown in Fig. 4, we can
see that the target data set has a relationship with support streams 2-4, consecutively
Fig. 4 shows the weight changing graphic. The result shows that, because of the
relationship changing by time, the support stream 1’s weight is raised first for it is
generated by algorithm and makes no error. So the weight of the support data set is
raised the same as the other support data sets. As previously mentioned, we have four
relation changes, and the experiment shows the changing weights of four support
streams. This means that the algorithm switches the support set to support the target
data set’s prediction and find the concept shift in each time period. It takes 25 mistakes
out of 220 h for making predictions. As a result, the CR hits 89 % and the concept drift
has been detected; the CDR comes in at 100 %.
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5 Conclusion

In this study, we proposed a Distributed Dynamic Data Driven Application System
based on a Dynamic Weighted Majority using the dynamic data sets to construct the
correlation and find the concept drift. The algorithm is based on DDDAS; it provides
an algorithm with the capability of facing a dynamic environment and the ability to
drive the specific data at each time to reduce the computation. Then DWM algorithm
presents a dynamic voting way to give each data set a weight to dynamically adjust, in
order to find the correlation between data sets and to support the prediction of target
data sets. Moreover, this study presents the simulation experiments. The simulation
presented that one target data set and four support data sets for supporting data pre-
diction. Three concept drifts are designed between the target data set and the support
data sets. This study proposed two metrics to measure the algorithm Prediction Correct
Rates (CR) and Total Concept Drift detect Rates (CDR). The result shows that
CR = 89 %, and it detected all of the concept drifts. It shows the capability of dynamic
data handling and concept drift detecting of the algorithm, and provides a solution for
dynamic environment prediction and concept drift detection.
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Abstract. I describe techniques that can be used to enhance the explanatory
power of intelligent user interfaces. I focus on advice-giving systems that pro-
vide recommendations to end-users on how to solve problems, or help end-users
make the right decisions. By explanatory power I am referring to the ability of a
system to “explain” its own actions. One approach to endowing a system with
explanatory power is to develop some kind of diagram—a graphical model that
shows how something works or makes something easier to understand.
I explore, in particular, “dynamic” diagrams in which the end user can explore
the diagrammatic structures in a variety of ways to aid in understanding and
problem-solving.

Keywords: Explanatory power � System transparency � Intelligent user
interfaces � Diagrammatic reasoning � Diagrams

1 Introduction

A typical user of computer technologies today must deal with a multitude of complex
systems: a PC, a tablet, a smartphone, a television set, a printer, and a network to
connect all these devices together. For many, it is difficult to feel comfortable with all
of these myriad systems, beyond a rudimentary understanding of how to get basic tasks
accomplished. Hence, when a system malfunctions, or when we wish to use a system in
a novel way, it becomes a hugely difficult task to figure out how to get things done.
Many of us will not even bother.

The problem with many of these technologies is that they lack what I refer to as
“explanatory power.” By this, I mean a black box system that is difficult to understand
because its inner workings are not visible for inspection. In Nakatsu [1, 2], I more
precisely define what I mean by explanatory power, and provide specific suggestions
on how to enhance explanatory power. I describe two dimensions that are relevant to
understanding this term: system transparency, or the ability to see the underlying
mechanism of the system so that it is not merely a black box; and flexibility, or the
ability of the user interface to adapt to a wide variety of end-user interactions, so that it
is not merely a rigid dialogue, but, rather, an open-ended one that enables an end-user
to explore the system more fully.

A long-standing problem with many systems today is that they can be difficult to
modify, and extremely brittle when something goes wrong. In order to cope with
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technological complexity, what the average user needs is a mental model of how the
system functions. I argue, therefore, that an appropriate diagram can go a long way
toward explaining system actions and providing a deeper understanding of how a
system functions. Furthermore, I demonstrate how a diagram can be used not only as a
system aid, but also in more dynamic ways and serve as the user interface itself. (See
Nakatsu [3] for a wide range of examples on how diagrams can be used as an intelligent
user interface).

By diagram, I am referring to a graphical representation of how the objects in a
domain of discourse are interrelated to one another. Unlike a linguistic or verbal
description, a diagram is a type of information graphic that “preserves explicitly the
information about topological and geometric relations among the components of the
problem” [4].That is to say, a diagram indexes information by location on a 2-D plane—
3-D diagrams are also possible, but not, as yet, commonplace. As such, related pieces of
information can be grouped together on a plane, and interconnections between related
elements can be made explicit through lines and other notational elements. Indeed,
diagrams are good at tapping into the very powerful visual information processing
system that most humans possess, and can support a large number of perceptual
inferences that are useful for problem-solving [4].

2 A Taxonomy of Diagrammatic User Interfaces

Most diagrams that we create are static, or are not intended to be modified by a user or
updated by a system. Diagrams such as decision trees, basic flowcharts, semantic
networks, and entity-relationship models help us understand systems better, but are
usually not intended to be manipulated in any meaningful way. Other diagrams are
intended to be used in more dynamic and interesting ways, and can serve as the
graphical user interface of a system. In Fig. 1, a diagrammatic representation is clas-
sified by (1) Modifiability of information: Is the information in the diagram static or
can information “propagate” in some way on the diagram (Information Static vs.
Information Dynamic). (2) Modifiability of structure: Is the structure of the diagram
static or can it be actively created and modified? (Structure Static vs. Structure
Dynamic). (This framework is from Nakatsu [3] ). Based on these two dimensions there
are four types of diagrammatic user interfaces that are possible:

I. Static Representations (Information Static, Structure Static): These diagram-
matic user interfaces are not intended to be modified. Because they are static, they
can easily be inserted in a static medium such as in the pages of a book, or on a
static web page.

II. Propagation Structures (Information Dynamic, Structure Static): While infor-
mation on these diagrams can be modified and updated, the structures themselves
are static. For example, a Bayesian network representing a network of causal
associations may represent a static structure. Probabilities are assigned to each
node and are updated based on the introduction of new evidence and data.
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III. Constructive Diagrams (Information Static, Structure Dynamic): These diagrams
are intended to be incrementally built: nodes and links can be actively added,
deleted and modified.

IV. Constructive Diagrams with Information Propagation (Information Dynamic,
Structure Dynamic): These diagrams are dynamic in a dual sense: both the
structure itself can be modified and information can be updated and propagated
through the structure.

3 Examples of Diagrammatic User Interfaces

Whereas Quadrant I diagrams are those in which both structure and information are
static, Quadrant II, III, and IV diagrams are more dynamic, and, thus, can be the basis
for a more dynamic graphical user interface. The future of diagrammatic user interfaces
is really about discovering these more interesting uses.

To illustrate these ideas, in this Sect. 1 discuss and explore two possible intelligent
user interfaces that employ dynamic diagramming techniques: (1) A propagation
structures that allow for information propagation on a diagram, (2) An example of
constructive diagramming in which end-users incrementally build the diagram to aid in
problem-solving.

3.1 Quadrant II: Propagation Structures

Propagation structures are diagrams in which information on a diagram can be entered
and modified by a user. Once entered, information propagates, or is updated, accord-
ingly, throughout the diagram based on the values entered. Let us look at a simple
example of a propagation structure. This prototype system was developed to better
understand the benefits of diagrammatic user interfaces [1].

The hierarchic diagram above represents the situation in which a transportation
broker must decide what type of transportation mode (air, trucking, rail, or small
package service) to use in order to transport a client’s shipment. The determination is
made based on data inputs entered directly onto the diagram.

Structure Static Structure Dynamic

Information Static I.  Static Representations

Diagram and information cannot be modified.

IIII.   Constructive Diagrams

Diagram is actively constructed
but no information propagation.

Information Dynamic II.  Propagation Structures

Diagram is static
but information propagates

IV.   Constructive Diagrams 
With Information Propagation

Diagram is actively constructed
and information propagates.

Fig. 1. Types of diagrammatic user interfaces
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The hierarchy is composed of nodes (denoted by rectangles) and links among these
nodes. There are three types of nodes in this diagram. The topmost node represents the
goal of the decision-making problem, which is what transportation mode to choose. At
the bottom of the hierarchy, the leaf nodes represent the unprocessed data inputs. They
are represented by bold-faced rectangles—for example, shipment weight, shipping
distance, and transit time. In between the root node and the leaf nodes are the interme-
diate nodes. These nodes read in values from the node(s) attached directly below it—
their child node(s)—and process this input to produce an output, which, in turn, is
passed to the node attached directly above it, the parent node. For instance, load type
reads in the value passed to it by the shipment weight, its child node; the output
from load type is then passed to transportation mode, its parent node.

A user can visually track a line of reasoning through the hierarchy to better
understand how the system makes a recommendation. The upward-pointing arrows on
the hierarchy signify that information moves from bottom to top. For example, the
diagram above shows the following data inputs entered directly onto the hierarchy:

• Shipment weight: 10,000 (lbs)
• Shipping distance: 2,500 (miles)
• Transit time: 14 (days)
• Weight of one item: 10.0 (oz.)
• Value of one item: 500 (dollars)
• Fragility rating: high (denoting a highly fragile shipment)

By entering 10,000 as the shipment weight, load type is set to large-shipment.
Similarly, when 10.0 is entered as weight of one item and 500 as value of one
item, value-weight ratio is set to 50.0 (value of one item divided by weight of one item,
or dollar value per ounce), which will, in turn, set valuable rating to high. When
fragility rating is also set to high, loss and damage rating is set to important. In the

Transportation Mode:
TRUCKING

Shipment 
Weight?

10000

Valuable Rating:
high

Value-Weight 
Ratio:
50.0

Fragility 
Rating?

high

Shipping 
Distance?

2500

Distance Range:
long

Special 
Products?

null

Perishable?
null 

Speed Rating:
slow 

Weight of 
one item?

10.0

Transit 
Time?

14

Value of one 
item?

500

Load Type:
large-shipment

Loss and Damage 
Rating:

important

Haul Type:
long-slow

Modes Capable:
null

Flexibility Rating:
null

Door-to-Door 
Service?

null

Frequency of 
Service?

null

Fig. 2. Propagation structure
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diagram above some of the nodes are null, signifying that some information has not
been entered—the hierarchic diagram will make a recommendation as soon as there is
enough information to make a determination. That is to say, the three values from
load type, haul type, and loss and damage rating, together, are sufficient to make a
recommendation—in this case, trucking is the transportation mode selected. As indi-
cated in Fig. 2, all the nodes that have been activated are shaded and the associated
links are boldfaced to show the user what part of the hierarchy is active at any given
point in time.

The user can also request a “deeper” explanation for the trucking recommendation.
In this particular instance, rail and trucking are the two suitable choices for large
shipments between 5,000 and 15,000 lbs. (Air service is restricted by the physical
dimensions of a cargo plane and, hence, cannot handle large shipments). However, rail
is not as safe and secure as trucking, so for highly fragile, valuable cargo (loss and
damage rating = high), trucking is the final recommendation.

3.2 Quadrant IV: Constructive Diagrams with Information Propagation

Diagrams that fall in this quadrant are dynamic in a dual sense: both the structure itself
can be modified, and information can be updated and propagated through the structure.
To illustrate such a diagram, I built a prototype system called LogNet (Nakatsu [5, 6]
which supports a logistics network design task: how to configure a network of factories,
warehouses, and customer zones interconnected by transportation links. See Fig. 3.

At the heart of LogNet is the network model. The problem of specifying the model
would be one of specifying the network structure through which manufactured goods
flow. To model this environment, three types of nodes are considered: first, the fac-
tories, where the products are manufactured; second, the warehouses, which receive the
finished products from the factories for storage; and third, the customer zones, which
place orders and receive the desired products from the assigned warehouse(s). Product
moves through the logistics network via the transportation links between the nodes.
There are two types of transportation links: inbound links move products from factories
to warehouses, and outbound links move products from warehouses to customers. In
Fig. 3, squares represent factories, circles represent warehouses, and triangles represent
customer zones. Note that the number at the top of each node represents the number of
items that moves through that node.

In essence, the network design task involves a tradeoff between consolidation
(merging two or more warehouses into one) and decentralization (splitting warehouses
into two or more separate locations so that they are closer to customers). On the one
hand, consolidation results in lower costs primarily because of the fixed costs of
operating a warehouse; on the other hand, consolidation can deteriorate customer
service, in that warehouses are now located farther away from customers. Log-
Net allows you to assess these tradeoffs more systematically. The diagrams are con-
structive because they are meant to be actively modified by the user—different network
configurations can be drawn (nodes can be added/deleted to the network, and trans-
portation links can be added and deleted to connect and disconnect nodes). Further-
more, information propagates in the network, based on how the networks are
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configured. For example, the costs of operating the network, as well as customer
service levels, are updated based on the network that you create.

Figure 3 illustrates how LogNet works. Before consolidation, in Fig. 3(a), the
network is completely decentralized, costing $656,087 and resulting in perfect cus-
tomer service—customer service is defined as the average distance between customer
and warehouse. Because every customer zone is assigned own separate warehouse, the
average distance is 0 miles. After consolidating the Washington DC warehouse into the
New York warehouse, in Fig. 3(b), overall network costs decrease by $52,241 largely
because operating a warehouse costs $50,000 (fixed network costs decrease from
$250,000 to $200,000), but also because more consolidated inventories are cheaper
(inventory costs are decreased from $101,868 to $98,928). Customer service deterio-
rates only by 1 mile, so shutting down this warehouse is probably a good idea.

Explanation of the Calculation of Benchmarks in LogNet. Details on the calcula-
tions are given in Table 1 (the table is annotated with specific comments given below—
the numbered comments correspond to the numbered rows in the table).

(1) Outbound transportation costs are 0 before consolidation. This is because all
customer zones have a warehouse located in the customer zone. By assumption,
outbound transportation costs are based on the distance between the customer city
and the warehouse city.

(2) Total transportation costs increase after consolidation. This is because the con-
solidation of Washington customers to the New York warehouse means that they
are now located farther away. Because transportation costs are based on distance
between warehouse and customer (for outbound costs) and factory and warehouse
(for inbound costs), overall transportation costs are increased.

(3) It is assumed that each warehouse costs $50,000 to operate. After consolidation,
one warehouse is shut down, resulting in $50,000 less in warehousing fixed costs.

(4) Inventory carrying costs are adjusted to reflect the fact that consolidated inven-
tories are cheaper. This is because the more consolidated the logistics network
becomes (i.e., the fewer warehouses used), the greater the inventory per ware-
house. As a result, economies of scale are achieved, resulting in lower per-unit
inventory carrying costs. In LogNet, these costs are estimated based on the square
root rule (Ballou [7] ). (More accurate functions may be used to estimate cost
savings of consolidated inventories, but the square root rule is used to simplify the
calculations). This rule can be used to estimate the cost of inventory when con-
solidating n stocking points. It states the following:

Consolidated Inventory ¼ Decentralized Inventory
ffiffiffi
n

p

For example, if previously a network utilized four warehouses at a cost of $50,000
each, for a total inventory investment of $200,00, after consolidation into one ware-
house, inventory carrying costs are calculated as follows:
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200; 000
ffiffiffi
4

p ¼ $100; 000

Inventory carrying costs, therefore, are decreased by half to $100,000. Based on
this principle, LogNet calculates inventory carrying costs using the following function:

Inventory Carrying Cost ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Monthly Demand

1000

r

� Inventory Rate

Transportation Costs

Warehousing Costs
Fixed (5 warehouses)
Variable
Total 

Inventory

Total Costs

Average Distance
(Cust to Warehouse)
(% cust < 500 miles)

$ 178,719

$ 250,000
$ 125,500
$ 375,500

$ 101,868

$ 656,087

0.0 miles
100%

(a) Before Consolidation

Transportation Costs

Warehousing Costs
Fixed (4 warehouses)
Variable
Total 

Inventory

Total Costs

Average Distance
(Cust to Warehouse)
(% cust < 500 miles)

$ 179,418

$ 200,000
$ 125,500
$ 325,500

$   98,928

$ 603,846

1.0 miles
100%

(b) After Consolidation

Fig. 3. Designing a logistic network
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In the LogNet example, I assume an inventory rate of $10,000 (per 1000 units). For
example, if the monthly demand of a warehouse is 5000 units per month, and the
inventory rate (per 1000 units) is $10,000, then the inventory carrying costs for that
warehouse is given by:

ffiffiffi
5

p
� 10; 000 ¼ $22; 361

4 Discussion and Conclusions

Diagrams can be used to furnish systems with explanatory power. By this I mean
systems that provide both system transparency as well as system flexibility. A graphical
user interface endowed with explanatory power may be one that contains a conceptual
model describing how a system operates and works. It may, for example, be a causal
model or influence diagram showing what variables affect a decision, like the diagram
in Fig. 2 that shows how a transportation mode is selected. In terms of systems
flexibility, these diagrams can be manipulated and updated to test out different
problem-solving scenarios. In Fig. 2, for example, different scenarios can be tested out
to determine how the transportation mode is affected. Likewise, in Fig. 3, a user to
incrementally test out different network design configurations and LogNet will render
its recommendations accordingly.

We have strong evidence in our own research lab that these diagrammatic user
interfaces are beneficial. In one experimental study that I conducted on the transpor-
tation mode selection problem, participants were better able to understand and more
accurately troubleshoot problems when using the hierarchic user interface, as opposed

Table 1. Benchmark calculations of LogNet

Before
consolidation

After
consolidation

Difference Comments

Transportation costs
Inbound $178,719.00 $178,952.00 $(233.00)
Outbound $- $466.00 $(466.00) (1)
Total transportation
costs

$178,719.00 $179,418.00 $(699.00) (2)

Warehousing costs
Fixed costs $250,000.00 $200,000.00 $50,000.00 (3)
Variable handling
costs

$125,500.00 $125,500.00 $-

Total warehousing
costs

$375,500.00 $325,500.00 $50,000.00

Inventory carrying
costs

$101,868.00 $98,928.00 $2,940.00 (4)

Total network costs $656,087.00 $603,846.00 $52,241.00
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to using a regular “flat” user interface [1]. These participants overwhelmingly preferred
using a diagrammatic user interface, citing such reasons as the ability to visualize
relationships among variables in the system, increased comprehensibility, ease of use,
and facilitation of problem-solving.

The future of diagrammatic user interfaces is promising. I have provided but a
glimpse on some of its possibilities. Here are some more ideas on what future varia-
tions of diagrammatic user interfaces might look like:

• Diagrams that partition complex systems into meaningful chunks, and organize
these chunks into hierarchic structures or some other organizational scaffold. Such
diagrams can help users visualize the bigger picture of a complex system. Figure 2
is one such example.

• Venn diagrams that can be used to construct formal logic proof in a way that is
much easier than using first order logic [8].

• Bayesian networks that illustrate a network of cause-and-effect associations can
help us better understand mechanisms of cause and effect, and how they may be
sensitive to different assumptions [9].

• Diagrams that illustrate problem-solving strategies and graphically show the
methods that intelligent systems use to work through a problem. As a result, users
have a rationale for why a system behaved the way that it did [10].

• Diagrams that help learners understand subject matter material at a deeper level, and
help them form an appropriate mental model of a domain [11].

• Diagrams that foster a highly interactive dialog with a user. A user can update
information on the diagram, test out different scenarios, and receive appropriate
feedback from the user interface.

The systems of the future are likely to deal with increasingly complex tasks that
will require some understanding of how they work. If users are to trust the advice and
recommendations that these systems generate, the graphical user interface should be
able to comfortably explain itself. A diagrammatic user interface can go a long way
toward providing explanatory power for a user.
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Abstract. Breast cancer is the second leading cause of death among the women
aged between 40 and 59 in the world. The diagnosis of such disease has been a
challenging research problem. With the advancement of artificial intelligence in
medical science, numerous AI based breast cancer diagnosis system have been
proposed. Many researches combine different algorithms to develop hybrid
systems to improve the diagnosis accuracy. In this study, we propose three
artificial neural network based hybrid diagnosis systems respectively combining
association rule, correlation and genetic algorithm. The effectiveness of these
systems is examined on Wisconsin Breast Cancer Dataset. We then compare the
accuracy of these three hybrid diagnosis systems. The results indicated that the
neural network combining with association rule not only has excellent dimen-
sionality reduction ability but also has the similar accurate prediction with
correlation based neural network which has best accurate prediction rate among
all three systems compared.

Keywords: Neural network � Association rule � Genetic algorithm � Medical
artificial intelligence

1 Introduction

Breast cancer is the second leading cause of death among women in the United States
according to the National Breast Cancer Foundation. The number of new cases of
cancer in 2012 has reached around 14.1 million worldwide and 11.9 % (around 1.7
million) of these cases were diagnosed with breast cancer according to the WHO
(World Health Organization). Breast cancer is a disease in which a malignant tumor
forms in the tissues of the breast. A malignant tumor is a group of cancer cells that can
grow into surrounding tissues in breast, but with early detection and treatment, most
people continue to live a normal life. Early diagnosis is one of most significant steps in
reducing the health and social complications of this disease. In the last decades, with
increased emphasis towards cancer related research, new and innovative methods for
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early detection and treatment have been developed. Due to the use of electronic data
capture and data management systems for both clinical care and biomedical research,
the medical research has become toward quantitative research [9, 11, 14]. The abun-
dance of data is strongly accelerating the trend. Data-driven study is becoming a
common complement in medical diagnosis system. Many medical diagnosis systems
use artificial neural networks (ANN) as a classification approach [2, 3, 5–8, 11, 12].
Artificial neural networks is a powerful tool which helps medical professionals to
analyze, model and make sense of complex clinical data across a broad range of
medical applications.

In this research, we proposed three artificial neural network (ANN) based hybrid
diagnosis systems respectively combining association rule (AR), correlation and
genetic algorithm (GA). The effectiveness of these systems is examined on Wisconsin
Breast Cancer Dataset. The accuracy of these three hybrid diagnosis systems is com-
pared. The main motivation behind this study is to use different approaches to minimize
the number of features and then use the neural network to perform the prediction. By
eliminating unnecessary features, we can save time and resource of computation during
the prediction process.

In the next section we look at the literature review. Section 3 proposes three hybrid
diagnosis systems which are artificial neural networks combining association rule,
correlation and genetic algorithm respectively. Details of models and algorithm of these
systems are described in this section as well. The experimental results are presented in
Sect. 4. Finally, Sect. 5 provides the conclusions and future directions of research.

2 Literature Review

Breast cancer is the most common cancer in women both in the developed and less
developed world. It is estimated that worldwide over 508,000 women died in 2011 due
to breast cancer according to the WHO (World Health Organization) in 2013. Many
research related to breast cancer have been reported and applied. They are prediction of
breast cancer survivability [4, 13], reoccurrence rate and diagnosis of breast cancer [6,
10], etc. Many researchers have tried to use different methods to improve the accuracy
of diagnosis system.

As the applications being developed in the data mining areas, researchers are still
struggled with some challenges. Features selection is one of inevitable problems when
there are significant amount of input features for a particular data mining applications.
Limiting the number of input features has influence on the performance of data mining
models in great part. Recently, many hybrid data mining systems have been put for-
ward. Artificial neural network is one of the most common methods for prediction
problems. Reference [5] proposed a hybrid model combing case-based reasoning and
fuzzy decision tree and achieved 98.4 % forecasting accuracy for breast cancer. Ref-
erence [13] provided a diagnose model combing artificial neural network with genetic
algorithm by processing patients’ infrared thermal images to diagnose breast cancer.
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3 Models and Algorithms

3.1 Database

The required data for this research was obtained from Wisconsin breast cancer
database. They have been collected by Dr. William H. Wolberg at the University of
Wisconsin-Madison Hospitals. There are 699 records in this database. Each record
consists of nine features. These nine features detailed in Table 1 are graded on an
interval scale from a normal state of 1–10, with 1 being the normal and 10 being
the most abnormal state. 241 records out of 699 are malignant and 458 records are
benign.

3.2 Models

Feature selection plays an important role in building a prediction model. By eliminating
redundant input features that has no significant influence on the final outcome, we can
build a prediction model with better efficiency and prediction accuracy. We propose
three hybrid models that use different approaches, namely association rule (AR),
genetic algorithm (GA) and correlation, to perform the feature selection task. Each
model has two layers. First layer is the feature selector whose major task is to select
significant features and lower the dimension of input vector. Second layer is the arti-
ficial neural network model to perform prediction. The general hybrid diagnosis system
is shown in Fig. 1.

AR_Based ANN Model
Association rule is a method to discover relationship among items in large databases.
A typical and well-known example of association rule is Market Basket Analysis [1].
That is, given a collection of items and a set of transactions, each transaction contains
some number of items from given collection. An association algorithm can find rules such
as 85 % of all the transactions that contain items A and B also contain items C and D.

Table 1. Descriptions of features in Wisconsin breast cancer database

Feature
code

Feature description Values of
features

Mean Standard
deviation

A Clump thickness 1–10 4.42 2.82
B Uniformity of cell size 1–10 3.13 3.05
C Uniformity of cell shape 1–10 3.20 2.97
D Marginal adhesion 1–10 2.80 2.86
E Single epithelial cell size 1–10 3.21 2.21
F Bare nuclei 1–10 3.46 3.64
G Bland chromatin 1–10 3.43 2.44
H Normal nucleoli 1–10 2.87 3.05
I Mitoses 1–10 1.59 1.71
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Apriori algorithm [1] is used in the feature selector of AR_based ANN model. Most
of the association rule algorithms are somewhat variations of this algorithm. The
Apriori algorithm [1] is given as follows:

Apriori()
L1 ={large 1-itemsets}
k = 2
while Lk-1 do
begin
Ck = apriori_gen(Lk-1) 
for all transactions t in D do
begin

Ct = subset(Ck t)

    for all candiate c  Ct do
    c.count = c.count+1
    end

Lk ={ c Ck c.count  minsup }
    k = k + 1
end. 

To run the Apriori algorithm, we use all input features and their all records to find
some large itemset which has high confidence value and enough support value. For
example, a large itemset [A, C, D, F] is obtained with 95 % of confidence and 80 % of
support. Then feature A is selected as the representative of this itemset. The rest
features in the itemset are redundant and eliminated. After several runs of such process
with some sets of support and confidence, the input features of the second layer which
is artificial neural network are obtained.

GN_Based ANN Model
Genetic algorithm is a common technique for optimization problems. In genetic
algorithm, the population is associated with n chromosomes that represent candidate
solution; each chromosome is an m-dimensional vector where m is the number of
optimized parameters.

In our GA_based ANN model, the process of feature selection and prediction is
stated as follows. At first, an input vector with a length of nine elements is created and
feed into ANN model. Each element corresponds to the specific feature of the WBCD

Feature Selector Artificial Neural 

NetworkInputs

Selected features

Desired 

output

Adjustable parameters

Fig. 1. The block diagram of the hybrid diagnosis system
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record. Output of ANN model is then feed into feature selector, genetic algorithm
module in this case. Fitness value is calculated inside the feature selector. New gen-
eration of input features (chromosome) then are generated after crossover and mutation
inside the feature selector. The process continues until stop criterion are satisfied.
Figure 2 shows a block diagram of GN_based NN diagnosis system.

Correlation_Based ANN Model
Correlation is one the basic technique in statistic area. By discovering correlation
between input features, redundant features can be located and eliminated. In this model,
correlation is used as the feature selector. After features of WBCD records are feed into
selector and calculated, the correlation of features are stored in the matrix. Redundant
features are then eliminated according the threshold. Use the new feature set as the
input of the second layer which is ANN model and perform training and testing.

4 Experimental Results

This experiment was conducted on the Wisconsin breast cancer database. In test stage,
10-fold cross validation method was applied. Experimental results are presented using
confusion matrix to evaluate the accuracy of each approach. Table 2 shows the result
using the ANN only without feature selection process. The result of these three hybrid

Output 
layer 

Hidden 
layer

Input 

features

Feature 
value 1

:

:

Feature 
value N

Genetic

Algorithm

(crossover

&

mutation)

:
:

:
:

Fig. 2. A block diagram of GN_based NN diagnosis system

Table 2. The confusion matrix of ANN only without feature selection process

Confusion matrix T F

P 97.5728 2.4271
N 2.8169 97.1830
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models are shown in Tables 3, 4, and 5. A comparison of all four models is presented in
Table 6.

The results show that correlation based neural network has the accurate prediction
rate with 95.88 % which is the best among all three systems compared. With respect to
dimensionality reduction, the result of AR_based ANN model is better than
GA_based ANN and Correlation_based ANN.

5 Conclusion

A considerable amount of medical intelligence research has been conducted in the last
decade. However, the researchers put more focus on diagnosis prediction systems.
Many artificial intelligent techniques have been investigated to diagnose the breast
cancer. This work has explored the accuracy of hybrid diagnosis models combining
feature extraction with different classification techniques. Three artificial neural net-
work based hybrid diagnosis systems respectively combining association rule, corre-
lation and genetic algorithm. The effectiveness of these systems is examined on

Table 3. The confusion matrix of AR_based ANN

Confusion matrix T F

P 93.6893 6.3106
N 3.9436 96.0563

Table 4. The confusion matrix of correlation_based ANN

Confusion matrix T F

P 98.5436 1.4563
N 2.5352 97.4647

Table 5. The confusion matrix of correlation_based ANN

Confusion matrix T F

P 97.0873 2.9126
N 3.9436 96.0563

Table 6. Accruacy rate comparison of ANN with three hybrid ANN model

Feature Accuracy

ANN A * I 95.32 %
AR_based ANN(2) B, F 94.10 %
Correlation_based NN(1) 90 % A, B, D, E, F, G, H, I 95.88 %
GA_based ANN B, C, G, H, I 94.73 %
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Wisconsin Breast Cancer Dataset. The accuracy of these three hybrid diagnosis systems
is compared.

The results indicated that the correlation based neural network has the best accurate
prediction rate among all three systems compared. The artificial neural network
combining with association rule not only has excellent dimensionality reduction ability
but also has the similar accurate prediction with correlation_based ANN.
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Abstract. Hospital Emergency Department (ED) crowding has led to an
increase in patients’ waiting times; thus, solving this problem requires a better
understanding of a hospital’s patient flow and the behaviors of patients. Existing
research on ED crowding is sparse and has tended to focus on the present
crowding state. Recent studies have addressed the importance of analyzing the
length of stay (LOS) to understand the behaviors of patients in the ED. In this
research, we proposed a rule-based data-mining approach to investigate the
relationship between various types of patient behaviors and their LOS, and to
build a model to predict patient LOS. The objective of this study is to build an
interactive decision support system (DSS) for Mackay Memorial Hospital,
which has the second-largest ED in Taiwan and is a representative institute.
Accordingly, the aim of this study is twofold (1) building the DSS based on the
proposed medical data-mining process in the ED and (2) visualizing the
extracting rules and the statistical data in the proposed rule-based medical
decision support (R-MDS) visualization portal. We introduce the system
framework with associated modules in this study. We aim to integrate domain
knowledge of the hospital ED with the data-mining technique to develop the
system and provide interactive DSS using modern visualization techniques. We
also believed that the qualified rules can be validated effectively and efficiently
by experts with the aid of the proposed system.

Keywords: Data mining � Decision support � ED crowding � Length of stay �
Rule-based

1 Introduction

The demand for emergency medical services has increased in recent years, and the
emergency department (ED) has become the most important and busiest unit within
most hospitals, providing emergency care and treatment to patients in need of imme-
diate medical attention. However, EDs in Taiwan have not been able to accommodate
the rapidly increasing patient demand in the past 14 years. This demand is attributed to
the growth in the aging population and to influenza outbreaks caused by new variants
of the virus. According to statistics of the Department of Health in Taiwan, the total
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number of people visiting EDs surged from 4,379,568 in 1998 to 6,730,946 in 2012.
Figure 1 illustrates the growth rates of 53.7 % in total visits. Such increases cause an
imbalance or a mismatch between supply and demand, ultimately creating long-term
overcrowding in hospital EDs, also known as “ED crowding”.

The Institute of Medicine recently noted that the problem of ED crowding is an
obstacle to the safe and timely delivery of health care. Because EDs must always be
available to provide emergency medical care to patients, ED resource management can
be extremely complex and uncertain. Accordingly, ED overcrowding is a national
problem that requires a promising approach to identify a solution or solutions. Hos-
pital ED crowding has led to an increase in patients’ waiting times; thus, solving this
problem requires a better understanding of a hospital’s patient flow and the behaviors
of patients [10]. Existing research on ED crowding is sparse and has tended to focus on
the present crowding state. Ding et al. [5] addressed the importance of analyzing the
length of stay (LOS) to understand the behaviors of patients in the ED. Azari et al. [2]
proposed a multi-tiered data-mining approach to predict patients’ LOS by clustering
and classification methods. This research provides good departure points for under-
standing patient behaviors based on the LOS factor.

In this work, we analyzed patients’ lengths of stay (LOS) from the perspective of
the behaviors of patients in the ED. That is, we extracted rules based on set of patient
attributes and treatment processes (e.g., arrival to admission, examination pattern,
transfer or discharge, etc.). Notably, the examination pattern denotes the frequency and
usage order of medical resources such as X-rays, CTs, and the Lab, during the patient’s
stay in the hospital’s ED. Then, we built up the model to predict LOS based on the
rules. Accordingly, we proposed a novel rule-based data mining approach to investigate
the issue of LOS prediction to tackle the problem of ED-crowding. Our aim was to find
what kinds of patients and their associated behaviors would cause the overcrowding
problem.

Fig. 1. Total and average daily number of patient visits to the emergency department at Taiwan
from 1998 to 2012
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The objectives with the associate procedures of this research are briefly addressed,
as follows:

1. We conducted data preprocessing and then applied association rule mining to
identify both frequent and infrequent ED behaviors of patients. Accordingly, two
types of patient behavior (PB)—i.e., the regular and exceptional behaviors of
patients—were identified, after which the rules for partitioning the dataset were
extracted. In this research, we further partitioned data based on a five level triage
scale, i.e. from level 1 (most urgent) to level 5 (least resource intensive) under
different PBs, and LOS to analyze the correlation between various triage levels and
ED crowding.

2. We constructed a prediction model with an explanation capability to assist the ED
of a hospital in decreasing its overcrowding conditions. Then extracted rules from
different groups of different LOS which may cause ED crowding and validated the
accuracy of those rules.

3. We built a decision support system based on the proposed data-mining process in
the ED and visualized the extracting rules and the statistical data in the proposed
rule-based medical decision support (R-MDS) visualization portal.

The contributions of this research are, (1) to our best of knowledge, the idea of
partitioning the unbalanced dataset by Apriori algorithm [1] to investigate different
users’ behaviors in the medical domain has not been reported; (2) as we know, the
variants of patients’ lengths of stay (LOS) in the ED are typically diverse; thus, col-
lecting numerous patient records to conduct empirical study is another challenge in this
work. We have collected 43885 medical records from Mackay Memorial Hospital
representing the period from January 1, 2010 to June 30, 2010 to do this research; and
(3) Yao and Kumar [9] proposed a novel CONFlexFlow (Clinical cONtext-based
Flexible workFlow) approach to represent medical knowledge by a better under-
standing of clinical context through ontologies, and using them to activate the right
rules for a certain activity. The study emphasized a proposed implementation frame-
work and presented a concept prototype using multiple open source tools to realize
flexible clinical pathways and to build the clinical decision support system. The optimal
objective of this long-term research is to build an interactive decision support system
(DSS) for Mackay Memorial Hospital to help doctors, nurses and clerks make
just-in-time decisions.

2 The R-MDS Visualization Portal

To assist interactive decision support, we built a visualization portal. Doctors, nurses,
or clerks can input patient attributes, i.e., triage, age, treatment, etc., via the developed
R-MDS dashboard application, which can then graphically present the statistical
results, rules, and other ED-related information for further interaction with the systems.
The related patient data and the rules extracted based on the proposed ED data-mining
process are stored in the ED rule knowledge base. For this research, we built the
visualization portal using Silverlight. Then, using web services via a Silverlight
application, we could elicit results from the ED rule knowledge base and the ED
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database. Figure 2 shows the system framework. We briefly introduce the deployment
system as follows.

The EDDS Visualization Portal: We built a front-end interface using Rich Interactive
Application (RIA) services with Silverlight and used the C# and the .NET framework
to implement the back-end services. Silverlight is an application framework for writing
and running RIAs that provides an interface that is faster and more responsive than
traditional applications. The Microsoft .NET RIA services simplify n-tier application
patterns and provide data validation and authentication by integrating with Silverlight
components on the client and ASP.NET on the mid-tier. Several Silverlight visuali-
zation controllers can present data, e.g., the custom controller, dashboard controller,
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Fig. 2. The system framework of medical data mining and visualization
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and graph generation controller. The user can then refer to the method on the domain
context that corresponds to the domain service query method to retrieve the data.
Technically, user interfaces are declared in Extensible Application Markup Language
(XAML), a declarative XML-based language, to manipulate the controllers easily and
efficiently.

Domain-Driven Kernel Service: Web or mobile applications developed by Silverlight
are run on the client side; thus, we implement a domain-driven kernel service that
adopts Windows Communication Foundation (WCF) RIA services to create a Silver-
light client that uses simplified data validation and is aware of the application logic on
the middle tier when interacting with data. That is, Silverlight controls will utilize
classes that are automatically generated from codes in the middle tier. We can then use
web services via a Silverlight application, i.e., the developed R-MDS visualization
portal. In this work, our Domain-Driven Kernel Service includes three layers as fol-
lows: a service layer, an ADO.NET entity framework layer, and a database layer. The
service layer is composed of several ED-related service modules that have corre-
sponding interfaces in the proposed portal. The ADO.NET entity framework supports
the development of data-driven applications. The entity framework will transform a
LINQ or SQL entity to the relational SQL. The database layer includes an ED rule
knowledge base and the ED database. When the R-MDS visualization portal receives
the parameters from the portal, it will call the corresponding interface, and then pass the
results to the portal for helping users provide just-in-time services or decision-making.

ED Data-Mining Process: The data set is extracted from the healthcare information
system (HIS) of the ED of the Mackay Memorial Hospital in Taipei. We adopted the
CRISP-DM process to build the model and then extract the users’ behavior rules. In
this work, we proposed a multi-tiered ED crowding data-mining and visualization
framework to predict patients’ LOS and extracted rules from LOS that may cause ED
crowding and then visualize and validate the rules. The validating rules will be stored
in the knowledge base in the proposed system for further interactive decision support.
We will introduce our proposed ED data-mining process in the next section.

3 The Views, and the Services of the R-MDS
Visualization Portal

In our preliminary design, there are three views (interfaces) provided in the devel-
oped portal: a report view, diagnostic view, and maintenance view. We introduce the
three views briefly in the following. More details will be addressed in our future
work.

Report View: The interface shows the results based on the user’s input data. There are
three kinds of charts used: line, column, and pie charts which show the statistical data
of the ED. Table 1 shows an example of statistical information on patient attributes (in
this case, age) as an information visualization (IV) chart. In addition, we designed the
block to display global messages that can show real-time emergency information to the
staff.
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Diagnostic View: This view allows users to append a new instance via the diagnostic
view. In addition, the interface shows the matched inference rules based on the criteria
set by users via the interface, as shown in Fig. 3. The rules will be ranked based on their
scores, i.e., to what degree they match the user’s setting criteria. The user can also

Table 1. Examples of attribute statistical information with IV charts

Information Visualization Age

Age Nominal 0-12 6,749
13-18 8,687
19-25 12,872
26-40 12,671

41-64 1,290
64- 1,659
Min: 0, Max 105, Mean: 43.417

Afternoon (8-16) 15,655
Night (16-24) 18,199

Information Visualization Time of Day Arrival (Arrival Times)

Arrival Times Nominal Morning (0-8) 9,854
Afternoon (8-16) 15,655
Night (16-24) 18,199
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check the statistical data in the diagnostic interface or switch to the report view to have
further explorations, as shown at the bottom of Fig. 3.

Maintenance View: The maintenance view includes the role authority management,
user management, global message management, and rule management. It helps system
administrators to conduct basic but important system management tasks.

4 Three-Phase Medical Data Mining Process for the ED

4.1 The Process

The emergency department (ED) is the most important and the busiest unit within a
hospital, providing emergency care and treatment to patients needing immediate
medical attention. However, EDs in Taiwan have not been able to accommodate the
rapidly increasing patient demand in the past 14 years. Hoot and Aronky [7] and Chan
et al. [3] postulated three solutions to address ED overcrowding: (1) increasing supply
resources by adding manpower, number of beds, equipment, and space; (2) controlling
demand sources by implementing feasible strategies such as referrals to other depart-
ments, clinics, or hospitals; (3) exploiting management skills and operational research
models for the efficient allocation of medical resources to reduce patient waiting time
and alleviate ED overcrowding. In our ongoing work, we try to tackle the ED over-
crowding problem by adopting a domain-driven decision support approach and by
exploiting management skills for the efficient application of medical resources [4].

Fig. 3. Diagnostic view (interface)
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Basically, the main objectives toward building the medical data mining model are
addressed as follows.

1. We conducted data preprocessing and then applied association rule mining to
identify frequent ED behaviors of patients and infrequent ED behaviors of patients.
Accordingly, two types of patient behavior (PB)—i.e., regular and exceptional
behaviors of patients—were identified.

2. We adopted a k-means clustering approach to classify the two types of PB based on
different LOS and then labeled the cluster results by linguistic terms—i.e., long,
medium or short LOS. Furthermore, we conducted correlation analysis between
various groups of LOS and the ED crowding condition based on a five level triage
scale, i.e. from level 1 (most urgent) to level 5 (least resource intensive).

3. We extracted rules from clusters of LOS of two types of PBs which have a positive
correlation with ED crowding. We then used another data set to verify the rules in
terms of precision and accuracy. Due to the limitation of pages, the validation
results will be explained in our on-going work [4].

The procedure for three-phase data mining is introduced below briefly.

Phase 1. Data Preprocessing and Partitioning: First, we conducted data cleaning for
dealing with noisy, incomplete, and inconsistent data Han and Kamber [6]. We then did
data discretization for numerical data, e.g., age, numbers of varying medical equipment
such as X-ray and CT machines, number of lab technicians, etc. Notably, the frequency
for using medical resources will be combined into a treatment pattern and expressed as
P(# of XRAYLevel, # of CTLevel, # of LABLevel) which form as a derived attribute,
i.e., pattern. Accordingly, the attributes for data preprocessing includ: mode of arrival,
triage, age, arrival day, arrival time, temperature, pattern (# of XRAY Level, # of CT
Level, # of LAB Level), and disposition. After applying discretizing for the usage of
medical resources, the pattern will be transformed into linguistic terms, i.e., high (H),
medium (M) and low (L). Table 2 lists the basic demographic attributes of ED patients
with descriptive statistical data from January 1, 2010 to July 31, 2010. The attributes
are selected from the hospital’s ED database treated as input variables of the association
rule mining algorithm. We then adopted the Apriori algorithm to partition the dataset
into frequent ED behaviors of patients and infrequent ED behaviors of patients.
Accordingly, two types of patient behavior (PB)—i.e., the regular and exceptional
behaviors of patients—were identified.

Phase 2. Data Clustering and Labeling: In this phase, we used k-means to cluster the
separated dataset, i.e., regular PBs and exceptional into three groups based on the LOS
and we extracted rules from each cluster in the next phase. We evaluated and compare
the clustering results of three groups of two PBs. Then, analyzing the correlation
between various ranges of LOS and ED crowding conditions based on the five- level
triage scale respond to our research question: Which target group(s) caused the problem
of ED crowding?

Phase 3. Rule Extractions and Validations: In the remaining phase, we adopted
classification methods to build models and then extract the rules for future predictions.
We evaluated the accuracy of the models to identify the one with the best predictive
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Table 2. Basic demographic attributes with descriptive statistical data of ED patients

Attributes Data types Domain values Instances

Mode of
arrival

Nominal Walk in/come 9,785
Referral from other hospitals 953
Referral from out-patient clinic 545
Medical referral 119 4,369
Escorted in to the hospital 28,056

Triage Nominal Level 1 539
Level 2 6,034
Level 3 21,788
Level 4 12,980
Level 5 2,367

Age Nominal 0–12 6,749
13–18 8,687
19–25 12,872
26–40 12,671
41–64 1,290
64 above 1,659
Min: 0, max 105, mean: 43.417

Arrival time Nominal Morning (12 midnight -8 am) 9,854
Afternoon (8 am-4pm) 15,655
Night (4 pm-12 midnight) 18,199

Arrival Day Nominal Weekday 29,691
Weekend (monday to friday) 14,017

Temperature Nominal Fever(above 38 centigrade) 3,909
Non-fever 39,799

Pattern Nominal P (XRAY_Level, CT_Level, LAB_Level)
XRAY_Level Nominal Divided into three intervals:

Low (0–2) 42,861
Medium (3–5) 840
High (6–8) 7
Min: 0, max 8, mean: 0.822

CT_Level Nominal Divided into three intervals:
Low (0–1) 43,607
Medium (2) 99
High (3–4) 2
Min: 0, max 4, mean: 0.089

LAB_Level Nominal Divided into three intervals:
Low (0–5) 43,362
Medium (6–10) 343
High (11–15) 3
Min: 0, max 15, mean: 1.093

(Continued)
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capabilities that can explain the two types of PB based on triage. We will consult with
the clinicians of the cooperating hospital to validate the rules. Finally, we will learn
whether the rules can help the ED to decrease the problem of ED crowding.

4.2 The Preliminary Analysis Results

We first analyzed the correlation of patients with different LOS and ED crowding under
various levels of triages, which based on the 5 level triage scale, are “Resuscitation”,
“Emergency”, “Urgent”, “Semi-Urgent”, and “Nonurgent” (Level 1 to Level 5, respec-
tively). Figure 4(a) and 4(b) show the results of Pearson’s correlation analysis at different
levels of triages inMackayMemorial Hospital in the first sixmonths of 2010. Apparently,
no matter for regular PBs or exceptional PB, there is a positive relationship between each
level of triage and ED crowding under the shortest LOS, i.e., cluster 0. On the other hand,
for groups of medium or long LOS, there may be positive or negative relationship
between different levels of triage and ED crowding conditions. In our ongoing work, we
have consulted the attending physician to preliminarily confirm the value of the extracted
rules. The attending physician has stated that the rules belonging to regular PB have
higher value than those for exceptional PB. Accordingly, we will evaluate the prediction
accuracy of the group with the shortest LOS for patients with regular behaviors.

Table 2. (Continued)

Attributes Data types Domain values Instances

Disposition Nominal Ward admission (intensive care unit [ICU] & cardiac
catheterization room& surgery)

842

Inpatient 5,482
Discharge 33,812
Death 27
Nonadmission 738
Against medical advice 2,460
Refund and discharged 75
Transfer to another hospital 272

Target Nominal Disposition

Fig. 4(a). Correlation of patients with different LOS and ED crowding under various levels of
triage for regular PB
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5 Experimental Setup and Preliminary Results

As mentioned earlier, we adopted classification methods to build the model and then
extracted the rules for future predictions. Basically, J48, CART and JRip are selected as
methods in this research. We conducted an experiment to investigate the effects of
making prediction of patients’ LOS by considering triage levels. First, the prediction is
based on patients’ behaviors without considering triage, named as either Regular or
Exceptional. Then, the prediction takes into consideration the triage of the patients of
regular behaviors, named as Tn_R. In this research, we adopted 10-fold cross validation
to evaluate the accuracy of the prediction results.

In this research, we make a comparison between prediction results with or without
considering triage levels for patients of regular behaviors. Note that we only focus on
patients with the shortest LOS, due to its higher correlation with ED crowding as
compared to a medium or long LOS. Figure 5 shows the prediction results with or
without considering triage for patients with regular behaviors.

Fig. 4(b). Correlation of patients with different LOS and ED crowding under various levels
triage for exceptional PBs

Fig. 5. Prediction results with or without considering triage for Regular PB
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The results show that the three decision-tree methods can achieve similar results for
each condition. If we partitioned data based on treatment behavior and triage, we find
that we can achieve better prediction results for the regular-behavior patients who
belong to triage 5 (T5) or triage 4 (T4) compared to the other conditions. Figure 5(a)
shows regular behavior patients who belong to T4 with a positive correlation with ED
crowding and pass statistical test. Other ongoing work also shows that patients
belonging to the nonurgent group lead to ED crowding. Thus, the results will be useful
for analyzing the behaviors of patients who cause ED crowding and will be practical
for medical decision support.

6 Conclusions and Future Works

In our work, we propose a novel framework for mining patients’ behaviors in the ED
related to different LOS, i.e., a multi-tiered ED crowding data mining and visualization
framework for medical decision support. Accordingly, a rule-based medical decision
support (R-MDS) visualization portal is presented in this work. We expect the future
contributions of this research will be (1) to build a predictive model with the expla-
nation capability to assist the ED of a hospital in decreasing its overcrowding condi-
tions and improving the quality of health care; and (2) to accomplish the deployment of
an interactive medical decision support system with information visualization tools to
help doctors and clinical staff conduct analysis and make timely decisions. Keim and
Kriegel [8] point out that developing visualization techniques that are adequate for
exploring large amounts of multi-dimensional data is one of the research challenges.
We would help users explore the multi-dimensional data by employing interactive
techniques. Finally, we also believe that the proposed framework can be generalized to
give rule-based decision support and include domain-driven knowledge discovery in
the database.
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Abstract. Capital markets represent an important component of the economy
of any country. Yet, it has been found that in a majority of countries, partici-
pation of the general public in capital markets is at a low level even with the
availability of online trading platforms. In this study, we integrate constructs of
diffusion of innovation, technology acceptance and trust models to form a
context specific model in order to identify the factors influencing the general
public in using online trading systems. Implications of a survey study carried out
among a diverse group of investors are presented in this paper.

Keywords: Financial systems � Diffusion of innovation � Capital markets

1 Introduction

Capital markets signify an important component of the economy of any country.
Economic research has shown that the performance of the capital markets is a direct
indicator of a country’s economic performance [1]. Further, these authors conclude that
stock market development along with the banking sector development is robustly
correlated with current and future rates of economic growth, capital accumulation and
productivity improvements of a country. In addition, capital markets are a key source to
raise capital for many firms ranging from medium to large scale organizations.
A well-developed capital market may be able to offer different kinds of financial
services to these organizations and may, therefore, provide a different kind of impetus
to investment and growth compared to a developed banking system [2]. During the past
few decades, a many-fold increase in market capitalization and market activity around
the world was observed [3, 4], proving the importance of capital markets.

Owners of stocks in a capital market can either be individuals or institutions. As
mentioned before, the individual participation in capital markets is a better indicator of
the economic development in any country. Interesting results could be observed from a
study conducted by a compilation across 70 countries to estimate the capital market
participation as a proportion of the population [5]. These results show (Table 1) that
there is a high diversity among countries and that the participation in developed
countries is also at a relatively low level.
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Traditionally, a capital market operation is broker-centric and stock market floor is
a centre of high activity with the process of placing orders. Individuals will have to
place orders on the capital market through a stock market broker. But in the past few
years, technology has evolved to a level where individual participants can directly
place orders online, either using a computer or mobile devices rather than relying on
stock brokers. Such online trading systems have enabled individuals to obtain real-time
financial updates, other analytic services and to reduce time taken to place orders.
Further and more importantly, the cost of placing orders has been reduced and the
control of market participation is taken to the individual level [6]. These could be stated
as the main goals of incorporation of such technology which have resulted in easy
access to the public and higher participation among populations. However, the latter of
the two has been least achieved in many countries as shown in Table 1.

A similar example to capital markets would be the traditional auction environments.
The traditional auctioning setup was similar to in-person participation with an auc-
tioneer in charge of the process. However, with the introduction of online auctions,
many tend to purchase even common household items from such systems now. Further,
it is stated that online auctions attracted billions of dollars over the past years with a
10 % monthly growth rate [7]. This shows that the innovation diffusion in this sector
has been successful.

In contrast, it is evident that although many technological innovations have taken
place in financial markets making the trading process simpler and easily accessible, the
population penetration has been poorly achieved. The innovation diffusion in the sector
has been hampered due to various reasons and that will be investigated in this study. As
mentioned previously the degree of population penetration of online stock trading
systems are very low. In this study, the adoption of such online stock trading systems is
analyzed based on a modified diffusion of innovation (DOI) model with other suitable
constructs. Hence the research questions of the study are as follows.

Table 1. Country percentage of population participating in capital markets in several countries
[5]

Country Percentage of population participating
in stock markets

Argentina 0.52
Australia 31.88
China 5.9
Ghana 1.5
India 2.00
Romania 0.05
Singapore 11.97
Spain 2.22
Sri Lanka 1.53
United States 21.2
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• RQ1: Are the DOI model constructs significant predictors of user adoption of online
stock trading systems?

• RQ2: What other factors influence the user’s adoption of online stock trading
systems?

Considering the dearth of studies related to online stock market adoption with trust
models, this study provides few contributions, namely, an extended conceptual model
for online stock markets is introduced and the findings will be useful to the developers
as well as to implementers in introducing these systems successfully. In subsequent,
sections the theoretical background, conceptual model and data analysis will be pre-
sented elaborately.

2 Theoretical Background

Electronic commerce (e-commerce) is the process of “sharing of business information,
maintaining business relationships, and conducting business transactions by means of
telecommunications networks” [8]. Hence online stock trading too can be viewed as a
form of e-commerce. Due to the popularity, adoption, innovation diffusion and various
other concepts of e-commerce have been evaluated in detail in prior research. For
example Internet Banking is a field of e-commerce which is subjected to in depth
studies [9, 10]. Yet, the depth of studies with regard to online stock trading systems
dealing with capital markets can be considered to be inadequate.

The innovation diffusion of information and communication technology with
regard to stock brokering industry has been studied in the past [11]. In such a study it is
said that the stock brokering firms openly adapt to new information and communication
technologies in order to maintain competitiveness and to be responsive to market
conditions. Further studies on broker decision on adoption and strategies to motivate
brokers on online stock trading systems have been carried out in different country
contexts [12, 13]. Although the main focus of this study is on retail investors in stock
trading, the technological advances of brokers in facilitating the technology for stock
traders should be noted.

On a perspective of the retail investor, few studies have been carried out in various
country contexts to understand retail investor interest on adoption and intention to use
the new technology [14, 15]. The studies are based mainly on the Technology
Acceptance Model (TAM) and the decomposed Theory of Reasoned Action (TRA) and
not on the view of adapting to new technologies.

Since much technological advancement has taken place in online stock trading
platforms of retail investors, Diffusion of Innovation (DOI) presented by Rodgers
(1995) is utilized in this study in order to understand the technological adoption by
retail investors [16]. The DOI model has been popular among many information
systems research in the past in studying new technology adoption [17]. In addition, due
to the relation of online stock trading to e-commerce, factors from Technology
Acceptance Model (TAM) and trust worthiness models are used for the analysis.
Previous research has found that these models play a significant role in assessing the
user acceptance in e-commerce applications [18–21]. However due to the complexities
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of online stock trading process in contrast to common e-commerce scenarios such as
online retailing, internet banking etc. more attention will be paid to make the model
context specific with in-depth analysis of the stock trading process. The framework and
guidelines proposed by Hong et al. will be utilized to generate context specific
information systems research [22]. Hence it is intended to come up with a relevant and
parsimonious model using the models of Diffusion of Innovation, Technology
Acceptance and web trust.

2.1 Diffusion of Innovation (DOI)

According to the Diffusion of Innovations (DOI) theory, an innovation is “an idea,
practice, or object that is perceived as new by an individual or other units of adoption”
[23]. Further, the process of innovation diffusion can be explained as the “process by
which an innovation is communicated through certain channels over time among the
members of a social system” [16]. Based on the model, the rate of diffusion of an
innovation is dependent on the factors such as relative advantage, compatibility,
complexity, trialability and observability. Based on the model,

• Relative advantage: the degree to which an innovation is perceived as better than
the idea it supersedes.

• Compatibility: the degree to which an innovation is perceived as being consistent
with the existing values, past experiences, and needs of potential adopters.

• Complexity: the degree to which an innovation is perceived as difficult to under-
stand and use.

• Trialability: the degree to which an innovation may be experimented with on a
limited basis.

• Observability: the degree to which the results of an innovation are visible to others.

Apart from complexity, while the other constructs are generally positively corre-
lated with rate of adoption, complexity is generally negatively correlated with rate of
adoption [16]. However, according to published literature, compatibility, complexity
and relative advantage are the most important antecedents to the adoption of innova-
tions in the information systems domain [24]. Yet in this study trialability is retained, as
consultation with stock brokers insisted that experimentation on a limited bias is an
important factor for adoption by retail investors and also that such systems commonly
exist.

In addition, Moore and Benbasat (1991) present two further constructs; image and
voluntariness of use which is beyond Rodgers’ classification [25]. In this study it is
stated that image as “the degree to which use of an innovation is perceived to enhance
one’s image or status in one’s social system”. Although originally it was argued that
image is an aspect of relative advantage, research has shown that image can be con-
sidered to be adequately different from relative advantage [24]. Given the popularity of
stock trading within the social systems, image is included in our analysis. However
voluntariness of use is not considered as a separate construct since the usage of online
stock trading systems is an individual choice and hence would not show a significant
variation [17].
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2.2 Technology Acceptance Model (TAM)

The Technology Acceptance Model (TAM) [26] is a widely used model to understand
the user acceptance of technologies. Although TAM model was introduced in the
organizational context to understand software technology acceptance by employees, it
has been widely tested in scenarios where e-commerce adoption was tested which is
very much similar to online stock trading adoption [18–21]. According to TAM model,
perceived usefulness (PU) and perceived ease of use (PEOU) influence the individual
attitude of using a system. This in turn drives the behavioral intention to use. How-
ever TAM also provides a suitable theoretical foundation on intention to use based on
ease of use and usefulness of the innovation [26]. Further complexity construct of DOI
is similar to the PEOU construct from TAM in reverse direction [17].

2.3 Trust

Trustworthiness of a system may impact system adoption. For example, it has been
shown that trustworthiness plays a significant role of citizens adapting to e-governance
systems [17]. The importance of trust in e-commerce applications is well illustrated in
previous research [27]. The study develops measures of trust suited for e-commerce
scenarios based on previous studies and concludes that trust has many dimensions. The
study states that “e-commerce consumers gauge web vendors not in broad, sweeping
terms, but in terms of specific attributes”. Further the study states four constructs,
where one construct is with regard to institution based trust. It is stated that
“Institution-based trust comes from sociology, which deals with the structures (e.g.,
legal protections) that make an environment feel trustworthy”. Similar to e-governance
study [17], as online stock trading is dealing with confidential information and elec-
tronic financial transactions, trust will play a key role and trust placed on the internet
and trading systems are considered in the model.

3 Research Model and Hypotheses

The integrated research model of diffusion of innovation characteristics, technology
acceptance and trustworthiness constructs is shown in Fig. 1. The hypotheses devel-
oped based on the background and theory presented in the previous section is given
below.

• HYPOTHESIS 1 (H1): Relative advantage has a positive effect on the intention to
use an online stock trading system.

• HYPOTHESIS 2 (H2): Compatibility has a positive effect on the intention to use an
online stock trading system.

• HYPOTHESIS 3 (H3): Trialability has a positive effect on the intention to use an
online stock trading system.

• HYPOTHESIS 4 (H4): Image has a positive effect on the intention to use an online
stock trading system.
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• HYPOTHESIS 5 (H5): Perceived usefulness has a positive effect on the intention to
use an online stock trading system.

• HYPOTHESIS 6 (H6): Ease of use has a positive effect on the intention to use an
online stock trading system.

• HYPOTHESIS 7 (H7): Trust of internet has a positive effect on the intention to use
an online stock trading system.

• HYPOTHESIS 8 (H8): Trust of trading systems has a positive effect on the
intention to use an online stock trading system.

4 Research Methodology

This study was carried out through a survey.1 Sri Lanka was selected as the base
country of study as the online stock trading penetration was reported to be at a very low
level in Sri Lanka [5], although the country processed a stable and advanced stock
trading platform [28, 29]. The survey questionnaires were distributed among
employees at different levels of several organizations. However, the sample was
selected such that the participants had prior investment experience and investment
knowledge, without considering whether they have or have not invested in stock
trading, engaged in online stock trading.

Fig. 1. Research model

1 The survey questionnaire is not attached to this paper due to the page limitations. Please contact
authors should it be required.
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4.1 Operationalization of Constructs

In order to develop survey instruments, previously validated scales were used. To
measure innovation diffusion characteristics, items were adapted from Moore and
Benbasat [25]. The scales for perceived usefulness and ease of use were adapted from
Gefen and Straub [18]. Items for intention to use and items for trustworthiness on
internet and stock trading systems were adapted from Carter and Belanger (2005) after
modifying to suite the context [17].

A seven-point Likert scale ranging from 1 (strongly-disagree) to 7 (strongly-agree)
was used in the questionnaire. Review of the survey questions were carried out with IS
researchers prior to the actual survey, in order to validate the appropriateness of the
questions. Further a separate pilot study was conducted among a sample of 30 suitable
individuals in order to improve the validity and reliability of the instruments.

4.2 Data Collection

As mentioned previously individuals with background of investment were selected as
samples for the survey study. In order to collect responses, online and paper based
survey forms were used. Paper based survey was used for data collection carried out at
organizations. However the participation of the survey was on a voluntary basis.

A total of 131 valid responses were collected. The sample had a range of 18 to 75
years of age (mean of 30.77 and standard deviation of 10.741). Other descriptive
statistics are given in Table 2. As a general rule, in order to carry out a reliable survey
the minimum number of responses has to be 10 times the number of constructs [30].
Since the study includes only 9 constructs, the sample size of 131 is adequate.

Table 2. Descriptive statistics of the sample

Sample Profile Frequency Percentage

Gender Male 94 71.8 %
Female 37 28.2 %

Investment Experience Less than 1 year 24 18.3 %
Less than 3 years 34 26.0 %
Less than 5 years 24 18.3 %
Less than 10 years 19 14.5 %
More than 10 years 30 22.9 %

Stock market investment Yes 66 50.4 %
No 65 49.6 %

Use of online stock trading systems Yes 44 33.6 %
No 20 15.3 %
Not applicable 67 51.1 %
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5 Analysis and Results

The data analysis was carried out using partial least squares (PLS), a structural equation
modelling technique with SmartPLS software package. PLS was selected to carry out
the analysis as it enables to access the measurement model (relationship between items
and constructs) within the context of the structural model (relationship among con-
structs) and also as it does not require large sample sizes of data [30]. Validity of the
measurement instruments and results of hypothesis testing are presented below.

5.1 Instrument Validation

In order to demonstrate the construct validity, the convergent validity (the extent to
which two or more items measured the same construct) and discriminant validity
(degree to which items that measure different constructs differed) tests were carried out.

The convergent validity of the constructs was assessed using item reliability,
composite reliability (CR) and average variance extracted (AVE). The generally
accepted thresholds for item loading for constructs, CR and AVE are 0.5, 0.7 and 0.5
respectively [30]. The minimum item loading recorded was 0.81. The values of CR and
AVE can be found in Table 3, where the values are within the accepted thresholds.
Thus we concluded that the convergent validity is satisfactory.

The discriminant validity of constructs is satisfied if AVE for each construct is
greater than its correlation with other constructs. This is shown in Table 3. Based on the
results discriminant validity is also supported.

Table 3. Construct validity measures

CT IM EU PU RA TR TRUST I TRUST S USEI CR AVE

CT 0.93 0.95 0.87
IM 0.25 0.90 0.93 0.82
EU 0.69 0.32 0.88 0.93 0.78
PU 0.72 0.25 0.75 0.89 0.94 0.79
RA 0.81 0.27 0.64 0.82 0.90 0.94 0.81
TR 0.39 0.22 0.36 0.49 0.49 0.91 0.91 0.84
TRUST I 0.48 0.25 0.45 0.42 0.44 0.15 0.92 0.94 0.84
TRUST S 0.62 0.23 0.62 0.57 0.58 0.23 0.71 0.91 0.95 0.83
USEI 0.82 0.19 0.73 0.82 0.82 0.4 0.53 0.64 0.83 0.91 0.69

Notes. Leading diagonal shows the squared root of AVE of each construct, CT = compatibility,
IM = image, EU = ease of use, USEI = intention, PU = perceived usefulness, RA = relative
advantage, TR = trialability, TRUST I = trust of internet, TRUST S = trust of trading systems
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5.2 Hypotheses Testing

After validating the measurement model PLS was used to carry out the hypotheses
testing. Demographic variables age and gender was used as control in the controls of
the model.

Figure 2 shows the path coefficients of the significant results in the model. Relative
advantage, compatibility, image, ease of use, perceived usefulness and trust of internet
indicate a significant effect on the intention to use the model for analytics. However
trialability and trust of trading systems doesn’t indicate a significant relationship. In
addition, the direction of relationship between image and intention to use is negative.
Hence hypotheses H3, H4 and H8 are not supported. All the other significant rela-
tionships indicate a positive influence and as such H1, H2, H5, H6 and H7 are
supported.

The explanatory power (R2) is 0.83 and it is above the threshold of 0.10 and hence
is an indication of a substantive explanation power [30].

6 Discussion

Several important relationships were established from this study especially with DOI
constructs relative advantage, compatibility and image being significant. It was found
that relative advantage and compatibility are important factors affecting the intention to
use online stock trading systems. Hence designers of online stock trading systems
should design the system such that the online stock trading systems provide maximum
advantage over traditional and other investment methods currently popular among
investors. It is essential to explore all options that can be achieved from an online

Fig. 2. Results of hypotheses testing
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system. Further the significant positive relationship of compatibility shows that online
stock trading systems should be designed for investors in such a form that they are
compatible with their existing investment methods. For example for a stock market
investor using traditional methods to place an order, the system should provide a
compatible experience. An investor using other online investment systems would
expect the online trading systems to be consistent with the existing systems.

However it was found that relationships between image and trialability were not as
expected. It could be that since stock trading is a commonly found investment option
for investors, use of an online trading platform will not result in added social status and
image. In addition investors may not invest with the intention of improving their social
status but merely to increase their income. Although experts in the industry viewed
trialability as an important factor, since such a system provides only mock trading
options and as it cannot be compared to a real transaction, the importance to investors
may be low.

Significant positive relationship between ease of use and intention to use indicates
that investor intention to use an online stock trading platform increase if the system is
easy to use and is not complex. An online stock trading system should be easy to
navigate, information should be well organized and presented as well as should enable
to carry out transactions effortlessly. If such ease of use features are not available the
intention of investors to adopt the technology would decrease. The significant positive
relationship of perceived usefulness would provide a similar explanation to that of
relative advantage.

Another important observation found was the significance of trust on internet. Since
online stock trading systems deal with financial transactions reliability and security of
the internet is an important aspect. Investors who perceive the reliability and security
aspects of the internet to be low will be less likely to adopt online transactions. Another
important observation made was that many investors indicated concerns on importance
of reliability and security aspects of the internet in order to adapt to online stock trading
systems.

7 Conclusion

As theoretical implications, this study presents a model with the extension of DOI,
TAM and trust models to online stock markets adoption by introducing new parameters
to consider. The study is carried out with a sample of investors with ample experience
and knowledge on financial investments, as well as actual users of online stock trading
systems from a country with low online stock trading penetration. Further, the sample
was diverse in age, experience and financial ability. Hence the results of the study can
be considered as highly valid in the context of online stock trading.

As practical contribution, we proved that relative advantage, compatibility, ease of
use and trust are important constructs of online stock trading systems. The results can
be used in the process of designing online stock trading systems in future leading to
more user adoption of such systems.

Several limitations were encountered in carrying out this study. Firstly the limited
sample size of 131 individuals should be pointed out as if a larger sample size was
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obtained, the results would have been more robust. In addition, during the study, no
consideration was paid to mobility in accessing the online trading system and the study
was conducted in general to all available online trading systems. Since mobile access of
online stock trading systems would provide more interesting results, it is open for
future research.
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Abstract. As organizational life is becoming increasingly dependent on
information systems (IS), proper IS implementation has become imperative. If it
is not properly implemented, it may disrupt the organizations’ daily operations
and strategic decision-making, which can carry significant monetary conse-
quences. Sometimes IS implementation is halted halfway, or at any stage of the
implementation process, which may also carry significant monetary conse-
quences to the organizations, especially when the size of the IS implementation
projects is large. This paper focuses on the latter. Through our literature review,
we discovered that it is the human aspect, instead of the technology aspect, that
contributes to most of the failed IS implementations. To better understand how
this could take place, our study highlights two possible reasons of failed IS
implementation: (1) organizational culture complexity and (2) power and poli-
tics in the organization.

Keywords: IS implementation failure � Power � Politics � Organizational
culture complexity

1 Introduction

Organizations invest heavily in technology projects in terms of money, manpower and
time. IS guides the daily tasks of an organization and provides a competitive advantage.
The study on IS implementation failure unearths the complexity in IS implementation,
provides solutions and saves organizations the fear of investing in technology. IS imple-
mentation is arguably not a simple task as it initially seems. A survey of 5,400 large scale
IS implementation projects (i.e., projects with the initial budgets greater than US$15
million) reported that 17 % of the projects were so bad that they threatened the very
existence of the organizations [6]. The IS implementation projects may exceed the allo-
cated budget, experience delays due to various reasons, or not deliver their expected value.

Most IS projects aim to improve or enhance an existing work process. The goals of
technology projects are the visions that result from coordination and interaction of the
actors involved. The actors include non-humans, for this case technology, and humans.
This underscores the integral part that human behavior plays in the success of
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technology projects. Technology projects that do not take into account socio-technical
factors such as diversity and plurality of actor groups, technology drift and interpre-
tative flexibility result in miscalculations, costly delays and ultimately end up in failure
[19, 28, 32]. Technical and social contingencies are of equal importance in the plan-
ning, formulation and implementation of technology projects.

There are inherent problems in IS implementation projects besides the technical
problems encountered due to the diverse nature and culture of the employees and the
management of the businesses for which they are being implemented. For a successful
implementation, IS projects always require power realignments; understanding the
impact of organizational culture, and a conducive environment within the organization
[7, 44, 56].

The role of power in terms of IS failure has been highlighted in existing studies. In
most cases, a wide gap between stakeholders’ expectations enunciated in some ideal or
standard project and its actual performance becomes the major cause of IS projects
failure [36]. The stakeholders expect much more from the system whereas the actual
outcome is far less than expected. Ultimately, the stakeholders are disappointed and the
project fails. The failure of IS projects is also due to the vested interests of one or
several groups of people called stakeholders. The interests originate from a personal, or
a group advantage for controlling important material or organizational resources. These
interests are symbolized in everyday situations through expectations expressing
dynamic concerns of stakeholders with the IS projects [36, 44]. Various studies have
been carried out to systematically identify the major factors associated to IS imple-
mentation failure.

Similarly, the role of culture has enjoyed a prominent role among instances of IS
failure. The success of IS projects depend on the level to which values of subgroups of
an organization merge with the values of embedded in the new technological inno-
vation [28]. A mismatch between the values embedded in the process of software
development and the values of the organization will lead to a complicated process of
implementation. The IS systems are built with cultural assumptions in their process
methodologies. If these cultural assumptions conflict with those of developers and
users, the process of implementation will be increasingly difficult, thus leading to
project failure [1, 14, 28].

Individuals with a culture of low uncertainty avoidance tend to have a lower
perception of risks while those of high certainty avoidance culture have a high per-
ception to risk [25]. Most technology projects involve high risks. The organizations
involving people of low uncertainty avoidance culture venture into troubled technology
projects with less opposition. Organization has participants of both low and high
uncertainty avoidance cultures have complications in IS implementation since the
participants with high uncertainty avoidance fear risks and opposes the projects.

The different occupational subcultures within an organization (e.g. those of engi-
neers and operators) can impede the implementation of technology projects. The two
groups hold entirely different cultural interpretations of technology projects that are
proposed. Employees with individualistic cultures are more likely to report unfavorable
news about troubled technology projects than those with collectivist cultures [37]. The
technologies in such organizations experience conflict, leading to resistance to adopting
and eventual failure. Overall, clashing values among institutional and organizational
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subcultures hinder collaboration and information sharing that is necessary for effective
integration of technology such as development of component-based software. Such IS
systems end up in a disaster.

The theory of values and culture in IS has for a long time been used to highlight the
correlation between values and the ranges of social behavior. Studies on the adoption
and diffusion of information technology in the organizations’ subculture within the
different groups found that these subgroups presented cultural differences, especially
when it came to inception of the software component development and the methods to
be applied [17]. These values did clash amongst the organizational subculture hin-
dering the knowledge collaboration and flow necessary in integrating technology
components and development of software efficiently [17, 28].

A number of studies have examined the link between IS project implementation
failure and culture. The important role of social relations in project implementation and
the group behavior has already been documented, as rich social relations can facilitate
conflict resolution, increase interdependence among diverse group members and rec-
ognize the contribution of the minority [32, 58]. Shared ideologies have resulted to
higher group cohesion, lower group conflicts, increased information exchange and
greater commitment, thus leading to higher long-term group performance and IS
project success [25, 59].

In sum, the effects of power, politics and culture appear to be important causes of IS
failure. The main objective of the current study is to better understand how two main
themes, namely (1) power and (2) culture can potentially impact the failure of IS projects.
To this effect, we conducted an extensive literature review of the two topics. Our rationale
was to identify the recent advances in these two streams of literature that can potentially
shed additional light on the relationship between powers, culture and IS failure.

2 Literature Review

To serve the basis of our study, we conducted a literature review of published papers on
power and culture until November 2014 from top-tier journals. In total, we reviewed 27
papers related to the organizational culture complexity literature, and 21 papers related
to the literature on power and politics.

2.1 Organizational Culture Complexity (Theme 1)

As already discussed, the first stream of research on failed IS implementation has
identified organizational culture complexity as a main reason for such negative out-
comes. A substantial effort to discover cultural clashes prior to the implementation of
an IS project is essential to avoid the project from being halted. Such clashes are
extremely challenging to IS implementation success because it may remain undetected
for an extended period of time [44]. Although an early detection can translate to fewer
damages, it is unfortunately not possible to alter an organization culture [44] since
culture is not constructed overnight. Towards this end, the newly planned IS has to
match to the culture of an organization.
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Lowry et al. [32] claimed that culture has a great effect on the technology supported
decision-making group in the organizations and that in culturally homogenous groups,
individualism is the factor which has a negative impact on the interpersonal trust on the
information system technology. However, the excessive use of different virtual groups
will help foster the trust of culturally diverse groups on the information technology
systems [23].

Culture has an impact on the community manifestation as well as trust by the group
when it comes to making decisions on technology grounds. Lowry et al. [32] conducted
a study to understand the role of cognitive behavior in technology conceptualization. In
their study, they realized that technology was likely to succeed once the culture
attached to it is positive [32]. To understand the beliefs associated with information
systems and technology in general, a study that was concluded by Koch et al. set out to
find the implications of enabling social networking sites in a company since they
happened to have certain implications on culture [26]. Culture has adverse effects that
can lead to technology failure. However, if culture is designed in such a way that it
fosters collaboration among the parties involved, it can boost their morale leading to
technology development [48].

In our attempt to obtain a better understanding of the effects of organizational
culture complexity on IS failure, we further scanned the recent literature on culture. Our
literature review starts from June 2006, where Leidner and Kayworth [28] did an
extensive literature review that examined most issues of each volume of the leading
journals using IT culture and information systems keywords, dating back to the early
1990s. Leidner and Kayworth [28] categorized the studies by methodology across six
themes: (1) culture and IS development, (2) culture, IS adoption, and diffusion,
(3) culture, IS use, and outcomes, (4) culture, IS management, and strategy, (5) influ-
ence on culture, and (6) IS culture. In short, we tracked the related works that cite this
study [28] and attempted to classify them under the prism of IS success/failure. In terms
of the latter, we followed another group of scholars, namely Gordon and Gordon [15],
who provide a framework that consists of four effective IS projects’ success/failure
stages: (1) Diagnosis (2) Evaluation, (3) Design, and (4) Implementation – the details
will be described below.

Based on Leidner and Kayworth [28], Gordon and Gordon [15], and literature
reviews from 2006 to November 2014, we have adopted the below four subthemes.
And for our literature review, we examined 24 articles based on the roles of culture
related to three levels: the national, organizational, and departmental levels of culture
[28]. Of these, 16 articles are at the organizational level and 8 are at the national level.
We did not identify any paper in the departmental level (Table 1). The structure of the
table is based on the four stages of effective IS projects’ success/failure developed by
Gordon and Gordon [15], also referred to as subthemes. In short, these are the
following:

Subtheme 0 – Diagnosis:
Diagnosis - Research; What other competitive companies are using; assess the

situation and determine needs. The team will first assess an organization’s need for
information systems according to the existing situation facing it. The Diagnosis phase
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requires a description of the existing problem, the context in which it occurs, oppor-
tunity, type of information available, the type of information required, and possible
ways of securing the required information. None of the papers that we reviewed were
classified under this subtheme.

Subtheme 1 – Evaluation:
According to Gordon and Gordon [15], the evaluation phase has several steps:

1. Asses the current components of information technology and systems used to
acquire, process, store, retrieve, or communicate information;

2. Compare these components to the available systems;
3. Determine what information needs are not or cannot be handled;
4. Examine and document any current initiatives currently being planned or imple-

mented that involves IT resources.

We found that only two studies covered or examined the relationship between
culture and IS evaluation; both studies focused on organizational level of culture. It is
interesting for future research to assess this subtheme on the national level of culture in
the context of IS evaluation in multinational corporation.

Subtheme 2 – Design and Implementation:
The design phase includes correcting deficiencies in the existing systems or pro-

posing new IS; integrate the state-of-the-art practices and technology into them and
involve making decisions about specific technology and their integration into the
existing IS.

This phase focuses on the issues associated with the implementation of the new
and/or altered systems. The focus is to answer the following question: how will the
implementation occur, what additional resources will be required for the IS imple-
mentation, what types of follow-up will occur, how will the changes affect other aspects
of an individual’s or organization’s functioning, what are the roles of different indi-
viduals (managers, IS staffs, specialists from outside the organization) for the IS
implementation, and how does the implementation timetable should look like [15, 28].
Six articles are related to this subtheme.

Subtheme 3: IS Use, Adoption, and Outcomes
16 of the studies fall into the subtheme of IS use, adoption and outcomes; nine at

the national level and nine at the organizational level of culture. Collectively, these
studies comprehensively examine the relationship between culture and the use of IS.

In sum, a number of studies have examined the link between technology project
implementation success/failure and culture since 2006. In any organization, the intro-
duction of technology projects may be perceived as disruptive to the existing culture of
the organization and hence face opposition as people are more likely to resist changes
that make the users distress. As a result, it is necessary to better understand the concept
of culture, as it plays a very important role and can directly or indirectly influence
implementation of IT systems. However, defining, measuring, and understanding the
concept of culture remains a challenge [1, 26, 28, 58]. According to our literature
review, behaviors that result from introduction of information technology projects
define the success or failure of an IT project [58]. Social norms, which are part of the
organization culture, influence how members of the organization react to introduction of
IT and act as a means of social control by setting expectations and boundaries of
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appropriate behaviors for members [55, 58]. Studies in culture and its effect on IT
projects implementation were taken to another level when Kappos and Rivard [24]
created a model that explains the relationships between culture and IS development. The
authors identified three perspectives of the culture’s modeling in information technology
and their application; integration, differentiation, and fragmentation [24]. Culture has an
impact on community manifestation, as well as on the degree of trust among group
members when it comes to making decisions on technology initiatives. The role of
cognitive behavior in technology conceptualization states that technology was likely to
succeed once the culture attached to it is positive [32, 42, 58].

2.2 Power and Politics (Theme 2)

A significant number of studies have provided evidence suggesting that failed IS
implementation is due to the aspects of power and politics in the organization. Power is
defined in terms of behavioral outcomes instead of the purposes or the professed
legitimacy of the behaviors involved in power use [45]. Power has the potential to
determine the success or failure of an IS implementation project. IS implementation
projects have historically been halted through the misuse of power and politics. Power
and politics complicate the process of implementing IS by constraining the process of
constructing and setting up effective management models [3]. Power and politics in an
organization may impact how the organization approaches the technology, recruit, and
train project members, design the system, and support the project. Ironically, perhaps
the existing IS in the organization nurtures the development of power in the

Table 1. Literature on organizational culture complexity and IS implementation

Studies focusing on the
national level of culture

Studies focusing on the
organizational level of culture

Subtheme 1: IS
evaluation

N/A 1. Bradley et al. [8]
2. Hsu et al. [16]

Subtheme 2: IS design
and implementation

1. Clemmensen [11] 1. Iivari and Huisman [18]
2. Kappos and Rivard [24]
3. Popovic et al. [39]
4. Rai et al. [40]
5. Schmiedel et al. [47]

Subtheme 3: IS use,
adoption, and outcomes

1. Clemmensen [11] 1. Jackson [20]
2. Im et al. [19] 2. Kappos and Rivard [24]
3. Lowry et al. [32] 3. Koch et al. [26]
4. Martinsons et al. [35] 4. Li and Mao [31]
5. Sia et al. [49] 5. Ravishankar [41]
6. Tan et al. [54] 6. Reinecke and Bernstein [42]
7. Vance et al. [57] 7. Rizzuto et al. [43]

8. Strong and Volkoff [53]
9. Thomas and Bostrom [55]
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organization since IS enable information to be disseminated in non-random ways,
where some employees have better access to information compared to others [34]. To
this end, failure of the IS implementation is essentially the embodiment of a recognized
situation, instead of the actual failure of the system [3].

Our literature review starts from December 2002, where Jasperson et al. [21] used
the meta-triangulation method to explore the relationships between power and IS
outcomes based on a sample of 82 articles from management and IS journals that were
published between 1980 and 1999. We applied the framework of Jasperson et al. [21]
to examine the literature in order to identify: (1) the casual structures between IS and
organizational power based on Markus and Robey [33] ’s concept, and, (2) the role of
power and different IS outcomes based on Bradshaw-Camball and Murray’s [9]
concept.

We further classified the literature into three main IS disciplines: (1) the role and
impact of IS when it comes to determining the most relevant decision-making to
achieve competitive advantage, (2) IS development and deployment, and (3) IS use and
implementation, which describes power and politics associated with IS management
and implementation. Studies show that the conflict starts when IS staff acquire their
power from their knowledge of and their access to technology, while the business users
use their control of financial resources to guide the systems directions and imple-
mentation. The result is that everyone attempts to achieve some outcomes that favor
their interests and/or increase their ownership of the resources.

In total, we examined 17 articles. Of these, 5 articles are related to the structure
between IS and organizational power and 12 articles are related to role of power and
(potential) IS outcomes. From the table, it is interesting to note the non-existent study
that focuses on organization and management of IS resources to examine the role of
power and potential IS outcomes although the two are closely related. This research
gap should be investigated by future research (Table 2).

Our literature review revealed that power certainly has a strong influence on the
failure/success of information technology projects. There are various perspectives of
power and how they lead information systems implementation to success or failure;
include; zero sum view of power, a processual view of power, an organizational view
of power, and finally the social view of power [13, 21, 46].

A recent study was conducted to analyze how politics, power, norms, resistance
and culture affect the implementation of an IT project by adopting Clegg’s [10]
framework of circuits of power, norms, resistance, power and cultural relationships to
proof that implementation of IS often incurs problems and leads to failure due to of
power relations and political games [10, 51]. Another empirical case study examined an
IS project that lost its significance and finally failed due to political reasons and the
practices that existed in the organization. The researchers adopted Michel Foucault’s
theoretical work on power, which states that every relationship is a power relation-
ship. The existing power dynamics in the organization and the rationality in IS inno-
vation greatly influenced how the interested parties judged the value of the new
innovation. This in turn influenced their ability to corrupt or support the initiative [4,
12, 51]. A study by Attygalle et al. [3] explored the power and political aspects related
to adoption of information systems. This study is in line with other works, which have
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concluded that power and politics complicate the process of implementing IS and may
impact the ways in which an organization and its members approach technology,
recruit and train members, design their systems and support projects [4, 45].

3 Discussion and Future Research

Defining and measuring culture is one of the greatest challenges faced by researchers
on the study of the relationship between information systems and culture. This can be
attributed to that fact that it is difficult to decide what level of culture to study, as well
as that fact that it is not possible to analyze culture objectively at a single level. There is
therefore need for further research to unpack the levels of culture and identify the ones
that are related to Information Technology. To have a conclusive and workable defi-
nition of culture in relation to information technology is a necessary point of study, so
as to provide a formidable framework for the study of the IS phenomena [28]. Further
studies should be focused towards identifying and creating a more realistic view of
culture, so as to understand the individual simultaneously with the organization as well
as other external factors, which have significant influence to functioning of the
individual.

Table 2. Literature on power, politics, and IS implementation

Studies focusing on
the (potential) role
and impact of IS

Studies focusing
on IS
development and
deployment

Studies focusing on
organization and
management of IS
resources

Subtheme 1:
Structure between
IS and
organizational
power

1. Silva et al. [51] 1. Dhillon [12] 1. Avgerou and
McGrath [4]2. Xue et al. [61] 2. Smith et al.

[52]

Subtheme 2: Role of
power and
(potential) IS
outcomes

1. Backhouse et al.
[5]

1. Allen et al. [2] N/A
2. Dhillon [12]

2. Johnson and
Cooper [22]

3. Doolin [13]
4. Lapointe and
Rivard [27]3. Silva and Fulk

[50]
4. Williams and
Karahanna [60]

5. Levina [30]
6. Levina and
Vaast [29]

7. Phang et al.
[38]

8. Sabherwal and
Gover [46]
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Other factors that influence the success of IT projects should be studied with bias
towards IT related aspects such as the cost of the systems, complexity in use, inter-
operability among others, as those are some of the other factors which greatly impede
project success. There is no data available on how such factors may influence orga-
nization culture as well as such affect the success of the projects. These are important
areas where further research is need to provide answers to the many pending questions.
The trend worldwide is that the uptake of information technology continues to increase
despite the many challenges facing the sector. Providing the relevant data will thus help
provide easy solutions so that projects can smoothly be integrated and Information
Technology be integrated to organizations where they are required.

The previous studies concentrated on the influence of national and organizational
cultures on the implementation of IS. However, offshore IS development practices are
on the rise. Further research needs to be done on the influence of culture on culturally
diverse, globally distributed software development teams. The future research should
indicate how the values of these diverse team members contradict or complement each
other in the process of IS development and implementation. It is important to indicate
how such culturally diverse teams should reconcile their divergent value orientation
and effectively develop and implement IS.

The research conducted on IS implementation and culture so far focuses on IS a
construct rather than breaking it into the technology and informational aspects. This
contradicts the study of culture on implementation. For example, the IS users of the
uncertainty avoidance culture avoid technology for the fear of its cost. On the other
hand, the culture may encourage them to seek more information for a deeper under-
standing. Future research should choose a categorically clear aspect of research on
culture and IS, whether informational or technological.

One of the major gaps is related to diagnosis phase, where no studies dealt
explicitly with the question of how culture and power influence IS initiatives during the
Diagnosis phase (what other competitive companies are using; assess the situation and
determine needs).

4 Conclusion

IS implementation projects often fail because of the vested interests of the stakeholders.
If every stakeholder puts his/her personal interests on top of the common benefits, then
the IS implementation projects are likely to be delayed, over-budget, or stopped. We
posit that this seemingly common problem can be attributed to two factors: the orga-
nizational culture complexity, and the power and politics in the organization. Through
systematic search and review of the literature, we classified the literature into different
subthemes. It is important to note here that the two factors are by no means mutually
exclusive. Instead, they are so much intertwined that the presence of any one of them
may trigger the other.

To conclude, ‘human-computer interaction’ is indeed already present as early as in
the initial planning of IS implementation. Right from the start, the decision to invest in
a new IS is likely to be accompanied by cultural complexity and politics, which may be
reflected through disagreement about the organizational goals and values, and the
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uncertainty about the means required to implement the IS. It is important for the
organizations, especially the sponsors of the new IS, to be aware of these issues and
prevent them from disturbing the successful implementation of IS projects.
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Abstract. The Internet of Things (IoT) integrates communication capabilities
into physical objects to create a ubiquitous and multi-modal network of infor-
mation and computing resources. The promise and pervasiveness of IoT eco-
systems has lured many companies, including Intel, to devote resources and
engineers to participate in the future of IoT. This paper describes a joint effort
from Intel and two collaborators from academia to address the problem of IoT
privacy.
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disclosure � Design � User experience

1 Introduction

The Internet of Things (IoT) is the next great technology challenge that integrates
communication capabilities into physical objects to create a ubiquitous and
multi-modal network of information and computing resources. While IoT stands at the
cusp of new technological possibilities, coupled with it are notions of tracking, sur-
veillance, and concerns about personal privacy. This paper describes three cooperative
but loosely coupled research efforts in the area of IoT privacy undertaken by Intel, UC
Berkeley, and UC Irvine.

According to Weiser [11], “The problem, while often couched in terms of privacy,
is really one of control. If the computational system is invisible as well as extensive, it
becomes hard to know what is controlling what, what is connected to what, where
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information is flowing, how it is being used…and what are the consequences of any
given action.” Weiser is discussing ubiquitous computing over a decade ago, but he
may as well have been talking about IoT today. In the first part of this paper, we
describe research performed by Intel that focuses on this invisible nature of IoT. On our
computers, we have at least a semblance of control because we can in principle
determine what applications are running and what data they are collecting. For IoT,
traditional methods of control are largely absent. Hence, we describe below commu-
nication mechanisms between the user and the IoT ecosystem that can inform the user
of data collection practices (and perhaps offer the option to block these practices).

Even assuming user control and transparency of purpose and function of IoT
devices in the environment, there remain thorny user interface issues. For example,
when nearby devices are collecting personal data, under what conditions is the user
notified? These could be devices in the environment, like street cameras or WiFi access
points that track MAC addresses, or mobile devices belonging to others, like smart
phones or wearables recording audio. Due to the expected density of IoT devices,
communicating all privacy practices may result in notification fatigue. Privacy pref-
erences vary widely among individuals [8], and data collection that may be worthy of
notification for one person may be ignored by another. Also, since user privacy pref-
erences are complex, it is a challenge for users to define them [7]. In the second part of
this paper we describe research from UC Irvine which investigates user privacy pref-
erences in IoT. (Figs. 1, 2 and 3).

While UC Irvine researchers are concentrating on the problem of when a user wants
to be notified, the problem of how to notify a user is equally complex. As most IoT
devices are “interface-less” entities that are meant to function unobtrusively, this posits
a unique challenge to the design of the human-computer interface. We describe in the
third part of this paper how UC Berkeley researchers have demonstrated the difficulty
in relying on traditional IoT notification mechanisms such as LED lights and also how
to make a modern IoT notification system more meaningful through a technique based
on crowd-sourcing.

2 Intel: System Infrastructure

The Intel authors have been looking at some of the infrastructure problems related to
IoT devices. Specifically, how to determine what IoT devices are nearby, how to get
information on what data they are collecting, and how to deliver privacy notifications to
the end user. For example, Alice has installed surveillance cameras in her home. She
would like her guests to know about the surveillance cameras in case they feel
uncomfortable about being captured on video.

We propose extending a system designed by the Auto-ID Center for RFID devices.
The Auto-ID Center system, called Object Name Service (ONS), acts much like a
Domain Name Service, except using Electronic Product Codes attached to devices
instead of hostnames. For ONS, the focus is more on actual physical devices, but more
relevant for privacy are the services running on the devices. Hence, we propose
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modifying ONS to provide a lookup for IoT software services. This lookup provides a
communication mechanism to the user for presence of IoT devices and associated
privacy notifications. We call the system Private.iot.

Basic Requirements.

• One Device, Many Services: Services may draw data from and control multiple
devices, while an individual device may provide data to multiple services.

• Query Privacy: Queries made about individual IoT devices could result in a leak of
a user’s location. Here, the adversary is the operator of the lookup service, whose
query logs might be examined by insiders or hackers.

• Transient Services: Many services will be statically installed. However, there is a
class of services that is more transient. One prime example is a smartphone using a
camera app. When the camera turns on, the phone becomes a sensor like any other
device in the environment. This architecture aims to support these transient services
in the same way as static ones, as long as the device is discoverable.

Private.iot relies on existing device discovery mechanisms. By definition, IoTs are
physical “things” that are connected with each other, through the Internet or through
other networks. To achieve this, the IoTs have to be able to discover and be discovered.
For example, a gateway provides a portal for devices to access the internet through a
central hub either through connecting via WiFi, Bluetooth, Zigbee, etc. A beacon
actively broadcasts the device’s presence and provides a point of access to gain
information about the device and how to interface with it. A commercial example is the
iBeacon from Apple, which employs BLE to broadcast a device UUID. Finally, a tag
passively provides a device’s information when being scanned. The barcode and QR
codes are optically scanned while NFC and RFID tags are read by RF scanners.

Private.iot builds on top of the work of the Auto-ID Center. The Electronic Product
Code(EPC) was designed by Auto-ID in 2003 and have since been maintained by GS1.
The code consists, at a basic level, of a URI and a namespace identifier, up to 96 bits.
The full specification of EPC is updated in the official EPC Tag Data Standard doc-
umentation [4]. The Auto-ID center is focusing specifically on RFID tagged objects by
scanning for and using their EPC to perform a lookup on a name service (ONS) [9].
This name service acts much like a DNS for domain name resolving to an IP address.
The result of the look up is a product description in the format of a physical markup
language(PML). The strength in this lookup architecture is the flexibility and amount of
information that can be retrieved through a simple DNS like query. The Physical
Markup Language (PML) is a standardized format that is designed to describe phys-
ically manufactured objects such as manufacturer, expiration date, physical dimen-
sions, and any other relevant information [1]. Over the last decade, additional
categories to the descriptors have been added to accommodate more features provided
by IoT.

System Description
Private.iot uses the ONS-PML architecture to serve privacy notifications that may be of
concern to a user. The system can be broken into four components: (1) Device Dis-
covery, (2) ONS, (3) PML, (4) Privacy Browser.
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(1) Device Discovery: Smartphones have become all-purpose communication
protocol transceivers, including WiFi, Bluetooth, cellular, and NFC, all of which can be
used to compose a list of device IDs that are in proximity. This is particularly true for
beacons and tags. Note that devices connected through the gateway will not be dis-
coverable directly through RF scanning. However, the gateway can control the dis-
covery of devices connected to it. Because the proposed solution supports
one-key-many-values, the gateway can register the services employed by the devices
connected to it under its own device ID. In this way, the devices using gateways cannot
be directly discovered but their services can. The final output from device discovery is
a list of device IDs of devices around a person to be looked up in the ONS.

Different communication protocols present the issue that the lookup IDs are not all
in the same format. In order to fit the current ONS infrastructure, the IDs can be
reformatted to match the EPC format using a set of transformation functions done
locally before the ONS query. This can be performed by constructing an EPC URI with
the device ID type, device ID, and a namespace. This way, the ONS database schema
will not have to be modified. To achieve this, a unique EPC is assigned to a device at
the time of registration that encapsulates information about the device ID type, a device
ID, and a corresponding namespace that matches the ID type broadcasted by the device
(i.e. MAC, Bluetooth QPID). The device ID can then be extracted, assigned, and used
by the device.

(2) Device-to-Service Lookup using ONS: A main goal of our system is to not
modify the current ONS database. Given a device ID to EPC conversion, a user would
be able to look up a device to retrieve a PML service description. One important criteria
for the ONS lookup of this nature is the location privacy of the person querying. Unlike
asking about a product, asking about a particular device could lead to exposing the
location of the person. Fabian et al. describe various techniques to implement privacy
preserving querying techniques for ONS [6]. The simplest is the adoption of a trusted
server model where a server will purge the query data.

Fig. 1. ONS-PML architecture
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(3) Service Description using PML: The original ONS PML structure provided
descriptions of objects belonging to physical categories. However, there have been
additions to the original specifications over time as IoTs have become more capable.
For example, objects that afford actuation have a “control” tag. In order to encapsulate
services, we are proposing an additional tag category for services, which would include
a privacy section. With this addition, the multiple service policies attached to a device
can be captured in the following format:

Services may draw data from and control multiple devices, while an individual
device may provide data to multiple services. In this way, the concept of a virtual EPC
should still be applied for referencing services that is deployed on various devices.

(4) Privacy Browser: After fetching the service information from the PML, an
application can extract the privacy policy and data types that are being collected by the
service and present the notice to the user. Through this browser, the user can again
discover services relevant to him and when he sees that there is a service doing
something against his privacy preferences, he can walk away or potentially opt-in or
out given the retrieved service hooks.

3 UC Irvine: User Reactions to IoT Scenarios

The UC Irvine authors are gauging people’s attitudes, opinions and reactions to sce-
narios that involve IoT devices collecting potentially sensitive information. The spe-
cific goal of this project is to determine how the parameters of the scenarios influence
participants’ need for notification and control. In a pre-study, 10 participants were
interviewed about 9 scenarios. These scenarios differed from each other in terms of the
device that is tracking the information (parameter who), what information is being
tracked (parameter what), the purpose of the tracking (parameter reason), and the place
and time at which the tracking occurs (parameter where and persistence). Participants
were asked whether they felt comfortable with the scenario, whether they wanted to be
informed about it, and whether they wanted to control it. The main reasons to feel
discomfort with the scenarios were disagreement with the purpose, or the belief that the
purpose did not justify the tracking. The main reasons to feel comfortable were trust in
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the entity who collects the information (e.g. government), and/or that the purpose
justified the tracking.

In a follow-up study, the researchers at UC Irvine more comprehensively tested
scenarios with all possible combinations of parameters. This study is designed to more
determine the relative importance of each scenario parameter, and explore the oppor-
tunity to learn users’ preferences regarding notification and control. To this end,
researchers recruited 200 participants through Amazon Mechanical Turk, and asked
them seven questions related to their privacy preferences for a randomly generated
scenario. Researchers assigned 14 scenarios to each participant, therefore they gathered
98 responses from a single participant and 19,600 responses in total. Statistical analysis
on the dataset showed that who is the most significant scenario parameter influencing
people’s privacy preferences. To be specific, we calculated average responses for
agreement to being monitored according to all individual scenario parameters, and
confirmed that there is the largest difference between responses regarding the who and
what scenario parameters. Relatively, purpose, where and persistence have less impact,
in order of significance. The data also showed that most people (more than 50 %) think
monitoring activities in an IoT environment is not comfortable, safe, or appropriate.

To verify whether the persistence parameter is truly the most insignificant, we
conducted an in-depth analysis using a matrix slicing technique. We constructed partial
tables to study the conditional association between participants’ binary responses (i.e.,
allow monitoring or not) and possible combinations of scenario parameters, conditional
on the persistence parameter. For instance, we generated scenarios using combinations
of the who and what parameters, and calculated the percentage difference between
responses of allow according to whether the persistence parameter is true or not. The
results showed that the persistence parameter has a noticeable influence on most of the
responses in subspaces of the scenarios.
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Fig. 2. Average responses of allow (1: allow, 0: not allow) for who and persistence scenario
parameters.
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In summary, who and what scenario parameters affect people’s privacy decisions
globally, and the persistence parameter significantly interacts with subspaces of the
scenarios, who-what and what-reason at least. In the future, we intend running addi-
tional live experiments to explore how people react to IoT notifications in realistic
environments.

4 UC Berkeley: Communicating IoT Risks

IoT devices will capture a wide variety of data types, which will be accessible to
numerous third-party applications. As a result, research is needed to understand the
circumstances under which future users will want to be notified about an application’s
access to potentially-sensitive data. Providing too many notifications will lead to
habituation, whereas providing too few notifications will lead to regret. Thus, in
addition to studying when to notify, they are also examining how to notify.

As a precursor to designing privacy notifications for IoT devices, the UC Berkeley
team studied an existing hardware privacy notification that has already been deployed
for hundreds of millions of users: the webcam recording indicator. Popular media
accounts suggest that many users fail to notice these indicators [2]. As a result, they
performed a laboratory experiment to quantify this problem, as well as to uncover
possible design improvements that could be applied to future privacy notifications [10].
They observed that fewer than half of their 98 participants noticed the indicators when
performing computer-based tasks, and only 5 % noticed them when performing
paper-based tasks within the computer’s proximity. However, when redesigning the
indicators to feature on-screen blinking glyphs, the rates at which participants noticed
them increased to 93 % and 59 %, respectively.

As IoT devices become pervasive, they will need to communicate what data they
are collecting (beyond raw video, as in the aforementioned experiments). We envision

Fig. 3. Histogram of percentage differences between responses of allow for combinations of
scenario parameters who-what and what-reason, conditional on the persistence parameter.
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continuous sensing platforms employing trusted intermediaries to handle many of the
sensing capabilities that third-party applications might require, similar to those
described by D’Antoni et al. [3]. For instance, applications that use voice commands do
not need to access recorded audio, which may contain identifiable information about
the user or her surroundings. Instead, the trusted platform would process the audio so
that only commands are shared with untrusted applications. One can imagine a plethora
of system APIs that allow untrusted applications to benefit from audio and video input,
while preventing them from collecting extraneous privacy-sensitive data. To facilitate
this, users will need notifications, beyond simple recording indicators, to communicate
the type of data an application is accessing.

The UC Berkeley researchers performed a series of experiments in collaborating
with researchers at Intel to design these notifications for Intel’s RealSense SDK [5],
which performs some of the following functions:

• Age detection
• Emotion detection
• Gender detection
• Face detection (tracking)
• Face recognition
• Voice command
• Text to speech
• Language detection
• Gesture recognition
• Eye tracking
• Heart rate detection.

They conducted a series of experiments in order to create a set of intuitive icons that
could be used to communicate to a user an application’s use of these potentially
sensitive functions. First, they described scenarios involving each of the above func-
tions and asked participants to draw icons representing those functions, collecting a
total of 240 pictograms. Through this process, they collected a wide variety of symbols
representing each of the functions from participants of varying demographics and
backgrounds. Next, multiple coders performed thematic analysis of the pictograms to
determine the most prevalent themes. Based on the underlying themes, they iteratively
created professional-looking icons and performed comprehension experiments. This
iteratively improved set of icons is now going to be included in Intel’s next Real-
Sense SDK release.

5 Conclusion

The promise and pervasiveness of IoT ecosystems has lured many companies,
including Intel, to devote resources and engineers to participate in the future of IoT.
Privacy is part of the Internet of Things discussion because of the increased potential
for sensitive data collection. This paper describes collaborative research undertaken in
IoT privacy by Intel Corporation, UC Berkeley, and UC Irvine. We described some
work by Intel on underlying communication protocols with an emphasis on enabling

686 R. Chow et al.



transparency with IoT devices. We saw how user studies by UC Irvine are determining
which aspects of IoT are worrisome for end users. Finally, we described work by UC
Berkeley researchers on the importance of the form of user notifications in IoT.

Acknowledgments. Work by UC Irvine supported by an Intel Software and Services Group
Research Grant. Work by UC Berkeley supported by the Intel Science and Technology Center
for Secure Computing (ISTC-SC).
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Abstract. The transition to a knowledge-based economy has placed expertise
and innovation rather than physical resources as the assets driving economic
growth and international competitiveness [1]. The result is a relentless pursuit by
businesses to innovate as a means to gain competitive advantage in their industry.
However, with shorter product lifecycles, increasing product complexity and
rising research and development costs, even large firms are struggling to develop
new products on their own. Whereas there is a strong demand from businesses to
obtain external research and development resources [2], academic institutions
represent a large body of knowledge that often sees no practical implementations.
This paper discusses the integration practices in new product development on the
case study of The Smart Steering Wheel Cover design. A research team from
Delft University of Technology collaborated with a mobile solution firm,
MOBGEN, to design a system to enhance the safety and fuel-efficiency of
drivers. Analyzing the risks and benefits, challenges and opportunities in
industrial-academic collaborative projects, recommendations are presented on
optimal collaborative practices in the field of human computer interaction.

Keywords: Industry-academia collaboration � Human-computer interaction �
Automotive interfaces � Persuasive technologies � Internet of things

1 Introduction

The mobile industry has seen constant growth in the past decade. Mobile phones,
especially smartphones, are now considered ubiquitous. In the majority of countries
worldwide, personal handsets have become so well integrated in people’s daily lives
that they are found to be as essential when leaving home as keys and a wallet [3].
Added to this, the exponential advances in mobile computing power and the inclusion
and accuracy of the sensors in these devices have broadened the potential use of
smartphones. Such growth in the industry exposes mobile-oriented companies to a vast
amount of opportunities along with challenges for these companies to keep up with the
demand for innovation.
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Mobile innovations are the core business of MOBGEN, a leading mobile solutions
specialist, headquartered in Amsterdam, the Netherlands [4]. MOBGEN leverages its
expertise in the mobile space by extending its capabilities to disruptive technologies in
various industries. MOBGEN:lab is the research division at MOBGEN, set up to
investigate disruptive innovation with a focus on mobile technology and internet of
things. The company’s aim is to identify and map the trends across the design industry
that will create changes in the way products and surroundings influence our behavior
and performance. In these initiatives, MOBGEN:lab collaborates with universities to
research and develop innovative products and services with the end-goal of creating
enhanced user experiences.

The Smart Steering Wheel Cover Design project was an example of
industry-academia collaboration, initiated by MOBGEN:lab in collaboration with the
Faculty of Industrial Design Engineering (IDE), Delft University of Technology (TU
Delft). With the research and development capabilities from Delft University of
Technology [5] and the business-oriented designer mentality of MOBGEN we have the
aim of designing interactive technology for drivers’ safety and efficiency with the help
of mobile solutions. Building on this case study, we analyze collaboration between
academia and industry and its influence on the design project. The aim of the paper is to
identify challenges and opportunities of such an approach to creating a product while
providing practical recommendations for improvement.

The paper is organized as follows: In Sect. 2 we present previous literature on the
topic of collaboration, and Sect. 3 describes the design process and approach imple-
mented in the project. The design case study is introduced in Sect. 4 with results and
evaluations. We present our reflections on the industrial-academic collaborations in
Sect. 5 and conclude with Sect. 6.

2 Related Work

External research has played a critical role in firms’ innovation process. The last two
decades have seen a surge of collaborations between firms and its external partners.
These external agents include sources as customers, suppliers, universities, research
institutions, industry consortia, and even rival firms [6]. Particularly, a popular form of
collaboration is the one between an industrial firm and an academic institution. While
there are various reasons for firms to collaborate with universities, generally major
motivations are access to complementary resources, speeding up of the process of
innovation including market launch, and financial benefits [7]. As businesses want to
capitalize on knowledge, obtaining the resources from academic partners is beneficial
for processing their innovation. Accordingly, universities have their own interests in
these collaborations, mainly consisting of intellectual capital sharing, knowledge dis-
semination, exposure to business problems and access to funding [8].

Current academic literature states that such complementary resources provide
potential opportunities for the firms to explore new and different ideas about product
design, concepts, and development, as well as to break away from previously specified
rules and procedures [7]. This not only increases the efficiency, but also the effec-
tiveness of the activities and tasks throughout the innovation process [6].
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While these are significant benefits of such industrial-academic collaborations,
these projects also face several challenges, such as:

Differences in the nature of projects. Academic research is focused on contri-
bution to the community (process-oriented approach), whereas industrial firms base
their research and development on achieving a product that can be capitalized
(result-oriented approach) [8]. Literature suggests that academic research often does not
directly translate into new products or services for industrial organizations [9].

Conflict of interests. Academics are concerned that too close a university-industry
collaboration might affect their academic freedom and integrity [10]. University
researchers prefer to choose their own research topics, which are often driven by what
is perceived to be interesting and valuable in their field of work. Companies, however,
prefer to research the fields that are trendy or profitable [11].

Knowledge Sharing. Academic success is often measured in the amount of pub-
lications [12]. University researchers often have to engage in ‘status competitions’ with
their peers, based on publication records, institutional affiliations and prizes [8]. In
contrast to the open nature of the science system, the knowledge creation process in the
private sector is characterized by tendency to appropriate the economic value of firms’
knowledge in order to gain competitive advantage [13]. Moreover, due to the high
investment costs, unpatented innovation in asset-intensive, high-technological indus-
tries is kept under non-disclosure agreements [14].

Uncertainty of outcome. Particularly commercial companies have the pressure to
deliver a certain viable product as a result of the project. With collaborative initiatives,
there is a certain risk for them not to be able to do so, along with risks of possible
spillovers [15].

The purpose of this paper is to analyze these and other challenges, along with
benefits of industry-academia collaborations on the example of designing for auto-
motive safety and efficiency.

3 Design Process

The design process of the project involved collaborative design, a process defined as
co-operated efforts undertaken by multiple parties [16]. Co-creation was the main
approach in the design process of this collaboration project. We define co-creation
similar to Sanders and Stappers [17] to be the act of collective creativity of people
working together in the product-service development process. The project team was
comprised of a master program student, two academic supervisors from the IDE faculty
of TU Delft, and an industry supervisor from MOBGEN. For the duration of the entire
project, the student was stationed at MOBGEN for four days a week and a day a week
at TU Delft. The complete team met once every two months for decision-making steps
in the design process. Meetings with each of the supervisors were scheduled once every
two weeks to report on the progress of the project. The project followed design process
as illustrated below in Fig. 1 with multiple iterations within various phases.
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As suggested by Den Ouden and Valkenburg [18], as the first step of such col-
laborative innovation process it was important to define a suitable value proposition for
future needs of the users. This step involved iterations of exploratory research
observing and inquiring drivers to learn about problems and needs in their daily driving
activities using contextmapping methods [19]. This process engaged participants from
both the academic and industrial background, including colleagues at MOBGEN in
either participating in context mapping sessions or inputting into the design of the
research tools and materials.

The findings from the user research were translated into design goals that served as
a basis for generating ideas and concepts. Both MOBGEN members and university
partners participated in ideation sessions to generate concepts. This was to both ensure
to get different perspectives on the topic, and to allow different stakeholders be
involved in the design process. Creating value by enhancing experiences of all
stakeholders and is proven to lead to higher productivity, creativity and lower costs and
risks in the project [20]. Hence, this project’s collaborative creative design process
involved all stakeholders across the spectrum of the design process from concept
generation to prototyping and embodiment. The ideation process went through various
iterations until a concept that satisfied all the design criteria was developed. The final
proof-of-concept prototype was created and evaluated to understand the effects of the
design on the behavior of drivers.

4 The Case Study of an Industrial-Academic Collaboration

4.1 Design of the Smart Steering Wheel Cover

With increasing levels of traffic all around the world, more fuel is being consumed and
more damage is caused to the environment. Commuters are spending increasing
amounts of time in their vehicles as a result of the recent suburbanization process [21].
This results in an increased probability for road accidents, especially considering that
90 % of road traffic accidents is estimated to be caused by human factors [22]. These
problems related to safety and fuel-efficiency of driving were recognized by

Fig. 1. Detailed illustration of the design process of the current project
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MOBGEN, who also saw an opportunity for enhancing driving experiences with the
possibilities of mobile sensing and computing and internet of things.

The Smart Steering Wheel Cover was designed as a result of collaboration between
MOBGEN and TU Delft and is an in-vehicle system to encourage safe and efficient
driving using real-time feedback and customizable interface (Fig. 2). The system uti-
lizes acceleration sensing technologies within the driver’s smartphone to determine
aggressive acceleration and braking behavior. The smoothness of the driving correlates
with fuel saving, thus the less aggressive the driver’s behavior is, the less fuel the
vehicle consumes. Feedback is communicated to the driver in terms of vibration (as
warning of poor behavior) and gradual change of light (as a reward to motivate con-
tinuous fuel-efficient behavior). Various kinds of in-vehicle tasks other than driving
require a high level of hand-eye coordination, leading to an increase in driver dis-
traction. Therefore, the design of the Smart Steering Wheel Cover incorporates tactile
buttons that drivers can feel without having to look for controlling some of the most
frequently accessed operations on their smartphones, such as (1) control of incoming
and outgoing calls and (2) volume and control of a music application.

The accompanying smartphone application records and summarizes the driver’s
journey in terms of driven distance, time, fuel efficiency and potential financial savings.
The combination of The Smart Steering Wheel Cover with the post-analytics appli-
cation is designed to offer positive reinforcement and influence on the driver’s behavior
to ensure safety and efficiency.

4.2 Evaluation of the Design

The design was evaluated with drivers, using a proof-of-concept prototype. The main
objectives were to evaluate the characteristics of the design in the context of driving

Fig. 2. The design of the smart steering wheel cover
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and the effects of ambient and haptic feedback on the driver’s behavior. Results were
analyzed to identify strong and weak points of the system and possible implications of
each type of feedback on the drivers’ behavior. Distinct groups, both comprised of
members from TU Delft and MOBGEN participated in devising the methodology, the
user tests and the evaluation of the results. Both parties participated in analyzing the
results, defining the benefits and challenges of the design, together with recommen-
dations on improvements.

4.2.1 Methodology
A total of 10 drivers participated in the user tests with an age ranging from 25 to 49 and
with at least two years of driving experience. The prototype mounted vibration motors
and an LED-strip along the steering wheel cover. It included button straps as controls.
Drivers were asked to drive for 20 min along a specified route and received feedback
on their driving performance in the form of green light and vibrations. Their experi-
ences were observed and interviewed after the drive.

4.2.2 Results
Iterative user testing of prototypes emphasized the proactive nature of the design to
prevent poor driving as opposed to reacting to it. The gradual change of lights in terms of
spatial arrangement and brightness worked in an engaging manner, forming an imme-
diate connection between the driver’s behavior and its effect on the steering wheel
(Fig. 3). Users reported to be motivated to maintain the full green circle. All participants
were observed to be more alert and with greater concentration when receiving the haptic
feedback (Fig. 4). There was no universal hand placement position observed in the tests.
Due to this diversity, we decided for controls to be fully customizable. Nevertheless,
location of 2 and 10 o’clock on the wheel will be recommended, as researched to be the
most natural position for thumb-controlled input areas [23] (Fig. 5).

4.2.3 Discussion
The team came together for discussing the results of the user validation and its
implication on the design. TU Delft supported the analysis with theoretical information
on automotive and persuasive technologies, along with knowledge on user behavior.

Fig. 3. The light feedback (color figure
online)

Fig. 4. The haptic (vibration) feedback
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MOBGEN, on the other hand, contributed in discussion with implications of mobile
and peripheral technologies on the human behavior along with expertise on social and
gamification components of the design. The user test showed that the real-time feed-
back of enlarging a green light area and increasing brightness was clearly understood as
a reward for fuel-efficient driving, and the vibration feedback was interpreted as a
warning. Our participants confirmed the need and preference towards the customizable
controls to enhance their safety while being able to control their smartphones. Our
work suggests that designing in-car persuasive technologies can help motivate drivers
and contribute towards a safer and more efficient behavior. By adapting smart tech-
nologies in cars, we hope to encourage small changes in driving behavior in order to
save on fuel efficiency and to decrease personal risk. Further research will include
confirmation of long-term effects of the Smart Steering Wheel Cover on safety and fuel
consumption.

5 Reflection on Industrial-Academic Collaboration

This project required an equally significant input from both the academic institution
and the industry partner, as it deviated from the sole expertise of either party. With the
complexity of the project involving challenges in information technology,
human-computer interfacing, established vehicle driver behaviors and extensive user
testing, the combined resources of both MOBGEN and TU Delft were required to
achieve the end result.

TU Delft’s goal in this project of designing the Smart Steering Wheel Cover
involved enabling a positive educational experience for the student and enriching the
research and product portfolio of the university. The industry partner, MOBGEN’s goal
in the project was to endorse the company’s expertise in mobile solutions in the design
of an innovative product. The project benefited from the collaboration of the research
capabilities of the Industrial Design Engineering department of TU Delft, and the
entrepreneurial acumen and IT expertise of MOBGEN. This complementary expertise
and the two-way knowledge flows from both parties was the major benefit of this
collaboration. Consecutively, the availability of resources and facilities from both
parties was an important factor influencing the outcome of the project. The thesis
student bringing the two parties together played the role of a catalyst in the process,
closely linked with both sides and ensuring smooth progress, efficient communication,
minimal delays as a result to decision changes, coordination of efforts on either side,
bringing together different groups to participate in the testing and evaluation project.
The research community and prototyping facilities at TU Delft enabled the thesis
student to receive assistance (in terms of both theoretical knowledge and practical
skills) from faculty and staff at the university. Similarly, the mobile expertise of
employees at MOBGEN helped in identifying the current trends, generating relevant
ideas and utilizing the usability lab resources.

This and other benefits of the cooperation between TU Delft and MOBGEN were
analyzed based on the industry-universities exchange framework by Balconi and La-
boranti [24], and devised into the following framework of tangible and intangible
information flow:
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Particularly, the following were identified as benefits for MOBGEN as an industrial
partner:

• The fresh knowledge and ideas in the form of a thesis student from a university
partner.

• Authenticated access to design tools, services and methodologies. This kind of
collaboration facilitates a faster transfer of not only ideas, but also approaches and
methodologies. Universities have a large database and knowledge of research tools,
methodologies and approaches. During this project, the academic team introduced
new methods for application within MOBGEN, such as ethnographic research,
contextmapping and contextual inquiry. These methods, tools and approaches can
benefit the company even in future projects.

• Improved focus on customers or users, such as better dissemination of findings
about customers’ or users’ needs.

• Connections to qualified universities can create future opportunities for recruiting.
• Expertise in persuasive and automotive technologies in the form of professors.

In return, benefits of collaboration for TU Delft were:

• Exposure of students to the real-world problems and opportunity for them to
become experts in their topics. The experience of conducting a project at a company
gives the student an opportunity to learn about the business side of design projects
and prepares them for their future careers, while expanding the research and product
portfolio of TU Delft.

• MOBGEN’s knowledge and expertise in the current trends in mobile space and
information technologies provided necessary direction in the project.

However, such collaborations face challenges as were identified through literature
earlier in the paper. As the purpose of this paper was to analyze the opportunities and
challenges of such collaborative projects, we have addressed the identified challenges
as follows:
Process-oriented vs. result-oriented nature of projects. Indeed, whereas the super-
visors from TU Delft were interested in learning points of the design process and
contribution to the research community, MOBGEN was interested in achieving results
that had the highest potential to be implemented. Furthermore, due to the time pressure
by the fast-changing industry and limited resources for research, MOBGEN was often
inclined towards development of the first generated idea, whereas the educational
background of the student was in favor of conducting thorough research and exploring
various areas and directions to make the best idea selection. This challenge was

Fig. 5. Two-way knowledge exchange between the industrial and academic parties
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overcome through defining a clear design process at the start of the project and finding
a mutual consensus, by obtaining compromise of both sides: allowing space and time
for exploration while fitting in the defined context and time restrictions.
Conflict of interests. The collaboration across different bodies of institutions did
indeed mean that there were inevitable differences in the requirements and expectations
of the partners. For TU Delft, the end-result of the project was a successful graduation
of the student in the form of a thesis defense presentation and a proof-of-concept
prototype, validating the function and experience of the concept by the use of proto-
types and tests. However, MOBGEN as an industrial partner desired a result that is
ready to go into a preliminary production phase. An important practice in this situation
was to outline clear requirements and align each other’s expectations at the beginning
of the project for the collaboration to be mutually beneficial and successful.
Knowledge sharing. Both TU Delft and MOBGEN shared the common interest in
sharing the obtained knowledge in terms of publication, which resulted in this con-
ference paper. In fact, a considerable number of firms publish academic and technical
papers to signal their competencies or to defend against others’ attempts to control
particular areas of technology [25]. Similarly, MOBGEN recognized the opportunity to
publish results of their R&D to expose its work to the academic audience, which could
potentially result in further collaborative projects with academic bodies.
Uncertainty of outcome. To face this challenge, various milestones were set and
conducted at different stages of the project. The presentations of current findings at
each of the milestones kept all parties updated with the progress and upcoming work,
and decreased the uncertainty of outcome. As was recognized in the literature [15],
breadth of interactions between parties helped to ease the barriers to collaboration.

As a general approach to overcome the challenges, we have found that consistent
involvement of stakeholders in all decision making phases in the design process and
keeping the process transparent proved to be important in achieving consensus on the
design and the project results. These findings hope to contribute to the HCI community
in conducting such projects of integration practices in new product and service
development. The presented design process is assumed to be applicable as a framework
for fellow researchers in other projects with similar nature.

6 Conclusions

In this paper we identified challenges and opportunities of the collaborative approach to
creating the Smart Steering Wheel Cover. We have faced all four challenges (nature of
projects, conflict of interest, uncertainty of outcome and knowledge sharing) that were
identified in this paper, during this project. However we have learned that by identi-
fying these challenges during the early stage of the project most of them can be
overcome. To do so, all parties should align expectations early in the process and create
clearly defined, mutually agreed objectives and a clear design approach at the start of
the project. In addition, we recommend ensuring there is adequate room for flexibility
within the process in order to be able to react to changes, but with a high level of
importance placed on keeping all parties updated in order to achieve consensus on the
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design and the project results. Communication between all parties is the key to over-
coming these challenges.

TU Delft and MOBGEN shared the common interest in obtaining knowledge and
sharing that knowledge by publishing the results. Furthermore, this collaboration
provided MOBGEN with the opportunity to explore new ideas about design. The
ideation sessions not only resulted in different perspectives on the topic, but also helped
MOBGEN employees to break away from previously specified workflows and pro-
cedures, creating both a motivating and stimulating environment. The complexity and
the open character of the project involved technological challenges as well as chal-
lenges in human-computer interfacing that contributed to the self-development of all
involved parties, taking mobile user experience to another level.

The industrial-academic collaboration provided a significant mutual advantage in
design projects for both parties to benefit from complementary expertise and two-way
knowledge flow in achieving successful results. Considering our work suggests that
designing in-car persuasive technologies can help motivate drivers and contribute
towards a safer and more efficient behavior, it is of interest to MOBGEN to further
develop the current product, and to continue further research in collaboration with TU
Delft. A longitudinal study will investigate whether there is a behavior change on
safety and fuel consumption as a result of the use of the Smart Steering Wheel Cover.
Additionally, it will be investigated whether positive reinforcement, or a social com-
ponent, provided by the mobile application would strengthen the influence of the Smart
Steering Wheel Cover on the users driving behavior.

The synergy between the automotive and persuasive technology expertise from TU
Delft and mobile expertise on the side of MOBGEN made this project a success, with
the result being a working prototype of the Smart Steering Wheel Cover that was
successfully tested by potential end-users. Such success would not have been
accomplished by either of the parties working independently.
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Abstract. In this work, we provided a comprehensive literature review of prior
studies about OSS (open source software). In particular, we categorized those
articles into three streams based on their research topics. In addition, the
assessments of OSS success are also summarized. The future agenda and
potential research gap are given in the end of the article.
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1 Introduction

Open source software (hereinafter OSS) is a user-driven, collaborative innovation
produced by self-organizing teams of contributors dynamically formed through online
interactions [1]. With the emergent development in the last decades, the OSS has
become an important phenomenon in both economics and culture. Increasing number
of IT giants has realized the value of OSS and created their own platforms for hosting
the OSS projects. For instances, Google established Google Code on 2005 for pro-
viding fundamental tools for OSS developers to share their projects to the public;
Microsoft subsequently set up the CodePlex for allowing the engineers and computer
scientists to share their ideas and OSS projects although Microsoft used to strongly
disagree the OSS campaigns [2].

Various benefits can be found with the emergence of OSS. We think three key
benefits are predominantly important. First, OSS software can dramatically reduce the
cost of development for IT company. Such cost does not only include the development
cost but the innovation cost as well. The outstanding software received the effort and
contribution from the talented developments throughout the world. Second, the OSS
can facilitate the organizations to implement the information technology systems into
their business process, especially for those small medium enterprise (hereinafter SMEs)
or public institutes. There is no doubt that the IT can make the business better.
However, due to the cost of IT implementations, the SMEs or public institutes may not
implement the IT system due to their limited budget. Introducing the OSS systems can
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mitigate such dilemma. Last but not least, the information and knowledge can be
diffused in terms of participating in OSS projects, which is beneficial for those people
who want to have a good command of programming language since they can learn via
practice.

To this end, great studies have been made to understand the OSS predominantly,
with a focus on viewing OSS project as an organization for technological innovation.
These investigations include the investigation of motivation to participate in the OSS
development [3–6], the role of social network in promoting the OSS performance
[7–10, 27], the governance and management of an OSS project [11, 12], and the
influence of policy and legalization on OSS [13–15]. In addition, various measure-
ments have been employed to assess to the extent the OSS success, such as number of
downloads, frequency of CVS commits, extent of code reuse etc. Thus, it is imperative
to provide a comprehensive extent of literature reviews on OSS studies. In this article,
we surveyed the most representative OSS studies and summarized them into three
streams based on their research topics. In addition, the assessments of OSS success are
also summarized with their pros and cons. The future agenda and potential research gap
are given in the end of the article.

2 Prior OSS Studies

In this section, a comprehensive extent of literature reviews is conducted. Based on the
reviews, three subsections are listed by the research topics of prior OSS studies. In
particular, the first stream includes the literatures studying the individual motivations to
contribute or participate in the OSS projects. The second stream summarized the lit-
eratures discussing how the network characteristics influenced the OSS performances.
In the third stream, we reviewed how the legalization, especially the OSS licenses,
influences the OSS performances.

2.1 Individual Motivations

Thousands of individuals participate in OSS projects for diverse purposes. Their
contributed product will be released to the public for free usage. Why are they willing
to contribute to such OSS projects since their no economic returns from their con-
tributed projects? What are their motivations? After surveying prior literatures, we
found two key motivations, which can be concluded as intrinsic motivations and
extrinsic motivations.

Intrinsic Motivation. The intrinsic motivations have been studied since 1970s. It is
driven by an interest or enjoyment in the task itself and exists within the individual
instead of depending on external pressure or desire for incentive reward [16]. The
intrinsic motivation was widely regarded as a key motives for individuals to participate
in the OSS projects. Previous literatures found more than half developers indicated that
the enjoyment in programming and the sense of satisfaction originated form the
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participation in OSS software constantly motivate them to sustainably contribute to
OSS projects. Besides the sense of enjoyment and satisfaction, Lakhani and Wolf [17]
found the several individuals could show their creativity and new ideas in terms of
implementing them into the OSS projects, which conferred great sense of accom-
plishment for them. Such sense was believed as another key motivation for constantly
contribution. Although the intrinsic motivations were found as the original motives for
breeding the OSS campaign, however, Roberts et al. [5] thought the intrinsic moti-
vations had several defects, such as short effectiveness and strong self-direction, which
might challenge the sustainability of OSS projects in future. Thus, it is imperative to
unveil the extrinsic motivations for OSS participants.

Extrinsic Motivation. Extrinsic motivation denotes performing an activity is built
upon the desired outcome like momentary incentives, reputations, and profits etc.,
which is the opposite of intrinsic motivation [16]. In other words, with the disap-
pearance of external incentives, then the extrinsic motivations will decrease or even
disappear. Von Krogh and his collaborators [18] investigated a large OSS project and
interviewed several participants and summarized that the participation was built upon
the pursuit of communal resources, which includes reputations, control of technology,
and learning opportunities. The first dimension of extrinsic motivation is the acquisition
of reputation. The reputation can be obtained in terms of (1) actively participating in
the OSS projects, (2) providing solutions to the existing bugs or problems, (3) pro-
viding innovative revision or modification to the current OSS. With the increase of
reputation, the participants will be conferred with higher authority, which will even-
tually enable him or her to dominate the entire project, such as the recruitment of
developers or the decision power in the project management. To this end, the reputation
in the OSS community is widely regarded as an extreme important extrinsic motivation
for encouraging OSS developers to constantly contribute to OSS project. The second
acquired communal resource is the “control over technology”. Such extrinsic moti-
vation is formalized from the demand of self-usage. It is found that the key reason to
participating in OSS project is to customize such project for own usage [3]. Although
the novel and creative ideas can be realized through OSS project, however, the overall
quality of OSS project cannot reach the industrial standard due to the relaxed man-
agement system and software testing procedures. Thus, those experienced users may
compile their revised OSS and incidentally update it. In terms of long-term investment,
those users may have a good command of this technology, which would benefit them in
the future. The third communal resource is the learning opportunities. The participants
of OSS project do not only include those experienced developers but those users or
fresh programmers. By joining in OSS project, these people were provided a very good
opportunity to learn (1) programming by collaborating with talented programmers in
the world, and (2) knowledge about project management in software engineering as
well. Besides these three key extrinsic motivations, prior literatures also identified
several other extrinsic factors motivating individuals to contribute to the OSS project
such as sense of reciprocity and job opportunities. Sense of reciprocity is prevailing in
the OSS user support community, in which those end-users proactively respond or
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answer other’s questions in order to obtain the helps from others when they need in the
future. In addition, prior literatures [19, 20] found some IT companies might recruit
some talented programmers from the OSS community, which encourage some par-
ticipants to diligently work on their contributed OSS projects.

Besides the explanation from motivation theory, several studies found institutional
management or leadership also affected individual motivations. For instances, by
interviewing the developers from Debian project, O’Mahony and Ferraro [12] found
the democratic management style outperformed the bureaucratic one thought the later
was found to be efficient. In addition, Li and her collaborators [11] found individuals
preferred to join those OSS project which were employed the transformational lead-
ership style. In other words, such leadership style signals that everyone could be
conferred as a project leader in the future.

2.2 Network Characteristics

In second stream, prior studies investigated how network structures affected the OSS
performances [7–10, 27]. The development of OSS project cannot be done without the
collective actions. In this regard, prior literatures employed the social network analysis
to articulate such collective actions, i.e. collaborative behaviors, which include
inter-project individual-individual collaborative networks [7], project-affiliated net-
works [8, 9, 27], and intra-project communication or collaborative networks [10] etc.
Thus, the social capital theory was mostly adopted as a theoretical underpinning to
explicate such social relationships.

2.2.1 Inter-project Network
Due to the open nature of the OSS projects, the participants can freely contribute to
multiple projects. In terms of such shared participants or concurrently contributed
projects, two types of affiliated networks can be initialized. The first one is call
project-affiliated network, in which the projects with shared participants are intercon-
nected. The second one is called participant-affiliated network, in which the
developers/project administrators who contributed to same projects are interconnected.
Prior studies found the characteristics of participant-affiliated network, such as network
distances or network density, had significant impact on the OSS performance [21].
After five-year observation on more than 2000 OSS projects hosted in Sourceforge.net,
Singh and his collaborators [27] found internal collaborative cohesion had significantly
positive impact on the OSS performances, manifested by the extent of CVS commits,
but the external cohesion presented an inverted-U impact on the OSS performances.
Hahn et al. [8] found the OSS developers preferred to join in those projects initialized
by those who had collaborated before in terms of investigating the collaborative ties.
Grewal et al. [7] argued the OSS performances was significantly influenced by the
extent of network embeddedness in terms of studying the developer-affiliated network.
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2.2.2 Intra-project Network
Besides the inter-project network, prior studies also found that the intra-project network
also played a role on OSS performances [22]. Differing from the works studying OSS
performances, the intra-project studies mainly discussed the individual collective
behaviors. For instances, Conaldi et al. [10] established an analytical model for col-
laborative network and empirically verified it by using the debugging network from a
large OSS project. Sowe et al. [23] categorized the participants from Debian (a leading
Linux OS distributor) into three key roles, which included knowledge seekers,
knowledge contributors, and knowledge brokers in terms of analyzing the emailing
communication network, and argued that the knowledge brokers could facilitate the
information flow and distribution. By studying the internal communication networks of
two leading OSS projects, Singh and Tan [24] found the stability and efficiency cannot
be concurrently reached, and advocated the OSS project administrators had to adjust
the balance based on their key goals.

In sum, we can find the literatures on inter-project network mainly discussed how
OSS projects could be outperformed in terms of network ties or vertex positions. The
intra-project network studies mainly concentrated on particular behaviors or actions in
OSS project development, such as debugging, communications, or collaborations.
A brief summarization is given in Table 1.

2.3 Policy and Legalization

Comparing with the works studying individual motivations or network characteristics
influencing the success of OSS project, the studies in third stream mainly discussed
how external policy or legalization affect the OSS performances. In particular, two
sub-streams in this domain can be found, i.e. the characteristics of OSS licenses and the
intellectual property lawsuits enforcement [13–15].

The OSS supports encouraged the source codes could be shared, revised, and
redistributed, however, the rights of the intellectual property of the creators cannot be
overlooked. In this regard, several OSS licenses have been given to restrict the right of
usage or revisions. There are more than 60 different OSS licenses prevailing throughout
the world. The extent of restrictiveness of those OSS licenses is different. For instances,
comparing with BSD whose restrictiveness is very low, the GNU license is widely
known for its restrictive copyleft. Prior studies found OSS project administrators and
users preferred the highly restrictive OSS licenses, but the OSS developers did not
welcome such license [13]. In addition, Sen et al. [14] found the OSS project with
moderately restrictive OSS license cannot attract the developers and users. Besides the
effectiveness of OSS licences, Wen et al. [15] found the intellectual property lawsuits
enforcement would increase the OSS usage cost, which would reduce the OSS par-
ticipants’ interests.
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3 Assessment of OSS Success

Several metrics have be employed to assess the OSS success, and such assessments
were developed in consideration of the research propose and the audiences, such as
number of subscribers, number of active developers, number of downloads, frequency
of CVS commits, and the extent of code reuse etc. [25]. After comprehensively
reviewing prior literatures, the number of downloads and the frequency of CVS
commits were most widely used to assess the OSS project success. However, we

Table 1. Summarization of prior OSS studies using network analysis

Study Dataset Network
measurement

Main results

Grewal
et al.
[7]

Randomly selected 10
projects in the “Perl”
foundry and then
identified another 98
projects also involving
developers and owners
from the 10 projects
(total 108 projects hosted
at Sourceforge; Nov
2005)

Network
embeddedness

Developer network
embeddedness is
significantly related to
number of CVS
commits, and project
manager (i.e., owner)
network embeddedness
is significantly related to
number of downloads

Hahn
et al.
[8]

2349 Projects registered
between September 30
and November 11, 2005
in Sourceforge

Tie (outcome and
strength)

A developer is likely to
participate in a project
when this developer has
prior collaboration tie
with the project owner

Singh
et al.
[27]

2378 projects hosted at
Sourceforge (Nov 1999
to Nov 2004)

Internal cohesion;
direct and
indirect ties;
external
cohesion

Teams with developers of
greater internal cohesion
and external cohesion
could be significantly
related (though
differently) with project
success

Singh
[9]

5944 projects hosted at
Sourceforge (Jan 2003 to
Nov 2004)

Cluster coefficient
ratio; Path
length ratio

Clustering and average
path length within the
network affect the
success of OSS projects

Conaldi
et al.
[10]

Single project; Epiphany’s
bug repository (March–
Sep 2006)

Rate of network
changes; Degree
centrality
(developers and
bugs)

The intrinsic structure of
bug-fixing network
strongly affect the
engagement of
developers; A purposed
methodology for
analyzing the two-model
network
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though either number of downloads or frequency of CVS commits cannot best rep-
resent the performance of OSS, i.e. success of OSS success. The number of downloads
can only serve as a proxy indicator of software exposure, but cannot represent the
success of an OSS due to the unknown conversion rate [25]. For instances, end users
can simply remove their downloaded OSS after a quick trial, which cannot be reflected
in the number of OSS downloads. To reconcile such defect, some scholars advocated to
use the frequency of CVS commit to assess the success of OSS projects. Comparing
with the number of downloads which represent the extent to which OSS prevails in
end-users, the frequency of CVS commit serves as a proxy indicator of development
vitality. The higher frequency of CVS commit indicates the developers constantly
contributed to the OSS project. However, the limitation of such indicator is also
obvious. The higher frequency of CVS commit may also indicate the fundamental
quality of this OSS project is not good, and the developers had to constantly fix the
bugs found in the newly distributed versions.

Encouraging the literatures in innovation and strategic management, we thought the
extent of code reuse could be a representative indicator to assess the success of OSS
project. Haefliger et al. [26] found the qualified sources codes were extensively reused
in other OSS projects. In innovation literatures, the innovation capability of an orga-
nization is measured by the extent to which their patents are cited. In similar vein, we
argued the extent of code reuse could serve as an important indicator to assess the OSS
project success, i.e. the innovation performance.

4 Conclusion and Future Agenda

In this article, we provide a comprehensive literature reviews on prior OSS studies. In
particular, we categorized the previous literatures into three streams based on the
research topics, which included individual motivations to contribute or participate in
the OSS projects, the relationship between network characteristics and OSS perfor-
mances, and the external factors like OSS licenses and policy influencing the OSS
performances. In addition, we also surveyed the prior literatures and summarized
several key indicators assessing the OSS project success, and found the pros and cons
of the existing measurement. Encouraged by the innovation literatures, we expected the
future research could use the extent of code reuse to indicate the innovation quality of
OSS.
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Abstract. Culture has been found as an important factor in Information
Systems studies and culture theory has been used to explain the IT behavior of
the people across nations. In this paper, we review cross-cultural studies in
Information Systems for the last decade. We choose the studies from senior
scholar’s basket of six journals in Information Systems. These studies are
classified into two themes. The discussions of these studies and future research
directions are presented in the paper.
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1 Introduction

Culture has been defined as “the collective programming of the mind which distin-
guishes the members of one human group from another” [1]. From Hofstede’s study,
four cultural dimensions are identified: masculinity/femininity, uncertainty avoidance,
power distance, and individualism/collectivism, which are adopted by many
cross-cultural studies. These identified dimensions facilitate cross-cultural researchers
to explain human behavior in various disciplines. In Information Systems studies,
culture has also been identified as an influencing factor concerning the IT behavior of
the people. Leidner and Kayworth [2] conduct comprehensive review of IT/information
systems culture for the studies till the fall of 2004. By analyzing eighty-two papers
which examine IT culture in national and organizational levels, they develop the theory
which indicates the effects of cultural conflict on system conflicts. In addition, culture
has been largely investigated on the national level by conducting studies across
countries [3]. In the last decade, information systems undergo radical changes due to
the globalization and the introduction of social media. IT behavior of users across
nations may converge by using the same information system platform (e.g., Facebook,
LinkedIn, ERP, etc.) and this convergence perspective is mentioned previously [4] and
partially investigated (e.g., [5]).

In this paper, we review the most recent culture studies in core Information Systems
journals. We focus on cross-cultural studies which examine IT users across
nations/countries. By analyzing these recent studies in Information Systems, we try to
observe the current effects of culture on Information Systems. In the next section, we
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develop the literature review by introducing the review strategy and summarizing the
studies. After presenting the papers, we discuss on research gaps.

2 Literature Review

The development of criteria for studies to be included, search strategy, and analysis
scheme are required for literature review [2]. Concerning the studies to be included in
our literature review, we chose senior scholar’s basket of six journals in Information
Systems (MIS Quarterly, Information Systems Research, Journal of Management
Information Systems, Journal of the Association of Information Systems, European
Journal of Information Systems and Information Systems Journal) which include the
core research in Information Systems field. For the search strategy, in order to search
for appropriate literature and ensure we have included all literature, we used three
keywords “cross-cultural”, “cross-nation” or “cross-country”. Then, abstracts of the
articles were examined to determine whether they were related to cross-cultural
research, whether the studies targeted IT users across nations and whether the
cross-country studies focus on cultural elements, instead of economics (e.g., devel-
oping countries vs. developed countries, etc.). Finally, we identified 16 published
articles from 2005 to October 2014. Concerning the analysis method, we initially
obtained the research objective, methodology, and key findings of each article
(Table 1). Then we identified the relevant themes of the articles.

The 16 articles that we reviewed include 5 articles from Journal of Management
Information Systems, 4 articles from both MIS Quarterly and Information Systems
Journal, 2 articles from European Journal of Information Systems and 1 article from
Information Systems Research. The following themes were observed: cross-cultural
individual user behavior and cross-cultural IT management. Each theme is discussed in
detail below. Before proceeding to the discussion, we summarize the methodologies
employed by prior studies except Leidner & Kayworth’s comprehensive literature
review (Table 2). As the tables show, survey is the most employed methodology for
examining the individual user behavior across nations and case study is widely used for
investigating cross-cultural IT management.

2.1 Theme 1: Cross-Cultural Individual User Behavior

Diverse methodologies are used to examine the individual user behavior across nations,
such as mixed methods (field experiment and survey) (e.g., [6]), think-aloud usability
test (e.g., [7]), and survey (e.g., [8]) and various information technologies used by users
across nations are compared. Clemmensen [7] conduct pilot study to illustrate how to
conduct cross-country usability testing (e.g., topic, sample, data collection and analysis)
by using the samples from Denmark, India and China. Tan et al. [6] compare the
consumer response for the commercial messages disseminated via Email and SMS
(Short Message Service) in Switzerland and China. Consumers from these two countries
exhibit different attitudes towards these two technologies. Chinese consumers perceive
greater value for the commercial messages via SMS and are more likely to redeem and
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Table 1. Cross-Cultural Literatures

Author(s) Cultures compared Methodology Key finding(s)

Tan et al. [6] Switzerland and China Field
experiment,
survey and
focus group

Consumers in the environment
of high context-cultural
dimension (China) perceived
digital product discount
coupons as having a greater
value, and exhibit a higher
propensity to redeem and
forward coupons sent to them
via SMS than those sent by
email. Swiss consumers
perceive the coupon received
via email as more valuable
than that received via SMS,
and are more inclined to
forward them

Zhang et al.
[18]

Chinese and US born-global
firms

Survey A comparative analysis of the
Chinese and US born-global
firms reveals a lack of a
cross-cultural difference in the
factors leading these firms to
develop IT capability,
therefore supporting the
‘convergence’ perspective in
cross-cultural research

Clemmensen
[7]

Denmark, India and China Think aloud The pilot study exemplifies
themes to explore, who
should be participants and
where should the study be
done, how to find examples of
multiple-country usability
testing, how to collect data
and how to analyze that data
and what kind of results and
discussion of results that may
be expected

Jain et al.
[15]

American company and
Indian vendors

Case study Develop a process framework
that illustrates how vendor
silence may be mitigated in
offshore outsourcing through
various silence mitigation
mechanisms. Cultural
adaptation is likely to be
positively related to vendor
silence mitigation.

(Continued)
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Table 1. (Continued)

Author(s) Cultures compared Methodology Key finding(s)

Lowry et al.
[3]

China and the United States Survey Cross-cultural dimensions are
significant predictors of
information privacy concerns
and desire for online
awareness, which are found to
be predictors of attitude
toward IM and, ultimately,
intention to use IM and the
actual use of IM

Posey et al.
[8]

UK and France Survey French users have higher scores
on horizontal individualism
than British users. There is no
difference in overall
individualism or collectivism
between the countries. British
users have higher
self-disclosure rates than
French users

Sia et al. [11] Australia and Hong Kong Laboratory
experiment

The impact of peer customer
endorsements on trust
perceptions was stronger for
subjects in Hong Kong than
Australia and that portal
affiliation was effective only
in the Australian site

Dinev et al.
[9]

South Korea and the United
States

Survey Using antispyware technology
as a representative of
protective information
technologies, South Korean
users exhibit stronger
relationship between
subjective norm and
behavioral intentions than
American users. The role of
awareness of negative
consequences of spyware is
much stronger in the US than
in South Korea

Levina and
Vaast [17]

The United States and
Western European
company and India and
Russia vendors

Case study Differences in country contexts
(basis competencies in the
financial services industry,
software development
discipline, the specific IS
being developed, English
language, computer science,

(Continued)
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Table 1. (Continued)

Author(s) Cultures compared Methodology Key finding(s)

economic, social, and
symbolic differences) gave
rise to a number of boundaries
that inhibit collaboration
effectiveness

Dibbern et al.
[14]

German company and
Indian vendors

Multiple case
study design

Cultural and geographic
distance between client and
vendor as well as personnel
turnover are found to increase
client extra costs

Kim [10] The United States and
South Korea

Survey Transference-based trust
determinants (perceived
importance of third-party seal
and perceived importance of
positive referral) are more
positively related to consumer
trust in e-vendors in a
collectivist culture than in a
individualistic culture

Tiwana and
Bush [16]

The United States and Japan Conjoint
analysis and
interview

Project technical complexity is
positively related to likelihood
of outsourcing in the U.S.
managers but not in the
Japanese managers. Project
requirements specifiability is
positively related to the
likelihood of outsourcing
among Japanese managers but
not U.S. managers.
Requirements volatility was
negatively related to the
likelihood of outsourcing
among Japanese but not U.S.
managers

Zhang et al.
[18]

The United States and
China

Laboratory
experiment

Minorities in Face-to-Face
unsupported groups
experience a higher level of
majority influence than
Face-to-Face
computer-mediated
communication groups and
distributed
computer-mediated
communication groups.
Majority influence is

(Continued)
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Table 1. (Continued)

Author(s) Cultures compared Methodology Key finding(s)

manifested more strongly on
Chinese minorities in
heterogeneous groups than in
homogeneous Chinese groups
in a distributed
computer-mediated
communication setting.

Keil et al.
[13]

The United States and
South Korea

Laboratory
experiment

The presence of a
blame-shifting opportunity
has a significant effect on
American subjects’
willingness to report bad
news, but there is no effect on
Korean subjects

Dinev et al.
[12]

Italy and the United States Survey Italian society exhibit lower
propensity to trust,
institutional trust, privacy
concerns, and higher
perceived risk. The
relationships between
institutional trust and
ecommerce use, privacy
concerns and e-commerce
use, and perceived risk and
institutional trust are all
weaker for Italy. The
relationship between
perceived risk and privacy
concerns is stronger for Italy

Leidner and
Kayworth
[2]

N/A Literature
review

Propose the theory of IT-culture
conflict

Table 2. Methodologies of the articles by themes

Methodology Cross-cultural theme
Individual user behavior IT management

Case study 0 3
Lab experiment 1 2
Think-aloud 1 0
Survey 5 1
Mixed 1 1
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forward the coupon in the message. However, Swiss consumers perceive the messages
via Email more valuable and are more likely to forward them. Besides Email and SMS,
another communication technology, instant messaging, is also examined. Cross-cultural
dimensions affect information privacy concerns and desire for online awareness which
influence the actual use of instant messaging [3]. Uncertainty avoidance has been found
to positively affect information privacy concerns and desire for online awareness in
collectivism sample (Chinese users instead of American users). Privacy issue also affects
online community behavior of users, since users may be reluctant to disclose personal
and private information in online community. British working professionals have been
found to have higher self-disclosure score in online community compared with French
ones, who have higher score on horizontal individualism [8]. Concerning the use of
antispyware to protect personal privacy, South Korean users exhibit stronger relation-
ship between subjective norm and behavioral intentions than American users [9].
Regarding the trust and privacy concerns, Kim [10] finds that in online commercial
transactions, transference-based determinants are more positively related to consumer
trust for South Korean consumers (compared with American consumers) who have
collectivist-strong uncertainty avoidance-high long term orientation-high context cul-
ture. In addition, the impact of peer consumer endorsement on trust perception is
stronger for Hong Kong subjects than Australia subjects [11]. Besides the cross-cultural
studies between America and Asia, cross-cultural study on privacy and trust issue has
also been conducted between America and Europe. Dinev et al. [12] find that the
relationships between institutional trust, privacy concerns and e-commerce use are
weaker for Italian users than American ones.

2.2 Theme 2: Cross-Cultural IT Management

Besides the culture influence on IT behavior of individual users, culture also affects IT
management across nations, such as project management, outsourcing and collabora-
tion. Concerning software project management, the presence of a blaming-shifting
opportunity has a significant effect on American subjects’ willingness to report negative
news on software projects than South Korean ones [13]. Regarding project outsourcing,
project outsourcing decision and effectiveness are affected by culture across nations.
Cultural distance between client and vendor is found to increase client extra cost by
examining German company’s offshore project to Indian vendors [14]. Cultural
adaptation is found to be positively related to vendor silence mitigation which could
reduce the extra cost [15]. Project technical complexity is positively related to out-
sourcing likelihood for American managers only and project requirements specifiability
is positively related to outsource likelihood for Japanese managers only [16]. Levina
and Vaast [17] investigate outsourcing projects from United States and Western Europe
based multinational firm to Russia and India. It has been found that differences in
country contexts give rise to a number of boundaries that inhibit collaboration effec-
tiveness. Apart from project outsourcing, Zhang et al. [5] find that there is a lack of
cultural difference in the factors leading Chinese and American born global firms to
develop IT capability, which indicates the convergence of IT management culture.
However, the decision making in a group via IT is still affected by culture. In culturally
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heterogeneous groups, majority influence on collectivistic minorities is stronger than
that on individualistic minorities. Minorities in Face-to-Face unsupported groups
experience a higher level of majority influence than Face-to-Face computer-mediated
communication groups and distributed computer-mediated communication groups [18].

3 Discussions

Based on the review, we observe that cross-cultural (specifically cross-nation) studies in
Information Systems have been well developed in the last decade. For the theme of
cross-cultural individual user behavior, trust and privacy issues have been examined
extensively across nations. Various communication technologies (e.g., SMS, Email, and
Instant Messaging) are compared. However, there is a lack of study on cross-cultural
comparisons on social media technologies. For the theme of cross-cultural IT man-
agement, project outsourcing is widely examined. European and American companies
outsource IT projects to Asian countries and cultural elements affect the outsourcing
effectiveness. The culture convergence perspective is also examined in IT management
[5], which can be investigated in the future in a greater extent. Concerning the cultures
investigated, Asian and American cultures are commonly used to compare IT behavior
of users. Cross-cultural studies for intra-European nations and nations between Europe
and America are needed for the future research.

4 Conclusion

Culture has been identified as influencing factor for IT use and management. The main
objective of this paper is to review cross-cultural studies in the last decade in Infor-
mation Systems and present a comprehensive overview of the existing knowledge in
this research field. From the review, we perceive the future research topics which are
not examined in the past. Moreover, we try to have a systematic view on the con-
vergence of the culture in Information Systems field.
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Abstract. Investments on information stems (IS) are costly. After the initial
adoption of Information Systems, the value of IS to an organization depends on
employees’ innovative use of various features of IS in the infusion stage.
Innovative use of IS, a key activity of technology infusion, depends not only on
individual effort, but also on group effort of teams. Grounded on the research of
individual-collective process, this paper seeks to build a situational contingency
model of how individual innovative use of IS affects group innovative use.

Keywords: Individual innovative use � Group innovative use � Innovativeness
diversity � Task interdependence

1 Introduction

Successful enterprise Information systems (IS) projects not only need to be accepted by
users when they are first implemented, but also need to be fully utilized in the infusion
stage [1]. With extended and creative use of system features, users’ capacity is
amplified, and their performance is significantly enhanced [2]. It has been found that
organizations have high levels of success when users have a high level of expertise [3]
and when systems are effectively used.

To encourage use, organizations conduct extensive IS training [4]. Some users also
spontaneously engage in innovative self-exploration [5]. An important alternative to
these is mutual sharing among users [6], such that group members get help from each
other’s innovative use of IS, and the whole group develop a climate for innovative use.
Daft’s (1978) dual-core model suggests that technology innovation is a bottom-up
process initiated and supported by lower-level employees with expertise in the tech-
nical core activities of an organization. Although the importance of the bottom-up
process of how individual innovative use of IS leads to group level innovative use in
the infusion stage is strongly advocated in IS literatures, this process is unfortunately
under-researched [3].

Our study is motivated by the research gap in the bottom-up process of innovative use
of IS in the infusion stage. Our research question is: How does individual innovative use
of IS, individual position in the group and group configural factors lead to group inno-
vative use of IS? Individual innovative use of IS is the degree a user explores and uses
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system features that were not known to the user before [7].However, group innovative use
is a distinct notion from individual innovative use. PerKozlowski andKlein [8] definition,
group innovative use is emergent, to the degree that it originates in the innovative use
behaviors of individual members, is amplified by their interactions (perhaps via intra-
group sharing) and manifests as a group-level phenomenon [8].

Group members are more likely to have dissimilar contributions to group inno-
vative use that result from differences in individual innovative use and individual
position in the group. Thus, it will be important to consider how innovative use is
distributed in the group to understand how group-level innovative use manifests
individual abilities. We use centrality, a concept used to measure a node’s importance
in sharing network, where centrality usually indicates the importance of each individual
in the overall pattern of information flow [9]. We also argue that a group’s innovative
use is impacted not only by the average level of innovative use but also by the
distribution of innovative use relative to centrality. That is, the alignment between
individual innovative use of IS and individual centrality in the group, called
centrality-innovative use alignment (CI-Alignment), is likely to be positively related to
group innovative use of IS.

Moreover, the effective interactions, as the core of bottom-up process, is influenced
by group structural factors [8]. Group members have heterogeneous levels of inno-
vativeness and task interdependence, both in degree and kind that stem from differ-
ences in individual characteristics and roles. We further argue that the impact of
CI-alignment is conditional on group heterogeneity factors: innovativeness diversity
and task interdependence. Innovativeness diversity refers to the degree to which group
members differ in their innovativeness in IS use. Task interdependence refers to the
extent to which group members’ tasks depend on other members’ job [10]. These two
contingent factors serve to hamper or facilitate group innovative use, respectively.

This study bears important contributions. First, to the best of our knowledge, this is
the first study to investigate the bottom-up process of IS use in the infusion stage.
Second, we not only theoretically differentiate innovative use of IS at individual and
group level, but also explicate the key antecedents to group innovative use. Innovative
members with centrality in the group are likely to impact on group innovative use.
Group innovative use hinges on the structural factors (e.g. task interdependence and
innovativeness diversity) of the group. Finally, this work effectively melds structural
perspective with resource theory. It also provides guidance to practitioners on how
innovative individuals should be facilitated to spark the whole group into innovative
use of IS.

We next introduce the key concepts and theoretical background. Then a research
model is presented to describe the bottom-up process of IS innovative use.

2 Theoretical and Hypotheses Development

2.1 Individual and Group Level Innovative Use of IS

IS innovative use has been identified as an important user behavior in the infusion stage
[7]. Innovative use can occur in two ways [11]. First, users engage in exploitative use
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of IS by making an endeavor to use more of the available IS functions to better support
their work [12]. Exploitative use is similar to the notion of extended use [13]. Incor-
poration of IS features in more jobs usually lead to better individual performance.
Second, users engage in explorative IS use by experimenting with new features and
apply them innovatively to enhance their job performance [7, 14]. Notions similar to
explorative use include emergent use [12], “innovate with IT” [14], and feature
extension [7]. Explorative use further helps users leverage the potential value of the IS
to a higher level [7]. The exploitative use and explorative use, however, could occur in
parallel [1] and facilitate individual task accomplishment [13].

In many organizations, people often work with others to interact with IS to perform
group-level tasks, but little research has investigated innovative use at the group level.
In multilevel research, Burton-Jones and Gallivan [3] suggests that group innovative
use cannot be a global construct [3]. This is because IS use occurs at the individual
level and, as a result, the level of theory of group use (i.e., the group) will always be
higher than its level of origin (i.e., the individual). Group innovative use is a configural
construct because group members are likely to possess very different levels of inno-
vative use. Differences in innovative use may result from users’ personal characteristics
(e.g., personality traits, demographics) and role characteristics (e.g., formal, informal).

These differences among members are extremely likely to develop various inno-
vative use and different degrees of innovative use, and interaction processes among
members are irregular, high in dispersion, and exhibit nonuniform patterns. Thus,
group innovative use is complex combination of group member contributions. By
interacting with each other, group member’s innovative use contribute to group
innovative use. Certain interactions, therefore, may be more contributions than others
for group innovative use. For example, suppose two groups have the same average
innovative use, but in one group members are frequent communication and willing and
able to share their innovative knowledge, while in the other group members are little
communication, resulting the lack of trust, and unwilling to share information. It seems
reasonable to suggest that the first group will do a better job of making use of its
members’ innovative use.

To maximize emerging to group innovative use, these groups should be highly
density in the sharing network, where the content of relationships focuses on infor-
mation related to the innovative use of IS. Network density is important structural
characteristics capturing patterns of social exchanges in an organizational unit [6].
Highly density has been associated with greater cooperation, information sharing, and
accountability [15] and indicates the degree of information sharing and communication.
Thus, we use the construct to help us model complex combination of group members’
contributions and represent group innovative use.

2.2 The Individual-to-Group Process

The bottom-up process describes how the behaviors at individual level gives rise to
group level IS use patterns and outcomes [8]. An examination of the literature shows
some views to the bottom-up linkage in the IS research (see Table 1).
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Table 1. The individual-to-group process in the IS research

Authors Topic Brief description of the individual-to-group
process

Nan [21] IT use Individual assimilation of IS features contribute to
group level assimilation. The impacts of
employee learning, IT flexibility, and workplace
rigidity that these factors in individual-level
actions do not have a direct causal linkage with
organizational-level IT use patterns and
outcomes. Collective-level IT use patterns and
outcomes are the logical and yet often
unintended or unforeseeable consequences of
individual-level behaviors

Kane and
Borgatti [9]

IS proficiency Effective group-level IS proficiency may also be a
function of how a group’s IS proficiency is
distributed across its members

Sarker and
Valacich [16]

IS acceptance The individual a priori attitude towards technology
affect the group level technology acceptance.
Group configural features affect the group level
technology acceptance through group member
interaction

Aubert et al.
[17]

IT implementation IT implementation is influenced by individual
variables, namely visions and impacts at the
individual level, which can also lead to conflicts
within the project

Lapointe and
Rivard [18]

IS resistance The bottom-up process by which group resistance
behaviors emerge from individual behaviors is
not the same in early versus late implementation.
In early implementation, the emergence process
is one of compilation, described as a
combination of independent, individual
behaviors. In later stages of implementation, if
group level initial conditions have become
active, the emergence process is one of
composition, described as the convergence of
individual behaviors

Tiwana and
Mclean [19]

team creativity Information systems development project teams
creativity results primarily from integration of
individually held expertise of team members at
the team level

Racherla and
Mandviwalla
[20]

information
infrastructure

How access to and use the Internet and the
associated information infrastructure are
influenced by both micro and macro factors.
Universal use is a configural construce and has a
mutual influence on individual use via
interconnectedness
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In the domain of technology acceptance, Sarker and Valacich [16] empirically
found that the average individual attitude towards technology and configural factors
affect the group level technology acceptance. While these configural factors are
important in the acceptance stage, they are not necessarily in the infusion stage. For
example, group innovative use is less likely to be affected by majority opinion or
leaders’ view, because IS innovative use is not a mandatory collective decision, but
rather a voluntarily shared practice internalized by individuals. Nan [21] conceptualize
the bottom-up process in IS feature learning as a complex adaptive system. Through
agent based simulation, it was found that individual learning of IS features greatly
facilitates the speed of group IS assimilation, but the workplace rigidity (i.e., a hier-
archical or flat network structure among users) does not have a salient effect. In general,
the limited investigations of the bottom-up process in both acceptance and infusion
stage does not provide a clear and consistent picture of the IS infusion process.

How is the process from individual to group innovative use? First, it shall be
recognized that group innovative use is emergent. Individual innovative use denotes
elemental content, interaction denotes process. The form of the interaction process, in
combination with the individual innovative use, comprises the group innovative use.
Second, individual contributions to group innovative use are dissimilar. In group, there
are various innovative use and different degree of innovative use, and the distribution
of innovative use is non-uniform. To maximize contributing to group innovative use,
the members with the innovative use should be interaction with others to give their
help. Thus, it will be important to consider the alignment between innovative use and
users’ centrality in the group to more fully understand the impact individual innovative
use will have on group-level innovative use.

Finally, the effective intra-group interactions is the hallmark of group innovative use.
Group innovative use requires that individuals coordinate and dynamically combine dis-
tinct individual knowledge and innovative actions. Burton-Jones and Gallivan [3] suggest
that the nature of the user and task, as contextual factors, may influence the interaction
processes. These factors can impact on the construction of interdependencies-in-use that in
turn lead to the emergence of group innovative use. At the group-level, the heterogeneous
levels of group members’ innovative use and task interdependence, as group structure
factors, should be impact on the effective interactions processes. The research model and
hypotheses are summarized in Fig. 1.

According to Kane and Borgatti’s [9] suggestion, centrality-innovative use align-
ment (CI-Alignment) is alignment between centrality and innovative use within a

CI-Alignment Group Innovative use

Task Interdependence 

Innovativeness diversity

H1

H2

H3

Fig. 1. Research model and hypotheses
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group. CI-Alignment melds effectively structural perspective with individual innova-
tive use. CI-Alignment is conceptualized as a continuum ranging form strong positive
alignment to strong negative alignment. A strong positive alignment exists between
node centrality and innovative use when the most innovative users tend to be the most
central. A strong negative alignment exists between centrality and innovative use when
the more innovative users tend to be the most marginal.

High CI-Alignment can affect group innovative use in several ways. First, central
people may more directly contribute to a group’s innovative use in terms of the
innovative use they produce. People who are central in a social network occupy a more
important position within the knowledge flows and work flows of a group [22]. Net-
work centrality is the structural property most often associated with instrumental
outcomes, such as power and influence in decision making. Thus, individual innovative
use of key group members will have greater effects on group innovative use.

Second, central people may indirectly contribute to group innovative use in terms
of their ability to help others. Group members may turn to other members for seeking
and sharing innovative practices. Individuals who are central can exert more influence
by virtue of being linked with a large number of people in the network. People will turn
for help and advice to those with whom they are connected, so more central people are
more likely to be approached for help. The knowledge of how others interact with a
system may enable central users to provide better help on specific problems, as central
users would better understand the contexts in which help was needed.

Third, high innovative users may influence how other group members innovative
use the IS. Certain “master users,” typically not the formal leaders of the group, often
exert considerable influence over whether and how their peer use IS [23]. People in
workgroups are also more likely to innovative use the IS if they perceive that
coworkers have been well-trained to use it [24]. The actions and behaviors of central
group members are typically more visible than the behavior of other members, so
highly innovative central members may model innovative use behaviors and give
others the confidence to innovative use a system themselves. Therefore, we state this
formally as Hypothesis 1.

H1: Individual’s centrality-innovative use will relate positively to group innovative
use.

2.3 The Contingency Effect of Group Configuration

However, the synergy within a group is conditional on group structure factors. We
draw on the team research literature, particularly the research on heterogeneity of group
configuration, to investigate the bottom-up process of innovative use of IS [25]. The
effectiveness of bottom-up process of innovative use hinges on the reduction of
intra-group competition in order to leverage the diversity of individual IS knowledge.

We identify group innovativeness diversity and task interdependence as two key
contingencies in intra-group interaction of innovative use to overcome group conflict
and achieve group convergence. We regard them as two critical contingencies. First,
the task-technology fit theory [26] suggests that effective IS use hinges on a three-way
fit among task, technology, and individuals. Task interdependency is recognized as an
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important task factor [27], and individual absorptive such as innovativeness in IS use is
an important individual trait factor [19]. Second, individual and inter-individual cog-
nition of IS have been conceptualized as two routes to IS training effectiveness [27].
The former encompasses individual’s IS application knowledge, and the latter
encompasses collaborative task knowledge. Group innovativeness diversity is a con-
figural measure of individual absorptive capacity and knowledge in IS use, while task
interdependence is a configural attribute of task that prescribes group interaction and
cognition of both task and IS. As situational contingency factors, the two factors do not
represent a complete list. Other contingencies include substantive conflict in the team,
communication media used [16], workplace rigidity [21]. Similar to task interdepen-
dence, these factors constrains the interaction among group members.

Group innovativeness diversity could hamper intra-group interaction. A general
finding in research on group heterogeneity is that homogeneous group is conducive to
group performance. This process can be explained by the social categorization theory
and the similarity or attraction perspective [28], suggesting that people prefer to work
with similar others [29]. Group with homogeneous personal attributes is more likely to
express similar rather than distinct viewpoints, and to develop feelings of being united
by a shared group identity [30]. On the other hand, experience of dissimilarity has been
found to result in factionalism, message distortion and other communication difficulties
[28].

A group with a high level of average individual innovative use could be due to a
few enthusiastic members who are extremely eager in IS use, while the rest of the
group show little interest in it. This configural property, i.e., diversity in individual
innovativeness, may hinder group interactive climate. First, when members differ in
innovativeness in IS use, communication processes can be hindered due to the
knowledge gap among them. Second, members could differ in their absorptive
capacity. Diversity in individual innovativeness is likely to hinder the integration of
knowledge. In the process of IS use, a highly innovative member is likely to propose
new ideas of system use, while a less innovative member may not be able understand or
accept. Third, they can also differ in terms of personal interests and preferences
regarding the structural or cultural design of the work environment. Because innovative
use of IS may bring about organizational change [31], more innovative individuals are
likely to embrace IT-induced changes than less innovative ones do. As a result, high
innovativeness diversity has been linked to destructive conflicts and miscommunication
which hamper collaboration during creativity processes [32]. Therefore, we posit that:

H2: Individual innovativeness diversity dampens the impact of CI-Alignment on
group innovative use, i.e. the effect of CI-Alignment on group innovative use is stronger
with low innovativeness diversity than with higher innovativeness diversity.

Task interdependence is a formal configural property of task environment that
could shape group interactions and cognition [33]. When tasks are interdependent,
group members depend to a greater extent on each other for task performance [34].
This interdependence naturally promote communication and cooperation [35].
Researchers have proposed that the degree and nature of interdependence among group
members moderate the relationship between work group diversity and outcomes.
Information systems are complex and integrated systems that span many business
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functions and business processes. They are often characterized by high levels of task
interdependence, and therefore require coordination among users.

In contrast with innovativeness diversity, task interdependence will facilitate group
innovative use. High interdependence tasks require high levels of information
exchange [36]. In this exchange process, in order to get job done, extensive sharing of
knowledge and skills are likely to occur, even between members of very different IS
innovativeness. In contrast, tasks of low interdependence can be coordinated effectively
with low information processing mechanisms such as rules and procedures. With
independent tasks, users are likely to adopt new IS features only for individual per-
formance gains, and are less likely to be influenced by suggestions and ideas provided
by other member [10]. As a result, in low interdependence groups, the positive effect of
CI_Alignment on group innovative use will be reduced. We posit that:

H3: Task interdependence amplifies the impact of CI_Alignment on group inno-
vative use, i.e. the effect of CI_Alignment on group innovative use is stronger in a high
task interdependence condition than in a low task interdependence condition.
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Abstract. This paper presents perspectives from both academia and practice on
how both groups can collaborate and work together to create synergy in the
development and advancement of human-computer interaction (HCI). Issues and
challenges are highlighted, success cases are offered as examples, and suggestions
are provided to further such collaborations.

Keywords: Human-computer interaction · Synergy · Academia · Practice ·
Research · Industry

1 Introduction

According to Wikipedia, human-computer interaction (HCI) focuses on the design and
use of computer technology. For a technology to be successful and be embraced by its
users, the sociotechnical factors, which include not only the technology but also the
users and their environments, must be taken into consideration. Hence, the field of HCI
crosses many disciplines including information systems/science, computer science,
psychology, sociology, organization science, communication, business administration,
engineering, and ergonomics [1–3].

Academia and practice have long been concerned about the gap that exists between
them [4–7]. In the context of this paper, we are focusing specifically on the field of HCI.
Questions and issues that have arisen include: Are students today meeting the needs of
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the HCI and User Experience (UX) industry? Is academic research in HCI applicable
and useful to HCI practice? Can HCI academia and practice work together to establish
greater synergy in their profession and discipline, and if so, how?

2 Perspectives from HCI Academia

Four HCI academicians offer their perspectives on how the gap between academia and
practice can be bridged and their suggestions on creating synergy between HCI academia
and practice. They are: Dennis Galletta from University of Pittsburgh, Fiona Fui-Hoon Nah
from Missouri University of Science and Technology, Gavriel Salvendy from Purdue
University, and Hong Sheng from Missouri University of Science and Technology.

Perspective from Dennis Galletta (University of Pittsburgh). I believe that practice
and the academy have synergies that provide great opportunities for interaction.

Innovations that are widely communicated have the best chance of further improve‐
ment over time, and eventually becoming mainstream. If innovations remain in academic
journals, they merely remain as untested ideas or platforms for understanding the inno‐
vations. On the other hand, innovations that stay in an organization remain as proprietary
technologies, and users are then forced to do painstaking research to discover which prod‐
ucts have the best combination of unique and immature innovations. Innovations that are
found through research (whether from the academy or from the corporate lab) and widely
communicated and/or evaluated through academic journals and conferences will be on a
quicker cycle to lead to further innovations that can be enjoyed by all.

In earlier days of our field, 30+ years back, research teams such as [8, 9] were
pioneers of this interaction. Three examples from these two research teams should be
helpful. I have chosen older examples because the world has had time to realize their
value and extend their impact.

Gould and Lewis [8] provided a framework of three simple principles to design
usable systems (through early focus on the users and task, testing, and iteration). Their
survey revealed that surprisingly, very few designers describing their practices
mentioned any of those principles. This disparity, and the simplicity of the framework,
was appealing to researchers; as of this writing, Google Scholar reports 1,630 citations.
Two years later, Gould et al. [10] reported how they applied their framework to a
successful design of the Olympic Message System in 1984, attributing much of their
success to those principles. In the following years, several practitioners set up usability
labs. Some even have made available tools to support user testing and make it affordable.
Examples of on-line tools in this area are Usertesting.com and Openhallway.com. Today
we know much more about the sample size that is needed for testing, e.g., Hwang and
Salvendy [11] has come up with the “10 ± 2 rule” indicating that designers should test
with at least 8 to 12 subjects.

Card, Moran, and Newell [9] reported a hierarchy of models of expert user
performance, which included the keystroke model. The first two authors were prac‐
titioner-researchers from Xerox’s Palo Alto Research Center, and the third was an
academic from Carnegie Mellon University. They pooled their resources to create a
set of parameters and techniques for modeling error-free user behavior, which could
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predict the time it would take for highly experienced users to accomplish tasks using
quantitative techniques rather than testing them in actual use. To date, not only have
there been over 6,500 citations of that work, but in the 1980s, many devices and
software packages were evaluated using that framework.1

There were two influential applications of the keystroke model. The first, “Project
Ernestine,” [13] saved NYNEX $2 million by avoiding the purchase of a “modern” GUI-
based system; the keystroke model revealed an excessive amount of sequential opera‐
tions for which operators had to wait, as compared to the faster but cruder-looking legacy
system’s parallel operations which could be performed while operators were doing other
things. The second was IBM’s “In-keyboard pointing stick,” now known as the Track‐
point©, included on Lenovo’s Thinkpad© line, as well as on many higher-end Dell,
Toshiba, and HP laptops. Ted Selker of MIT’s Media Lab, designed this red “eraser
head,” as some call it, a pointing device placed between the G, H, and B keys. Selker
[14] found it to be 20 % faster in mixed keyboard and pointing tasks because users no
longer needed 2 s to reposition the hands from the keyboard to a separate mouse and
back. The efficacy of the pointing device was supported by the keystroke model as well
as by performance of actual subjects, as depicted in a video by Rutledge and Selker [15].

The final example is again from Card, Moran, and Newell [9] in the foundational
work that led to the development of the Xerox Star© workstation and the world’s first
graphical user interface (GUI) operating system. Many of its features led to the design
of the first MacIntosh© and Windows© operating systems. Researchers at Xerox needed
to painstakingly evaluate many alternative designs [16]. Tuck [17] reported that Apple
refined the designs of their GUI by working with “psychologists, artists, teachers, and
ordinary users.” Tuck reports that they even used children in a California elementary
school because kids “gave the truest reaction to basic interface issues.” The innovations
provided by the Xerox Star project were widely publicized in journals and conferences.
This applied research resulted in innovations such as the mouse, Ethernet, Microsoft
Word (a descendent of BravoX), laser printing, and other vital innovations that are still
offered today, sometimes as hidden components of more well-known products (see [18]).

These examples demonstrate the synergy of practice and academia, suggesting a
cycle of (1) innovations enjoyed by a firm, (2) widespread sharing of the innovation’s
concepts in academic literature, and then (3) further innovations derived from the
academic concepts. Industry has benefited, demonstrated by the success of Apple’s and
Microsoft’s operating systems, Ethernet and laser printing, the persistence of the Track‐
point©, and the savings enjoyed by NYNEX. The academy has also benefited our
understanding of computer uses in new ways as we can now abstract across the successes
and failures to extract general meaning and frameworks, and provide new building
blocks for further research. Academics can study practice, widely communicate its
innovations, and provide unique understanding across many products, companies, or
applications. Practitioners who refer to analysis from the academy can integrate old and

1 As an aside, one of my recent publications used the keystroke model and novice testing to
demonstrate a vivid difference between ease of use and ease of learning. Comparing the
four major smartphone platforms in terms of ease of use, Blackberry was first and iPhone
was last. Comparing them on ease of learning, the order reversed [12].
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new ideas and enhance the academy’s work. An iterative cycle of this process can be
considered as synergistic because the combination is more powerful than the sum of the
two sides.

Perspective from Fiona Fui-Hoon Nah and Hong Sheng (Missouri University of
Science and Technology). Being immersed and teaching in a department that integrates
business and information science & technology, the field of HCI takes on high prece‐
dence in our curriculum and research agenda. As a STEM-oriented university where
STEM stands for Science, Technology, Engineering and Mathematics, the Missouri
University of Science and Technology places a strong focus on entrepreneurship to
commercialize and roll out into practice the technological innovations and inventions
that take place on campus. Hence, bridging research and practice is one important goal
and a key success factor of the campus. However, collaborations with industry are still
lacking and questions arise as to how we can better train and prepare our students for
practice in the HCI/UX area.

From the perspective of providing better and more relevant HCI/UX training to our
students, we find that internships, co-ops, and collaborations with industry on research
projects offer valuable training and experiences to our students. With regard to collabora‐
tions with industry in the HCI/UX area, integrating such collaborations into classes is a
powerful and effective way to bring practice-relevant training to students. Having HCI/UX
practitioners as guest speakers in classes and serving on the advisory board of major
programs can help to foster synergistic effects in bridging practice into academia. Having
joint regional and international conferences/workshops/seminars involving academics,
students, and practitioners is also desirable for creating and enhancing such synergy.

From the perspective of collaborating on HCI/UX research, there are mutual benefits
for both parties to work together. As mentioned earlier, such research collaborations
offer greater opportunities for students to work on practice-oriented research projects
and apply what they have learned in the classroom to practice. It may also offer
academics the opportunity to publish rigorous and practice-oriented research, all in one.
Practitioners can benefit from the rigor of scientific research, from relatively inexpensive
(or less expensive) labor from students to work on their projects, and from using the
university environment to test and assess the HCI/UX aspects of their products and
services (e.g., as a beta site).

Despite the many advantages and benefits, there are challenges that will need to be
addressed, some of which include intellectual property rights and the somewhat different
priorities and performance evaluation criteria of practitioners and academics. Having a
mutual understanding of each party’s goals and priorities, and striving for a mutual goal
that is beneficial to both parties are keys to the success of collaborations.

Perspective from Gavriel Salvendy (Purdue University and Tsinghua University).
Both industry and academia got their thrust and evaluation messed up. In industry, typi‐
cally over 90 % of R&D function is allocated to short term developmental objectives
that can germinate revenue for the corporation in the short term. Long term basic research
which may have major impact on new products and services is typically downplayed or
missing in the current industry objectives. In all or most university programs with the
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exception of business schools, the top priority is for faculty to bring in lots of research
funding. For research output, less research oriented universities simply count the number
of papers the faculty authored. The more research intensive universities look at the
impact of the journal where a paper is published and the citation of the faculty but there
is no emphasis on the impact of the research for societal needs. Based on the above
observations, collaborations between industry and academia on basic research are
warranted in order to design and produce far reaching high impact innovative products
and services for the benefit of mankind. One way of springboarding such collaborations
is by having industry sponsor a one full day meeting during a conference, such as HCII,
that is attended by individuals from industry and academia in order to generate a white
paper on the subject of interest to industry that would provide a road map for high impact
international research.

3 Perspectives from HCI Practice

Four HCI practitioners who have received rigorous research training in their doctoral
education offer their perspectives on how to address the gap between academia and
practice and provide their suggestions on creating synergy between them. The HCI
practitioners are: Melinda Knight from Microsoft, James Lewis from IBM, John Pruitt
from Dell, and Anna Wichansky from Oracle.

Perspective from Melinda Knight (Microsoft). As the lead of a small team within a large
organization, I have two primary objectives: finding and maintaining an outstanding team
of world-class researchers, and ensuring that my team and I are providing the most action‐
able insights possible, activated towards current and future product opportunities in a
timely way. We work in a format that roughly mirrors the scientific method: pose a
research question, understand existing insights, form a hypothesis, determine the appro‐
priate method for the investigation of the research question (if that question has not already
been answered by the broader HCI or Microsoft community), execute new research or
interpret the existing research, frame up the set of insights derived from the investigation
… and then activate it to produce real product change.

Activation — the translation of a finding, evidence, speculation, or certainty into a
tangible, positive outcome for a customer — is the measure of success for us. Simply
put, activation means getting insights into a product, and it includes much more than
conducting and communicating research. While academia’s culture is one of “publish
or perish,” for HCI practitioners in industry, the notion is “ship or sink.” First, we must
start from a research question that will have impact on the products our industry is
shipping. We must manage time, budget, and scope of our research question to align
with the product schedule in order to ensure that activation is even possible. Yes, our
insights must be well-formed, our research plan sound, and our methods appropriate to
the level of confidence needed to inform the decision. And yes, we strongly agree that
documenting those insights is critical so that others who come after us can jump to the
next activation point faster (or deactivate and redirect, as is sometimes the case). But
our goal, and the measure of any body of research’s true success — and our success as
HCI practitioners — is activation.
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This is a key point on which industry and academia, and by association, HCI educa‐
tion and training, differ. Conducting outstanding research is not a complete or sufficient
outcome, but a step along a journey towards another goal. For my team, that journey
also includes project management, leadership across interdisciplinary teams, and under‐
standing how to interpret research results and recommendations in the context of a
project timeline, technical constraints, market forces, and myriad other factors. Those
are the skills I look for when I interview HCI grads and professionals. It is not the tools
in their tool belt, or the number of citations they have produced. Knowledge of tools and
number of citations indicate research potential, and are an important foundation for a
great industry researcher. Strong qualitative and quantitative skills, mastery of statistical
methods, and a background in experimental design are all valued as they are the foun‐
dation. The next layer up, however, is critical. I need colleagues with the ability to
partner, frame, storytell, and prioritize a research insight to move a product forward.

Across industry and academia, insight is our common currency. As HCI practi‐
tioners, we share a goal to develop greater understanding of human needs, habits, beliefs
and capabilities, and examine how new or existing technologies might best support and
enhance these across diverse contexts. Ideally, industry would pause following the
launch of a product to exhale those insights that led to (or away from) the customer
outcomes embodied in a product solution. That broader sharing remains a challenge for
us in many respects. Some revelations are becoming more common, as product teams
put forth design language and human interface guidelines for developers of new tech‐
nologies; however, the specific research findings that led to a piece of advice are not
always revealed. I would ask academics to help your industry peers move further and
faster by framing your research findings in ways that are actionable and accessible. Seek
out and value the application of those findings as a measure of their success. Note product
adoption in line with your peer-reviewed articles and publications, or consider it the
ultimate citation. Doing so would increase the effective power of your work and afford
experimentation and evaluation of your insight at scale.

Two practical barriers we have encountered to partnering with academia include
IP and a focus on research funding. Greater partnerships could be facilitated by
avoiding competition for IP on joint work, and leading with how existing and future
insights could be activated in industry products and timelines vs. leading with the
question of “What’s in it for the university?” Where there is an opportunity for acti‐
vation, money follows. Finally, I would implore us all to prepare the next round of
HCI practitioners, be they targeting academia or industry, with those skills in project
management, team management, and persuasive fortitude which will make them
valued and valuable wherever they land.

Perspective from James Lewis (IBM). Given a goal of creating greater synergy
between HCI academia and industrial practitioners, one question is, “What are the
opportunities for synergy?” I joined IBM in 1981 as a human factors engineer with a
master’s degree in Human Factors Engineering from New Mexico State University.
I haven’t conducted research on this topic, but reflecting back on my personal history,
here are some of the opportunities I’ve observed.
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Internships. Internships bring students (and in similar but rarer programs, faculty) from
academia and give them industrial experience – i.e., experience that can shape their
future research activities as academicians in a way that also benefits industrial practice.
Before I joined IBM as a regular employee, I interned in the summer of 1980, and that
experience helped me decide to pursue industrial rather than academic work. Over the
following decades, the Human Factors department in Boca Raton often had several
interns (including John Pruitt, also on this panel) working side-by-side with seasoned
professionals. Interns can be very influential on industrial practices in a given department
given their up-to-date knowledge of applicable research and new analytical methods.
Both academia and industry benefit from a robust internship program.

Doctoral Committees. I have twice had the opportunity to participate on the doctoral
committees of interns with whom I have worked, one from the University of Central
Florida and the other from the University of Miami. Both interns conducted research
that had strong industrial value while also accomplishing the research goals required for
their doctorates [19, 20].

Practical Courses. Some HFE and HCI professors teach practical courses in which they
reach out to industrial practitioners to present design or research problems to the class.
The students then, typically in teams, apply the design and research methods they’ve
been learning to the problem. To complete the project they present their work to the
practitioner.

Scientific Advisory Boards. Recipients of grant money often need to put together scien‐
tific advisory boards as part of their research process. When possible, board membership
should be offered to qualified industrial practitioners. In addition to the collaboration
via the board, there may also be opportunities for joint research or publication. Recently,
I worked with one of the academic members of the Center for Research and Education
on Aging and Technology Enhancement (CREATE) on a paper for the Journal of
Usability Studies [21].

Professional Societies/Meetings. Membership in professional societies and participation
in professional meetings can bring academic researchers and industrial practitioners
together (e.g., this panel). Connections made through these activities sometimes result
in collaboration. An inhibitor for industrial practitioners is a common lack of financial
support for membership and attendance.

Publication. Participation in the publication process can bring academia and industry
together. For this to happen there must be venues that are open to contribution by indus‐
trial practitioners and industrial practitioners need to be able to (1) recognize which
aspects of their work are publishable and (2) work for companies that encourage (or at
least don’t actively discourage) publication. Ideally, journals in applied areas such as
HCI should make an effort to include industrial practitioners on their editorial boards
and as reviewers.
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Continuing Education. Industrial practitioners can hone skills and connect with
academic researchers through continuing education. These opportunities may take the
form of short courses such as those offered by the University of Michigan or through
tuition reimbursement benefits. For example, IBM essentially paid for my PhD in
psycholinguistics, which I then applied for a number of years to help commercialize
IBM’s speech technologies.

Conclusion. There are a number of opportunities for synergy between HCI academia
and practice, which requires investment from both sides. Academia should focus on
increased outreach to practitioners, identifying good candidates for participation on
committees and boards, providing opportunities for “reverse internships” (bringing
qualified practitioners on campus or over the Web to teach a class/course or participate
in a research activity), and creating venues for applied publication and presentation.
Excellent examples of publication opportunities have been fostered by Gavriel
Salvendy, who founded the International Journal of Human-Computer Interaction and
the HCII conferences. Industry should create work environments that, while still
supporting the goals of the company, provide incentives to practitioners to participate
in the broader HCI community (e.g., reimbursing the membership fee for a professional
society as a benefit, paying for conference attendance contingent on conference partic‐
ipation, awarding external publication, and seeking academic partners for R&D
projects).

Perspective from John Pruitt (Dell). As we consider the question of how to improve
the synergy between HCI academia and industrial practice, the first logical response is
WHY? To what end do we desire to have better synergy? What is the requisite outcome
for either party? For me, that question leads to the discussion of motivation and incentive.
What truly motivates an individual practitioner, professor, student, department, team,
or broader institution to devote time, energy, people and finances to collaborate across
party lines? I posit that our motivations can be quite different and that acknowledging
them upfront can lead to better collaboration, transparent negotiations, and win-win
situations.

Let’s consider first a corporate setting. What matters to almost any corporation is the
bottom line. Is there a business case, product or process improvement, protectable and
monetize-able intellectual property? For the practitioner in a corporate setting, practical
innovation that can be productized and owned may be the primary outcome. In such a
case, the specific institution (are they top 10 or lesser known) or individual (published
and tenured or just establishing themselves) may matter less as long as they are an expert
on the right topics, open to targeted collaborations toward a specific end, and willing to
turn over ownership of the outcome to the sponsoring corporation. When considering
longer term (promotions and careers), the skills and accomplishments gained in climbing
the corporate ladder typically does not make an individual attractive to an academic
institution and vice versa.

My own experience is that academic partnerships for HCI in usability and design
related research often offers a less costly alternative to consulting agencies when needing
to extend my team’s capabilities and available resources. The relations are often less
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formal, more friendly and open. The difficulty typically lies in the fact that business
timelines are typically condensed while project goals as well as product requirements
can shift suddenly as organizational, industry and competitive changes occur. Agencies
can turn on a dime, academic collaborations usually can’t or don’t. Further, project
outcomes for the corporation need to be conclusive, actionable and perhaps show a
visible return on investment. Academic collaborations can sometimes be satisfied with
simply knowing the previously unknown and creating a call for further research.
The research (and gained understanding) is the end, not necessarily a means to an end.
For higher level research endeavors (understanding process, the larger system, a partic‐
ular domain, uncovering innovative ideas), doing so may be fine. For more tactical or
product specific work, it likely isn’t. Finally, the research topic and findings for a busi‐
ness are largely held as private and protected. Publishing and conference participation
is not typically encouraged in many organizations, or at least not explicitly supported.
Patent protection, on the other hand, typically is encouraged and even financially
incented for the practitioner.

As I consider the academic perspective, what matters might be the reputation of the
target corporation, its ability to fund the collaboration, or the possibility of publishing
the work (as opposed to being more secretive and protective). For the professor or
research associate, will it further their line of investigation, improve their understanding
of the domain, give access to certain valuable resources, or lead to further discovery?
For the advisor or the student, will it give the student a better opportunity for employment
later – real-world experience, connections, a fuller resume or portfolio? Again, for the
corporation, not only is the intern’s direct work important, but such a relationship allows
for a long-term evaluation of a potential employee – a 3-month interview with benefits.

Of course, there is no single perspective or motivation that covers any institution or
individual, in academia or industry. Motivations likely overlap some or even reverse in
certain situations. They are complex and vary over time. I will also note that the specific
motivational examples here revolve around my own primitive notions of traditional
academic institutions to traditional businesses. There are many complexities and varia‐
tions that could be called out in brilliant detail. On the academic side, there is likely a
strong division between top tier universities focused on basic research and others that
range from more applied research to mostly focused on education and training. On the
business side, HCI and UX concerns (and the professionals who do this work) are no
longer concentrated in tech companies. Banking, automotive, fashion, health care – you
name the industry, and there are likely UX professionals working on interesting prob‐
lems. The business objectives, processes and working environments must be all over
the map. Still, the point here is that understanding motivations and being open about
them may encourage new avenues of collaboration, or at least, more productive, mutu‐
ally beneficial partnerships – a truly concerted effort. It is typically the case that moti‐
vations and deliverables are different between parties, but both sets of needs must be
met in order for great collaborations to happen.

As James Lewis and others have pointed out, there exist today several good avenues
of collaboration between these worlds – joint or one-party funded projects (corporate
sponsorship), advisory boards, committees and standards bodies, sabbatical appoint‐
ments, student internships, visiting/guest instructor/lecturer, targeted conferences, etc.
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But, are these the only ones, the rights ones, or are there other, perhaps yet discovered
alternatives? Perhaps joint goals, motivators and incentives can be created? Imagine a
joint business endeavor or product line between a business and university, or the creation
of a “corporate” university/campus or research institute. Imagine there being time-
shared employees who spend part of their time in academic settings and part in corporate;
students who move seamlessly between the two. The nature of education and business
may need to evolve for greater HCI collaboration to happen.

Perspective from Anna Wichansky (Oracle). After receiving my Ph.D. in experi‐
mental psychology with concentration in human factors engineering, I felt I was not
experienced enough in this very applied field to teach others; therefore, I embarked on
an industry career which led to several jobs in high tech. I reasoned that after a long stint
in industry (maybe up to 10 years!), I would have enough hands-on knowledge and
practical skills to help guide young professionals in an academic setting. Now, after
almost triple that time, I feel I might be able to articulate some of the attributes I wish
for in a job candidate, particularly a fresh-out master’s or doctoral grad who is anxious
to get into high tech.

I will concentrate on two areas where I see regrettable lack of skills and knowledge
in new HCI grads: product design, and experimental design and statistics. This may have
to do with the university they come from, the survey nature of HCI academic programs,
and the broad intellectual orientation of the individual who goes into any multidiscipli‐
nary field.

In the design area, most new grads come in without a working knowledge of a design
process. From some programs, they understand design theory, but they have never
started with a blank sheet of paper (or screen) and created a working product from start
to finish. From other programs, they think that design is programming, so they start
coding on the first day, and attempt to create a product “bit by bit.” From still other
programs, they attempt to test and analyze their way into product creation. While all of
these approaches are complementary and play a role in the design process, they don’t
produce an actionable design. This is why high tech companies still hire most product
designers from design schools granting BFA and MFA degrees, as they come in knowing
a design process.

Professional designers understand that product architecture is a very advanced skill.
Less experienced designers start in apprentice and journeyman roles, first creating
smaller components such as icons and then whole workflows and features that merge
into the grand design. Understanding what a design process is, how to follow it, where
a project is in the process, and how to work with others to get it done, are things that
could be taught through project workshops, design jams, hackathons, and internships,
if the HCI program has faculty members who have this experience themselves.

Experimental design and statistics is truly an area of expertise where “what you don’t
know can hurt you.” Many new HCI hires come in thinking they can do a brief survey
on a product prototype with five of their colleagues and find out if it is usable. Or they
just want to have “a conversation” with users about their product with no prepared
questions. They do not have sufficient knowledge of experimental design, including
techniques to minimize experimenter and subject biases, use of control conditions, or
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the effects of confounding, to prepare a methodologically sound study. They may not
wish to conduct statistical tests, yet they do not understand that their results can be badly
flawed and lead to the wrong design decisions if they do not test enough users. Their
findings may not be representative of the user population, or may be merely anecdotal
considering the small sample size. Yet companies make million dollar decisions based
on these findings. If new grads cannot get enough depth in experimental design and
statistics in their HCI programs, they should at least be made aware that this isn’t one
of their strengths, and how to recognize and support someone who is equipped to design
and run a study. At the very least, they should know when they need to do a controlled
behavioral study, and what type of study is needed based on the stage of the design
process.

Two academic researchers from University of Dayton and Rochester Institute of
Technology recently published results of surveys of new human factors professionals
in their first jobs, hiring managers, and human factors students in academic programs
about their expectations of HF/E programs. The results were keyed to the BCPE ergo‐
nomist formation model. While the details of the results differed based on whose
perspective was being surveyed, there was common agreement on a couple of key areas
[22]:

The “take-home” message from the three surveys is quite clear: To better prepare new HF/E
professionals for the demands of the workplace, their training should include practice in design,
project management, working in interdisciplinary teams, and making persuasive arguments for
human factors in all project phases. These are topics that could be incorporated into any college
curricula on any topics, and we hope that educators hear this message loud and clear.

4 Conclusions

This paper offers perspectives from HCI practitioners and academics on ways in which
greater synergy between HCI academia and practice can be achieved. The authors are
the panelists at the 2015 HCI International Conference that is to be held in Los Angeles,
California from August 2–7, 2015. The panelists will present their views at the confer‐
ence and are looking forward to receiving comments, feedback and suggestions from
the audience on how to achieve the mutual goal of closing the gap between HCI academia
and practice, and, further, how to create greater synergy across them.
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Abstract. The core value proposition for most hospitality brands is to provide
unique customer experiences; therefore we expect commercially viable opportu‐
nities for ambient intelligence systems in hospitality in general, and the high-end
sector in particular. We believe that ambient intelligence systems paired with
principles of Aesthetic Intelligence could facilitate such unique experiences and
at the same time strengthen and differentiate the brands. This paper gives an
overview of challenges in this field, reviews research and outlines future scenarios
enhancing safety, economic optimisation and – especially - convenience for hotel
guests.

Keywords: Smart hospitality · Business applications for home/leisure ·
Technology and branding · Smart environments · Personalized services · Aesthetic
intelligence · Ambient intelligence

1 Introduction

Research in the field of ambient intelligence has covered a variety of applications, many
centered on smart homes and offices, and rather little attention has been paid yet to its
application in the hospitality industry. Most hospitality brands’ value proposition is
centered around creating unique customer experiences. We believe that strategies for
“smart hospitality” based on ambient intelligence can offer commercially viable opportu‐
nities. Especially the field of aesthetic intelligence [3–6] with its focus on the conceptual
and perceptional aspects of technologies may be able to contribute to shape such unique
experiences. Aesthetics are also at the core, when it comes to strengthen brand value and
differentiate brands from other competitors. The implications for “smart hospitality” are
potentially huge with an annual volume of global travel accommodation sales in 2013 of
US$670.861 billion [7] while the volume of global hotel sales in 2013 was recorded as US
$488 billion [7]. Within this market, the hotel segment is expected to be the early adopters.

This paper first provides an overview of existing research in ambient intelligence for
smart homes and hospitality, followed by a few examples of how concepts and tech‐
nologies from aesthetic and ambient intelligence could be combined to provide new
high-end hospitality services. We chose to concentrate on the high-end segment of the
hospitality industry since innovations are often earlier adopted in the premium markets.
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2 Challenges for Hospitality

It is challenging to apply existing technology into the hospitality industry. The majority
of ambient and aesthetic intelligence studies [see, e.g., 11, 12, 13 or 14] are designed
for the use in homes and not in transit stays. Even though both settings may be considered
as living environments, there are crucial differences between homes and hospitality
rooms. For example, users as guests may have very different expectations towards a
premium priced temporarily available space in a resort than to their daily living envi‐
ronment. They may rent a room, suite or villa more likely for its unique experiential
value than for mere accommodation purposes. Unsurprisingly, guests pay higher for a
unique level of service and expect an immersive experience.

A main challenge for all ambient technologies is the potential degree of intrusion
and violation of privacy – in legal but perhaps for hospitality more importantly, in
emotional terms. Hotel guests tend to be highly aware of details of the environment and
services provided. Although they generally appreciate intelligence catering to their
habits and preferences, such services need to be based on data obtained via non-intrusive
methods [15–17]. Ambient intelligence should observe surrounding and aesthetically
adapt to deliver personalized services [18] without crossing the line of intrusion to gain
public support. In this respect, the European Union Information Society Technology
funded a collective initiative that produced the European Privacy Design Guidelines for
the Disappearing Computer [35]. This guidelines deal with amongst other things,
privacy challenges of ambient intelligence. One of the guidelines includes applying the
“privacy razor” that eliminates any information that is not “absolutely necessary”.

Another challenge is that the time for configuration of devices is rather limited during
temporary stays. Transit stays imply that there is short period of time for devices to learn
about guests’ environmental demands. Unlike smart homes where devices can use
descriptive and predictive analytics to interpret, anticipate and respond to an individual’s
habits, transit stays do not allow for such predictive analytics. While in homes people
generally are inclined to routines, this does not apply to tourist’s use of hotel rooms. As
such, identifying personal preferences becomes even more challenging in the hospitality
sector, impeding the sufficient collection of data.

In addition, since hospitality environments are highly depending on the perception
of their guests, there is a need to understand the relevance of beauty and aesthetic values
for these ambient intelligence technologies. Aesthetically pleasing design for usability,
technology acceptance, and well being in technology-enhanced spaces are likely to gain
additional importance in the future. With the concept of “aesthetic intelligence” [34] we
refer to the related conceptual, visual and methodological competencies required by
designers and technology developers. Aesthetic intelligence highlights the “conceptual
soundness” beyond the mere beautification of interfaces or designs. It stresses the
importance of intersecting brand values, cultural values and an understanding of mean‐
ingfulness of the target audiences, for the creation of aesthetic systems. We will drill
here not into the details of aesthetic intelligence as a set of methodological heuristics,
but want to highlight its importance in relation to brand building in general and its
applicability for the creation of user experiences in retail and hospitality environments.
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3 Existing Research

To understand the applications of ambient intelligence in the hospitality sector, we consider
existing studies in domains, smart homes and hospitality. There have been extensive
studies on ambient intelligence in smart homes; many of those findings seem to be trans‐
ferrable to hospitality accommodation. We will highlight some of them in this section. We
will refer also to some earlier ambient intelligence studies directed towards the hospitality
sector; many of those could benefit from current technological developments.

3.1 Studies in Smart Homes Applicable to Hospitality

Since home and hospitality settings share common features, research findings on smart
houses may be transferable. Granted, the tracking and sensing technologies in the Aware
Home project [26] can assist hospitality industry in solving loss and theft scenarios.
Using RF tags and long-range indoor position system, the Aware Home is able to locate
misplaced items. Another research center, which could support studies for hospitality
related scenarios, is the Assisted Living Laboratory [31]. Using basic technology and
measurements of environment, it aims to assist elder living. It automates with ambient
sensors based on European Installation Bus to keep track of the resident’s activities. It
also uses position-tracking solution such as radio frequency identification (RFID) tags
mounted in the ceiling, ultrasonic and radio frequency based movement sensors.

The technologies used in the assisted living laboratory, while designed for the
elderly, can be transferred into developing ambient intelligence in the hospitality
industry, such as to collect data of guests’ habits. In addition, by identifying repetitive
patterns observed by sensors and predicting likely future activities with compression-
based predictors, MavHome automated interactions with the environment by 76 %, on
average [23]. Although limited in numbers, successful applications in smart homes such
as those by MavHome might also be useful in the hospitality sector.

3.2 Studies in Hospitality and Tourism

While existing studies directed towards the hospitality industry provide an alternative
perspective, not many seem to be informed by current ideas from Ambient and Aesthetic
Intelligence. Leonides et al. [1] in their work on the Intelligent Hotel Room (iHR) seek
to provide an ambient ecosystem that “observes its surroundings and adapts its behavior
in real-time to deliver intelligent and personalized services to its guests” that contribute
to a more seamless travelling experience. The suggested infrastructure includes a port‐
able room controller, intelligent touch panel, universal remote, hotel explorer, doormat
device and a digital room butler.

To control devices in the hotel room remotely, studies can tap into the test-bed of
the University of Essex’s intelligent dormitory (iDorm) [24], which allows any
networked Java-enabled computer to access and control iDorm through its Universal
Plug and Play (UPnP) [25]. However these researches seem still at its infancy and
suggestions do not fully tap effectively into ambient intelligence. The concepts of the
“disappearing computer” [19] proposed that users no longer need a “portable room
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controller” or “intelligent touch panel” [1]. Essentially, these slightly dated studies do
not fully encapsulate today’s potential that ambient and aesthetic intelligence possess.

4 Opportunities for Applications in Hospitality

The aesthetics [3–6] and “look and feel” of technological solutions are perhaps more
important for hospitality than for many other commercial domains. Ambient and
Aesthetic Intelligence can provide revitalized user experiences bolstering the brand. Due
to social networks, consumer decision-making is highly informed by the opinion of
others and viral effects can affect branding quickly and powerfully in both positive and
negative ways [9]. Brands in the hospitality industry looking to improve their reputation
management will be able to tap effectively on aesthetically sophisticated ambient intel‐
ligent solutions.

There are three major components for innovations in the field of Ambient Intelligent
for hospitality environments: safety, economics and convenience. The first two compo‐
nents can be easily adapted from existing approaches. The main field for new applica‐
tions we consider is in the category of convenience given its central role for hospitality
brands.

4.1 Safety

A challenge in hospitality lies in providing safety in an environment filled with strangers.
This poses a special emphasis on safety, though standard approaches seem to be appli‐
cable. As mentioned previously, non-invasiveness might have a higher priority than in
private environments – finding an optimal combination of security and surveillance
technologies without invading the guest’s experience.

Non-invasive monitoring, through position-tracking solutions can elevate the security
level in this sense effectively. The actions of guests having access to the room can be
monitored and assistance can be given if a harmful situation is developing [29]. As
compared to recording cameras, there is less intrusion using position-tracking solutions.

Apart from aiding physical accidents, harmful situations occur from unauthorized
access of individuals. For example, in theft cases it might be difficult for the hotel
management to make a judgment on staff theft and a guest’s loss of items. Non-invasive
monitoring can also identify if room attendants have unusual patterns or act differently
from designated routines. Combined with tracking technologies that identify loss items,
the confusion between theft and misplacement can be avoided. Security systems like
this will have deterring effects.

4.2 Economical Optimizations

It has been well established, that ambient technology can help to optimize the use
of resources. These approaches can easily be transferred to the hospitality environ‐
ment. Optimization through customization is an obvious example: by using ambient
intelligence integrated into the physical environment [20–22], the industry will be
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able to customize various facilities to individual guests and control energy usage at
different times of day: ideal degree of light, position of curtains, frequency of
changing sheets and towels, temperature of water in bath tub, television channels,
music and radio channels.

Learning algorithms tracking the movement of guests allow the temperature of a room
to be prepared in advanced, yet without having to leave the air-conditioners/warmers on
throughout the day. Currently, travellers who wish to return to a room at a desirable
temperature have to leave their conditioners/warmers on throughout the day.

In spite of cost-saving efforts by hotels to power electricity of rooms via key cards,
travellers often circumvent this process with card substitutes to keep the air-conditioners
running, causing inefficient uses of electrical energy in the hospitality sector. An example
of a project outside of the hospitality sector that addresses intelligent use of energy is
ambient lighting assistance for an ageing population (ALADIN) [30]. It translates the
impact of lighting on wellbeing of older people into a cost-effective open solution.

Today commercial thermostats that track habits and adjust accordingly are available
for homes such as those sold by Nest [27]. The improved interfaces and remote access
of such devices tighten interactions between human and systems [28]. However, the
necessary “learning” time of such devices is not always applicable to the hospitality
industry due to the frequent occurrence of short stays. Nevertheless, with increasing
connectivity [2], hotel chains might gather information through a series of stays and
culminate collected information. This represents an opportunity to offer a higher value
to guests while reducing costs through energy savings.

4.3 Convenience

Improving convenience in hospitality we consider the area with perhaps the highest
potential for innovation. A variety of new applications can be envisioned around person‐
alization, informational enrichment and atmospheric improvement.

Most guests, even in luxury hotels, do not have the privilege of receiving personal‐
ized services. Given the lack of information, housekeeping departments apply a general
service for all clients. For example, a common practice in hotels and requirement for
five-star rating is a “turn-down service” that includes entering a guest’s room to close
the curtains, turn on night-lights and prepare indoor footwear. This practice engenders
privacy issues that can be ameliorated via ambient intelligence technologies.

Privacy can be bolstered when ambient intelligence supports or even substitutes tasks
of room attendants, who might not necessarily have to enter a hotel room anymore to
fulfill the various daytime service. This again represents an opportunity for customiza‐
tion through automatisation. Long-term guests of hotels or serviced apartments enjoy
the privilege of having room attendants learn their preferences, such as guests preferring
curtains opened throughout the day or otherwise. With ambient intelligence, these tasks
can be customized to the guests taking into account their preferences for water temper‐
ature during bath and showers, sauna and spa [32] etc. Reminders for desirable routines
such as health-related activities or medication can also be easily communicated.

Another scenario could include protection from environmental nuisances, such as
insects: especially in tropical climates electronic insect deterrents could be automatically
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triggered during the dusk and dawn hours or after rain for the outdoor areas, private
balconies and verandas without any intrusion.

Convenient for business guests and travellers requiring frequent communication
should be a video-telephony system, such as the one embedded in the Assisted Living
Laboratory [31]. As guests expect a higher level of technology and customization
based on their stored preferences [10], the range of demands will expand and
ambient intelligence provides a solution to quickly learn and meet individual needs.
Or, one may envision voice recognition combined with a database so that when a
guest hums a few bars of a song, the sound system of the room can retrieve and play
the respective audio file [33].

Travelling implies – for most individuals - being in an unfamiliar environment.
Therefore we spot opportunities for systems, which more or less explicitly offer educa‐
tional information about the local culture, language, cuisine, flora and fauna etc., the
immediate vicinity of the hotel, logistical support regarding travels and so on. For
example, sensors in a guest room may recognize in real-time the exotic birds outside
singing displaying some information about the bird. Basic language skills and gestures,
the recipe of a dish conveyed as short media snippets might be nice “take-aways” from
a stay. The collection of environmental data such as the cleanliness of air, clarity of
water and timings of specific natural events will be also valuable to customers. Game‐
ification, real time analysis of data, tapering into the pool of mobile and social media
applications open a wide range for innovations.

We also identify opportunities for what we may call “atmospheric improvements”.
An interesting challenge could also be reconciling the apparent opposition of nature
themed environments with high tech. Premium tropical resorts especially in Asia are
designed with natural materials yet creating sophisticated aesthetically cozy environ‐
ments often emphasizing health and wellness in a setting of tranquility.

Conveying atmospheric information between different parts within larger resorts
such as private spaces, the hallways and the public areas could prove useful. For
example, ambient displays may communicate crowd-sensing data from the buffets, the
beach, the pools etc. Here video images would violate a sense of privacy, yet atmospheric
displays [36] could provide helpful and anonymous atmospheric information. Especially
in larger resorts this may help to avoid unwelcome over crowding during peak hours
and let guest’s make informed decisions. Such mechanisms may also attract attention
for social events, tours or sites and may serve as a subtle real-time marketing channel.

Ambient displays and light dramaturgy are effective means for creating subtle
atmospheres. They may display decorative or atmospheric visuals via video or still
imagery, e.g. soothing landscapes. Real-time feeds from the region or vicinity of the
hotel (beach, sunset etc.) might be of interest. Gentle light modulations imitating a
sunrise can in future substitute the wake up call, if wanted [32].

Providing silence and the absence of noise could be a new feature for luxury envi‐
ronments, especially those targeting wealthy “silver” clientele. Audio profiling of rooms
(“sound profiles” for the various room types, e.g. pool view, sea view, mountain view)
could be new category of marketing different areas within a hotel. Guests may then be
able to request particularly quiet rooms.
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5 Conclusion and Further Work

In this paper we focused on three core aspects of ambient intelligence: safety, economical
optimisation and convenience. We believe, there is significant potential in the hospitality
industry to make use of ambient intelligent systems in combination with principles of
aesthetic intelligence to create new customer experiences.

We offered a selection of proposals how ambient intelligence could be applied and
consider the sector of convenience the most promising one. Ambient technologies can be
used to enhance environments with information, education, and logistical explicit infor‐
mation. They may also be applied to create subtle atmospheres, through light, sounds, the
absence of sound as a new and recreational quality etc. We feel that there is huge potential
for new applications and ideas, either through developing new functionalities or through the
combination of existing technologies (real-time sound analysis app “singing bird detector”
e.g.). These may include ambient displays in combination with data from crowd sensors in
order to influence the guest’s decision making within the hotel premises.

We also highlighted the special challenges for the hospitality industry: balancing
safety and surveillance technologies with the high preference for non-intrusiveness
seems of high importance. Also integrating technology in nature themed ambiances,
which are quite common for most tropical high-end resorts, is a particular design setting,
where the idea of the disappearing computer and ambient intelligence literally seems
predestined to offer solutions.

For research in the field of aesthetic intelligence the hospitality industry seems a very
fruitful domain to test and explore heuristics for the design of aesthetic systems, espe‐
cially in relation to building brands. In combination with social media – before, during
and after the stay may also open up new possibilities; we did not touch upon those here,
but they could be explored in future research.

Overall we assume, that the high-end hospitality could become an innovation driving
industry for the application of ambient intelligent systems. Similar to the role of luxury
brands, from these premium services the mass-market suppliers may benefit and adopt
strategies for the future. We could imagine, that the high-end hospitality industry could
help to explore and establish highest standards for ambient and aesthetic intelligence.
There seems an abundance of opportunities for the progress of luxury hospitality through
new applications and research offering feasible, yet innovative and commercially viable
perspectives.
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Abstract. This paper explores the future evolution of software quality man-
agement (SQM), testing, and global user acceptance approaches keeping in
mind the evolution in software and technology quality management in general,
including new technologies and the increasing adoption of new software
development life cycle methodologies such as Agile and Scaled Agile. These
evolutions are forcing quality organizations to change the way they approach
software quality processes, including increased outsourcing of development, and
the need to update traditional testing and user acceptance testing approaches
which lag behind with manual and invasive techniques. User acceptance as we
know it today must evolve.

This discussion about evolution should deemphasize the role of the end user
in “testing” and emphasize the end user’s role in acceptance, adoption, and
ability to influence the quality and usability of software much further upstream
in the development life cycle. User acceptance teams should increase their role
in user experience, the development of usability standards, non-invasive auto-
mation techniques gathering usage data, etc. All of these mechanisms should
increase the ability of the end user to influence product quality and enhance the
user experience and acceptance. Perceptions of end user’s participation in user
acceptance events need to be transformed away from just another cycle of
software testing. User acceptance should not be about testing, but about vali-
dating that the end user needs and expectations have been met. All testing and
other quality processes should be completed and defects corrected before the
end user is engaged in the process of “accepting” the deliverable.

Thus, this effort will explore the future of SQM and its impacts on global
user acceptance. We will discuss how organizations involve users throughout
the development life cycle to facilitate adoption, user experience, and usability
of new technologies. This discussion will be embedded in the use of futuristic
new technologies and development methodologies. To explore these notions,
this study gathers input from technology visionaries about best practices
approaches for facilitating SQM and user acceptance throughout the develop-
ment life cycle.
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1 Introduction

Software quality management (SQM) has been a key driver enabling teams to deliver
software at the user-accepted quality levels. The focus of these management approa-
ches is to adopt specific quality assurance activities throughout the development life
cycle with input from developers, customers, and users (Poth and Sunyaev 2014), that
ultimately improve customer’s acceptance of software quality at release time. Prior
research has examined various supporting mechanisms including the adoption of total
quality management principles and process knowledge management (Shang and Lin
2009), among others. While software testing activities tend to remain relegated to the
final stages of development work, SQM brings a more holistic approach to ensure user
acceptance, keeping in mind today’s global reach of enterprise user groups.

Development life cycles have evolved over time increasing in quality management
focus. Starting with structured formalized methodologies in the 1960s and1970 s, early
approaches required each stage of the life cycle from inception of the product to release
of the final system performed under a rigid, sequential timeline. Still in use today, these
plan-driven methods typically have hierarchical organization structures, formalized
project manage processes (Agarwal and Sambamurthy 2002), and tend to be charac-
terized by predefined process phases, pre-approved designs, and agreed-to require-
ments documentation. More recently, industry has moved toward agile methodologies
in the 1990s and 2000s, characterized by flexibility and openness to embrace and learn
from changing work routines, requirements, and designs being responsive to shifting
customer demands (Conboy 2009, Ramesh et al. 2006). Today, methodologies, such as
Scaled Agile Framework (SAFe), offer guidelines for adopting agile in large enter-
prises, by addressing challenges with architecture designs, integration activities,
funding mechanics, governance oversight, and role assignments. However, quality
management and development life cycles will continue to evolve as innovative,
cutting-edge technologies are introduced, e.g., artificial intelligence, visualization tools,
and augmented reality.

With the focus on quality management and more rapid flexible software develop-
ment capabilities, user acceptance testing will inherently need to adapt. The purpose of
user acceptance testing is to gather software product feedback from actual system users,
those who have experience with the business processes and will be using the system to
complete related tasks (Klein 2003, Larson 1995). Actual users bring knowledge of
processes and work activities and are able to assess how the system meets what is
required of it. UAT typically occurs after development is complete but before the
product is released. As business systems become more complex and decentralized,
UAT on a global scale becomes more complicated to perform (Poston et al. 2014). The
execution of UAT events needs effective participation of geographically distributed
actual system users. The evolution toward increasing global dynamics, quality focus,
and more rapid development life cycles is forcing UAT organizations to change the
way they approach software quality processes. Organizations are beginning to see the
need to update traditional UAT approaches which lag behind with manual, invasive,
and time-consuming techniques (Poston et al. 2014). Thus, how will UAT evolve?
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This study examines the future evolution of UAT through an assessment of the
future of SQM and impacts on global user acceptance. The evolution should deem-
phasize the role of the end user in “testing” and emphasize the end user’s role in
acceptance, adoption, and ability to influence the quality and usability of software
much further up-stream in the software development life cycle. User acceptance teams
should increase their role in user experience (UX), the development of usability
standards, non-invasive automation techniques gathering usage data, etc. All of these
mechanisms serve to increase the ability of the end user to influence product quality
and enhance the user experience and acceptance. Perceptions of end user’s participa-
tion in UAT events needs to be transformed away from just another phase of software
testing to become about validating that the end users’ needs and expectations have been
met. All testing and other quality processes should be completed and defects corrected
before the end user is engaged in the process of “accepting” the deliverable. The idea is
to move toward an ‘operational readiness’ mindset.

This study set out to describe the future of SQM and its impacts on global user
acceptance. We will discuss how organizations involve users throughout the software
development life cycle to facilitate adoption, user experience, and usability of new
technologies. This discussion will be embedded in the use of futuristic new technol-
ogies and development methodologies. To explore these notions, this study gathers
input from technology visionaries about best practices forward-thinking approaches for
facilitating SQM and user acceptance throughout the development life cycle.

2 Literature Background

The goal of SQM is to place the focus on how software is progressing in quality as it is
being developed. A quality software product will meet its requirements as set by the
users or how much it satisfies user needs. The idea is to create a culture of quality within
the organizational environment holding everyone responsible for evolving a product’s
quality throughout the development life cycle. Keeping this in mind, testing and global
user acceptance approaches are well aligned to help support SQM. While regulated to
the end of the waterfall life cycle, testing and user acceptance activities have been
migrating toward the earlier stages of software development. With the introduction of
agile methodologies, testing and user acceptance team members become equally
important on software development teams. With the move to greater quality manage-
ment, the infusion of new technologies, such as artificial intelligence and virtualized
automated autonomous testing, becomes even more promising. See Table 1 in the
Appendix A for advances in these technologies and their potential implications for
quality management. As the Table illustrates, research has advanced our understanding
of how smarter tools can be created to support SQM goals. This paper explores the use
of such technologies in advancing how user acceptance techniques might evolve in the
21st century based on interviews with top visionary of the field.
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3 Exploratory Study Methodology

The research methodology follows an exploratory approach in gathering case study
data on automated testing and artificial intelligence practices in order to provide
descriptive and explanatory insights into the management activities in software
development work. This approach has been used successfully in prior research
(Pettigrew 1990, Sutton 1997) and allows us to induce a theoretical account of the
activities found in empirical observations and analysis of team member’s viewpoints.
This approach is also known to lead to accurate and useful results by including an
understanding of the contextual complexities of the environment in the research
analysis and outcomes. This approach encourages an understanding of the holistic
systematic view of the issues and circumstances of the situation being addressed, in this
case the issues of managing development projects from team member perspectives
about their testing practices (Checkland et al. 2007, Yin 1984). To identify the future of
user acceptance practices and tools, we interviewed experts in artificial intelligent
systems, software testing, user experience, and automated systems.

4 Data Collection

The results reported in the present study are based on interviews with identified experts
in the fields predicted to influence the software development life cycle, e.g., artificial
intelligence, visualization tools, and augmented reality. Our data gathering began with
the creation of semi-structured interview protocols which comprised both closed and
open-ended questions. To inform our interview question development, we reviewed
documentation about the technology, and the relevant scholarly literature. The data
collection methods focused on interviewees’ perspectives on visualized automated
testing and artificial intelligence issues, roles played by various stakeholders involved,
and the challenges of UAT. Face-to-face and phone interviews of approximately 1 to
1.5 h were conducted. In total, we held 33 interviews, conducted between November
2014 and January 2015, with additional follow-up clarification Q&A sessions con-
ducted over e-mail. The expertise of those interviewed is available upon request. Each
expert provided input on their field of expertise and extrapolated ideas to proposed
future scenarios of SQM.

By collecting and triangulating data across a variety of methods, we were able to
develop robust results because of the perspectives we gained about testing and user
experience technologies and issues. This approach provides in-depth information on
emerging concepts, and allows cross-checking the information to substantiate the
proposed future of SQM (Eisenhardt 1989, Glaser and Strauss , 1967, Pettigrew 1990).

5 Findings

In this research, we gathered and analyzed interview data from a panel of experts. Our
findings offer insights into the future of SQM and the impacts on global user accep-
tance. The future will entail better tools and techniques for user centric design and

Vision 2020: The Future of Software Quality Management and Impacts 751



development of software systems. Future process will infuse end user perspectives in
the design and validation of new software at the front end of the development life cycle.
Similar to the Boeing’s 777 design where significant user input was used (Birtles and
Boeing 1998, Weiner 1990), enterprise systems development will incorporate input
from more and more end users or employees via the use of automation. Boeing was
able to coordinate over 200 design teams with about 40 members each by automating
the process by using three-dimensional CAD software systems enabling team members
to assemble and simulate a virtual aircraft to verify that the thousands of components
would work together properly (Norris and Wagner 1999). Boeing also successfully
used visualization systems for design reviews and production illustrations (Abarbanel
and McNeely 1996). The Boeing 777 is successfully being used by dozens of airlines
today. Figure 1 illustrates the vision of the future of SQM best practices.

5.1 Scaled Agile Frameworks

Agile software development is increasing in prevalence and should be considered in
any vision of the future. Agile is being found across settings to deliver faster time to
market, improved productivity, better quality, and greater morale. Agile methods are
increasingly being used in high assurance and regulated environments where the cost of
errors is high. For large scale software development, Scaling Software Agility (Lef-
fingwell 2007) and Agile Software Requirements (Leffingwell 2011) have been shown
to apply at enterprise scales. Agile methods, when properly implemented, enable teams
to focus on better understanding the end user needs, and building high-quality software,
including highly reliable and safe systems. While there will always be the need to
address defects, Agile methods are being usefully applied across industries and project

Fig. 1. Conceptual model of HCI-driven software development
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sizes. User acceptance validation becomes an integral part of agile frameworks given
the method calls for active, continuous user, i.e., user proxy, participation or opera-
tional readiness input.

5.2 Operational Readiness

Utilizing all or some of the concepts and tools above, user acceptance testing teams can
implement quality assurance plans covering the entire development life cycle. By
measuring technical debt along the life cycle, acceptance teams can measure a technical
debt ratio as exit criteria for input to go/no go decisions. This is essentially a risk profile
of weighted features that becomes an operational readiness score, customized for that
release for that system, and acceptance teams become readiness evaluators. This pro-
cess can be built into scaled agile frameworks and application life cycle management
systems.

Creating a quality management plan at the beginning of a project, quality teams can
expand acceptance criteria beyond simply defect counts and classifications, to develop
a new “Risk Profile” model. Using a “Technical Debt” ratio (e.g., configuration control
or software versioning) becomes a rated criteria), test environment availability becomes
a rated criteria. Continuous integration, automated testing and other forms of testing
also become rated criteria. In this way, “user acceptance testing” becomes “operational
readiness evaluation”; test cases become “operational readiness scenarios”; and exit
criteria become “operational readiness score”.

5.3 Visualization Tools

The next generation of automating testing activities will involve requirements visual-
ization tools, e.g., iRise (see: www.irise.com/). These tools enable user input into
requirements through visual formats, enabling more descriptive communications and
knowledge transfer of software product development. Enabling all of the software
development stakeholders, including users, to virtually ‘see’ product designs, these
tools create visualizations that look and act almost identical to the real end product. End
users may not be necessary if proxy combinations of experts are involved, e.g., those
trained in user experience, architectures, development, operations, and quality analysis.
Visualization helps users and those who create new software to illustrate what the
product will do before a single line of code is written, helping people understand what
the product is going to be like.

Visualization tools with high-fidelity representations have been known to reduce
costs and decrease development time. They create and communicate innovative,
revenue-enhancing ideas without coding, helping global teams to deliver apps that
delight the first time, virtually eliminating the re-work that many companies have been
forced to expect. Through simulations, software designs will be refined with the end
users’ needs and interests in mind.
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5.4 Augmented Reality, Code Instrumentation, and High-Fidelity
Simulation

Along with instrumentation, future generations of automating testing activities will
involve augmented reality, which will be used to support user-system interactions
offering additional informative overlays of explanation of system features. Instrumented
code provides the ability to monitor the software’s performance, diagnose errors, and
track information values and usage. Special code instructions monitor specific parts of
the system. Operational scenarios then can be provided via augmented reality while
enterprise users are performing daily activities, while instrumented code tracks how users
respond to the overlays. Video snippets, sensory awareness, and other tools can offer
users more informative direction for testing actions. This approach can be modelled by
companies such as User Testing (see: www.usertesting.com/) or Applause (see: www.
applause.com/) supporting distributed testing based on concepts of cloud-sourced test-
ing. Building on systems such as LARIAT, the Lincoln Adaptable Real-time Information
Assurance Testbed, which uses automated high-fidelity real-time evaluations of system
usage (Rossey, et al. 2002), artificial intelligence techniques can be used to learn then
mirror and simulate the real-time user experience as input to continuous automated
testing systems. With applications embedded into production systems, intelligence
systems can monitor user interactions with technology and model users and their
behaviors. Artificially intelligent testing systems then mimic real users and be used to
realistically evaluate new software development designs and coded products.

5.5 Cognitive Computing and Artificial Intelligence

Cognitive computing systems learn and interact naturally with people to extend what
either humans or machine could do on their own. Future generations of automating
testing activity will involve cognitive chips, e.g., the latest SyNAPSE chip by IBM
(see: www.research.ibm.com/cognitive-computing/neurosynaptic-chips.shtml#fbid=
h9hs1Q-C8Ra). This chip is expected to initiate a new type of software applications
that can respond to sensory information. The IBM chip is built based on a
brain-inspired computer architecture with 1 million neurons and 256 million synapses.
This technology has the potential to utilize a cognitive hardware and software eco-
system within a business enterprise that learns user work habits and software usage
anomalies. Utilizing technology that can gain an automated profound understanding of
the actual facets of how employees use enterprise software will enable real-time vir-
tualized testing and quality management to be performed throughout the SDLC. The
technology will be able to mimic a greater breadth and depth of user experiences as it
monitors everyday use to understand how, when, and where users get work done across
the enterprise network.

5.6 Vision 2020: Future of Completely Automated User Testing

Combining cognitive chips, augmented reality, visualization tools, agile frameworks,
and operational readiness measures, tomorrow’s end user acceptance activities will take
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on a new look. In the future, virtual end users based on artificially intelligent auton-
omous systems will interact with simulated versions of new software to utilize
reality-driven operational scenarios to perform user acceptance validation before code
is written. More efficient and faster than humans, these systems will deploy more
scenarios continuously augmented with every day usage behaviors. Neural networks
will continuously collect the activities of real-time global users to update scenarios. An
event that occurred yesterday will be replicated in simulation and testing scenarios
today. Problems will be addressed in real-time. This approach eliminates the need to
incur the expense of flying globally located users to a central location to review and
provide input on software requirements and manually test software products. Figure 2
delineates the environmental components needed to make HCI-driven software
development a reality.

Autonomous testing systems with automated learning will not be constrained by
one person’s understanding of system use, but will incorporate the mission of many
user types, understand a more holistic environmental scope, and potentially outthink
the devices under test. These test vehicles will be fed in real-time the artificial intel-
ligence gathered about users around the globe to continuously build and update test
scenarios. This approach eliminates the issue of test team members joining user
acceptance teams as user proxies with operational knowledge which becomes obsolete
with time. The goal is to shift user validation left as a virtual activity before software is
coded, through the combined use of augmented reality, cognitive computing, and
artificial intelligence. To further support this approach, code and simulations can be
modified with instrumentation to measure usage patterns.

UAT events will change based on advances being made in code instrumentation
and simulation. The focus is to design requirements visually within simulation to allow
real end users to ‘test drive’ the software before it is created. Using operational

Fig. 2. Vision 2020: HCI-driven development environment
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scenarios in the simulations based on known usage patterns, autonomous artificial
intelligence systems can use neural networks to scan actual live production systems for
real user activities. The operational scenarios can be continuously updated based on
how users change how they use the software and anomalies in usage. These systems
can provide real world operational scenarios to the simulations. Thus, the scenarios are
updated in real-time to correctly map to actual system user usage activities and patterns.
Eventually the simulations become autonomous testing devices that represent end user
actions. Consistent with the concepts behind the Internet of Things, autonomous
devices can be programmed and updated to think like end users and change as users
change their usage activities. Using autonomous devices updated in real-time elimi-
nates reduces the need for human involvement, removing issues of a non-representative
sample of end users or outdated knowledge regarding current business processes.
Autonomous UAT devices will perform mission-based scenarios with real environ-
mental parameters, representing the current user experience, and be able to outthink
humans as UAT participants, e.g., a faster supercomputer processes 8.2 billion
megaflops (million operations per second) and the human brain only 2.2 billion
megaflops (Fischetti 2011).

Software development processes will focus more on design and prototypes, with
great user involvement. The next generation high-fidelity simulations, e.g., iRise, will
offer developers the means to involve greater user input. With instrumentation, aug-
mented reality, and artificial intelligence, user proxies will eventually replace actual
users. In addition augmented reality can be added to production systems to introduce
future system modifications to users prior to their development in order to collect
feedback. As these systems autonomously gather usage information, operational sce-
narios can be augmented by the feedback and used in test lab environments.

Appendix A Table. Recently-Published Select Studies

Citation Type of artificial intelligence Potential implications on SQM

Khan(2014) Case-based reasoning Helps to reduce the knowledge
availability bottleneck

Mims(2014) Schedule group meetings Software produces marketing e-mail
messages for clients

Rusli(2014) Analysis of customer feedback
language

Software in the development of their
business strategies and marketing

Han et al. (2014) Using multiple classification ripple
down rules based agile approach

Used agile development for overcoming
difficulty of analysis, and business rules
approach for reducing issues in maintenance

Zapf (2013) Software agent platforms Categories of software agent systems and
their properties

Padgham et al.
(2013)

Oracle generation method for
unit testing

Oracle Generation for Automated
Unit Testing of Agent Systems

Šerić et al.(2013) Intelligent forest fire monitoring
system

Artificial perception system whose aim is
early detection of forest fires

(Continued)
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(Continued)

Citation Type of artificial intelligence Potential implications on SQM

Simonite (2012) Artificial chat partner Development of chat software for instant
messaging

Powell (2011) People are the only solution
to software problems

Requirements gathering and software modeling
through artificial intelligence

Oprea (2011) University knowledge management
system

Software tools that assist the decision making
process

Henderson-Sellers
(2011)

Meta-models and ontologies Contribution of meta-models and ontologies for
software engineering

Omoteso et al.
(2010)

Information and communications
technology (ICT) tools

Software development to help auditors match
the complexity of their clients’ information
systems

Chang 2010 Artificial slow intelligence systems Applications of slow intelligence Systems
in software engineering

Cohen et al. 2010 Herbal toolset Development of intelligent agents using
established software-engineering principles

Singh et al., 2010 Predicting software development
effort using artificial neural
network

Software effort estimation of cost, time and
manpower using feed forward network
trained using back-propogation algorithm
using training and validation data of 650
projects

Schneidewind
(2010)

Applying neural networks to
software reliability assessment

Neural networks to assess the reliability of
software, employing cumulative failures,
etc., method proved superior for reliability.

Farah(2009) Techniques developed in artificial
intelligence (AI)

Artificial intelligence techniques in software
engineering

Kapur et al. (2008) Software reliability assessment
using artificial neural network

Apply neural networks to build software
reliability growth models. Logistic function
provides improved goodness-of-fit.

Sagarna and
Lozano 2008

Dynamic search space
transformations for software test
data generation

Propose test data generation with definition of
the initial search space using static
information extracted from source code. Grid
search method is promising option for test
data generation

Citation Type of Autonomous Systems Potential Implications on SQM

Warwick
(2014)

Automatic control systems Use of autonomous and nondeterministic
control systems in aeronautics

Safiullah (2014) Methodology techniques Strategy for testing the autonomous system
integrations domain

Garcia et al.
(2011)

Multiagent systems Evaluation and comparison of
MAS software engineering techniques

Jiao (2011) Autonomous software entities Autonomous component to model independent
software entity

Jiao et al. (2010) Automated assembly of
internet-scale software systems
with autonomous agents

Systems are modeled by dynamic
trial-and-evaluation strategy to select high
quality agents to facilitate the interoperations
among autonomous agents

(Continued)
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(Continued)

Citation Type of artificial intelligence Potential implications on SQM

Trivino et al.
(2009)

Semiautonomous robot tele-control
systems

Role of operator and autonomous behavior of
the robot

Citation Type of Augmented Reality Potential Implications on SQM

Sangani (2013) Developing applications Benefits & obstacles associated with the
augmented reality GPS

Ferran and Salim
(2012)

Distributed cognition supported by
technology for knowledge
sharing

Minimize knowledge bottlenecks with virtual
reality and internet-based distributed
cognition.
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Abstract. The emergence of software start-ups contributes to society by driving
innovation as well as by creating jobs. Research, to date, mainly concentrates on
either start-ups in general or established software firms. Little research has been
conducted directly into software start-ups. The objective of this research is to
understand how early-stage software start-ups survive. We develop a conceptual
model for explaining early-stage software start-up survival. The conceptual
model illustrates important resources, capabilities, and managerial actions that
facilitate high levels of software start-up performance. Our research contributes
theoretically to IS literature in general by developing a theory of how software
start-ups survive in the early stages and to resource-based research specifically
by explaining the actions management takes in deploying resources and capabil‐
ities to achieve high levels of performance.

Keywords: Software start-up performance · Resources · Capabilities ·
Managerial actions · Company life-cycle early-stage

1 Introduction

Software start-ups are high-tech start-up firms that develop cutting edge software prod‐
ucts and/or provide services based on the software they create. The majority of software
start-ups are product-based [1]. Software start-ups are a very active component of the
start-up market. In 2013, for example, U.S. software start-ups accounted for the largest
proportion of new investment (23 %), followed by media companies (16 %), and health‐
care services/medical devices and equipment (14 %) [2]. The demand for the products
or services of software start-ups is evidenced also by job creation rates almost twice that
of the private sector as a whole [3]. The impact of the software industry on economic
growth, in general, is reflected in the phrase “software is eating the world” [4].

Despite obvious successes, the failure rate for software firms also is high compared
with that of other high-tech industries. Although numerous software start-ups appeared
in the marketplace during the Internet bubble of the 1990s, attracting large amounts of
venture capital, few of those start-ups survived in the longer term [5]. For example,
nearly 80 % of start-up firms failed within their first three years [6].

The objective of this paper is to understand how early-stage software start-ups
survive. Early-stage software start-ups refer to software start-ups that are engaged in
conceptualizing and developing software products. Understanding early-stage software
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start-ups is important for two reasons. First, little research has been conducted directly
into software start-up survival. An extensive literature on entrepreneurship focuses on
explaining the survival of start-ups, in general, where the major emphasis is on manu‐
facturing and therefore on engineering [7, 8]. In contrast, the core elements of the
production process in software start-ups are IT skills and IT innovation. To date, IS
studies most often examine performance in established firms [9]. The reasons for firm
failure are different in new firms and established firms however. For example, estab‐
lished firms often do not succeed because they fail to adapt to changing environment,
while the failures of new firms are often attributed to managerial deficiencies of using
resources and capabilities [10].

Second, little research has examined the role of management in helping firms survive
during the start-up stage of a new software firm. Scholars typically base their investi‐
gation of such issues on the resource-based view of the firm, primarily by documenting
the resources that lead to effective performance or competitive advantage [11]. The
availability of resources is not, however, sufficient to explain why some start-ups survive
while others do not. The way in which firms use their resources may explain the variance
in firm performance when resources are similar [12]. In other words, management needs
to understand how to deploy resources effectively. That is, they need to focus on the
actions managers take to manage a firm’s resources thereby creating value for customers
and owners [13]. Henceforth, we refer to this phenomenon as “managerial actions.”

Extant resource-based research provides little information regarding the actions
managers might best take to facilitate start-up survival and/or competitive advantage
[13, 14]. This aspect of RBV is an emerging research stream in management and prom‐
ises to extend the understanding of the resource-based approach by examining how
resources are managed to create business value [13, 15, 16].

We investigate managerial actions that facilitate early-stage software start-up
survival. Our paper seeks to address the overall research question: how do resources,
capabilities, and managerial actions influence early-stage software start-up performance.
Specifically, we view resources and capabilities as the fundamentals that managers draw
on to perform managerial actions.

The remainder of the paper proceeds as follows. The next section, Sect. 2, introduces
the theoretical background, while Sect. 3 presents the development of the theory of early-
stage software start-up survival. We present our conclusions in Sect. 4.

2 Theoretical Background

Because literature on managerial actions grounded in resource based theory, we first
review resource based theory (RBT) followed by the research associated with manage‐
rial actions.

2.1 Resource Based Theory

RBT focuses on “describing, explaining, and predicting organizational relationships”
[11]. Scholars increasingly use the term RBT rather than resource-based view (RBV)
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due to the fact that “resource-based research has reached a level of precision and sophis‐
tication such that it more closely resembles a theory than a view” [11, p. 1303]. Here,
we consider first RBV followed by the notion of dynamic capabilities.

From the perspective of RBV, firms invest in valuable, rare, inimitable, and nonsubsti‐
tutable (VRIN) resources to gain a competitive advantage [17, 18]. Resources are impor‐
tant in a stable environment. However, in a changing environment, it is not sufficient to
consider resources alone. That is, RBV is not applicable in a dynamic environment [19, 20].
Firms therefore need to develop the ability to configure resources to respond to rapidly
changing environments [19, 21]; that is, they need to develop dynamic capabilities.

Dynamic capabilities reflect a firm’s ability to modify its resource base, thereby
transforming RBV from a static view to one suitable for a changing environment. The
core idea of dynamic capabilities is that a firm responds to a changing environment by
developing capabilities to extend or modify resources [15]. Such capabilities help a firm
to cope with rapid [19], as well as minor changes [15, 19, 21–23]. Although the notion
of dynamic capabilities advances the usefulness of RBV in a dynamic environment, it
does not explain how resources are deployed or configured to create business value [24].

Within RBT-based research, two important but underdeveloped areas need to be
addressed further. First, most of existing literature on RBT does not address the process
of resource deployment [11]. Deploying resources and capabilities is as important as
possessing those resources and capabilities [25]. The value of resources and capabilities
can be realized only when they are deployed effectively [13]. Second, extant literature
does not acknowledge the role of management in deploying resources [13, 14]. Apart
from performing operational activities such as control or supervision, managers play a
prominent role in strategic functions such as integrating complementary resources to
develop firm-specific capabilities [15].

2.2 Resource Orchestration

Resource orchestration is a recent stream of research that seeks to understand resource
deployment, a vital but under-researched aspect of RBT [11]. Resource orchestration
describes “the actions leaders take to facilitate efforts to effectively manage the firm’s
resources” [26, p.64]. Managerial actions in resource orchestration take three forms:
structuring, bundling, and leveraging. Each category is made up of specific actions.
Structuring refers to managing a firm’s resource portfolio that includes both tangible
and intangible assets. Structuring includes acquiring, accumulating, and divesting
resources. Bundling refers to developing new capabilities and modifying current capa‐
bilities. Bundling includes stabilizing, enriching, and pioneering resources. Leveraging
refers to using capabilities to compete within the target market or to satisfy customers.
Leveraging includes mobilizing, coordinating, and deploying [16].

Effects of managerial actions are contingent on a firm’s external environment. Except
for divesting and stabilizing, managers perform such actions when a firm faces high
environmental uncertainty. Divesting creates business value only when it sheds a firm’s
resources without sacrificing the firm’s current or future competitive advantage [16]. In
a highly-uncertain environment, managers are unable to evaluate accurately a resource’s
potential for competitive advantage. Therefore, divesting resources may reduce a firm’s
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potential to create value for customers [16]. Further, stabilizing does not enhance a
firm’s competence to maintain its competitive advantage in a highly-uncertain environ‐
ment. It is easy for competitors to outperform a firm that relies on stabilizing because
stabilizing involves making only minor changes to a firm’s current competence [16].

3 Theory Development

In this section, we first introduce the foundations on which our conceptual model is
based, followed by the model itself. We then introduce the boundaries of our conceptual
model.

3.1 Theoretical Foundations

We first define early-stage software start-up life cycle followed by early-stage software
start-up performance. We then present fundamental premises of our conceptual model.

Early-stage Software Start-up. The early stage of a software start-up refers to the
period during which a software start-up converts a business idea into a viable solution
designed to realize the core functions of the software innovation [27]. First, a start-up
faces technical problems associated with software development. Second, there is no
structure or formality in such a firm. Rather than a formal organization, a software start-
up is likely to be a task group. Entrepreneurs are central to the organization as a whole
and they carry out most of tasks.

Early-stage Software Start-up Performance. In this stage, the major focus of a soft‐
ware start-up is software development. Good performance in this stage indicates the
potential for first mover advantage. Early-stage software start-up performance can be
viewed from both product and process perspectives [28]. From a product perspective,
software development performance is reflected in product effectiveness. Product effec‐
tiveness refers to the extent to which the prototype fulfils the functional goals of the
innovative software product [29]. From a process perspective, software development
performance is reflected in process efficiency. Process efficiency refers to the extent to
which the software development adheres to an established budget detailing the time and
cost of converting an idea to a software prototype [30].

Fundamental Premises. Three premises underlie the development of our conceptual
model.

Resources and Capabilities Create Business Value Through Managerial Actions. This
premise reflects our belief that (a) resources or capabilities are essential for firms to
create business value, and that (b) their effects are realized through managerial actions.
Specifically, resources are factors that a firm owns, controls, or has access to, while
capabilities relate to deploying resources [31, 32]. Compared with resources, capabilities
are unique because they are developed internal to a firm by integrating technical and
physical resources [15, 33]. A firm that possesses effective resources and capabilities
has the potential to achieve high levels of performance. Such potential is realized when
managers take actions to use resources and capabilities effectively [13, 15, 16].
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A Software Startup Operates in a Highly Uncertain Environment. A software startup
introduces an innovative software product and subsequent innovations to the market‐
place. It operates, therefore, in a highly uncertain environment. The high environmental
uncertainty of a product-based software startup involves both technical uncertainty and
market uncertainty. From a technical perspective, uncertainty relates to incomplete
information regarding the possibility of achieving technical success and the cost asso‐
ciated with it [34]. From a market perspective, uncertainty arises mainly from the
competition among rival firms. A software startup normally competes with firms all over
the world and enjoys less home-advantage than startups in other industries, such as
manufacturing and retailing [35]. Note that, divesting and stabilizing are not appropriate
to a firm in a highly-uncertain environment, and therefore do not apply to the product-
based software startup that we examine in our research [16].

A Software Startup Operates as an Independent Organization. We view a software
startup as an independent organization in the process of becoming an established firm.
In a high-tech industry such as the software industry, an established firm often acquires
new technology by taking over small innovative firms [36]. In this case the software
startup will be incorporated into a larger firm and will therefore cease to exist as such.

3.2 Conceptual Model of Early-Stage Software Start-up Survival

We draw on the theory of resource orchestration [13] to develop a conceptual model of
early-stage software start-up survival (see Fig. 1). We now present our independent
constructs, the associations between them, and propositions for the associations.

Fig. 1. Conceptual model of software start-up survival

Constructs. We first examine the constructs of technical IT skills and structuring IT
expertise, followed by the associations between the constructs.

Technical IT skills. The realization of an innovative idea relies largely on the technical
competence that entrepreneurs bring to a start-up [37]. Therefore, structuring IT exper‐
tise is a very important aspect of a software start-up. To structure IT expertise, entre‐
preneurs need to use technical skills that either exist within a start-up or to which a start-
up has access.

Technical IT skills refer to the generic and explicit skills needed for developing IT
applications [38, 39]. Generic IT skills include, for example, knowledge of program‐
ming, system integration, database management. Explicit IT skills include, for example,
the knowledge that is codified in equations, blueprints. Internal technical skills are
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possessed largely by its founding team in the early stages of development because most
of software start-ups consist only of the co-founders. Technical IT skills are not,
however, restricted to those within the software start-up itself. The required skills may
be provided by IT professionals external to the start-up firm.

Structuring IT expertise. Structuring IT expertise refers to managing the specialized IT
knowledge of a start-up [16]. Because software development is knowledge work, its
success mainly relies on IT expertise [40]. A team’s expertise derives from the aggre‐
gation of individual skills [41]. A start-up operates at a resource disadvantage in its early
stages of development [26]. Therefore, entrepreneurs need to acquire necessary knowl‐
edge from the external environment. Further, individual knowledge may not be readily
transferrable and is, therefore, resistant to elaboration across an organization [42].
Hence, entrepreneurs need to promote internal learning and training to accumulate and
structure knowledge within their software start-ups.

Specifically, structuring IT expertise includes two types of actions: acquiring and
accumulating expertise. Acquiring refers to obtaining IT expertise from the marketplace
[43]. For example, entrepreneurs obtain advice from external IT experts or hire new IT
staff to enrich their firm’s IT expertise. Accumulating expertise refers to developing IT
expertise internal to a firm. Highly firm-specific resources cannot be bought as commod‐
ities from the marketplace; rather, they require internal accumulation [44]. For example,
the understanding of the software innovation is the knowledge that needs to be accu‐
mulated through learning-by-doing and learning-by-trying [45].

Associations between Constructs. We first examine the association between technical
IT skills and structuring IT expertise, followed by the association between structuring
IT expertise and software development performance.

Technical IT skills and structuring IT expertise. Technical IT skills aid entrepreneurs in
structuring IT expertise in two ways. First, technical IT skills of the founding team in
software start-ups facilitate acquiring expertise by enhancing entrepreneurs’ awareness
of the value of IT expertise [46]. IT expertise is valuable only when its contribution to
a firm exceeds the cost of acquiring it [43]. Appropriate technical IT skills enable entre‐
preneurs to evaluate more precisely the potential business value provided by IT
personnel. Such evaluation is critical for entrepreneurs to prioritize their marketplace
acquisitions. That is, entrepreneurs focus efforts on acquiring IT expertise that is most
needed in their start-ups.

Second, to accumulate IT expertise, internal technical IT skills must already be in
place. Accumulating IT expertise requires training programs [16, 44]. Technical IT skills
provide a rich environment in which entrepreneurs design internal training programs.
For example, entrepreneurs assign less-experienced IT personnel to work on a software
development project along with IT experts that has adequate IT technical skills, which
helps nascent employees develop their skills thereby enriching the specialized knowl‐
edge of the software start-up. Hence, we propose the following proposition:

P1. Technical IT skills of the founding team are positively associated with structuring
IT expertise.
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Structuring IT expertise and software development performance. Structuring IT exper‐
tise contributes to software development performance because entrepreneurs acquire
and accumulate specialized knowledge for prototype development. When IT expertise
is present, the likelihood of developing a successful software prototype is high [40].
First, structuring IT expertise is critical for ensuring the effectiveness of a software
prototype. If entrepreneurs structure a set of specialized knowledge regarding prototype
development, they will help their start-ups develop an accurate understanding of the
software functionality and conceptualize a software solution to realize the required
functionality [47]. The more effectively entrepreneurs structure IT expertise, the better
the possibility of realizing the software innovation.

Second, structuring IT expertise is beneficial for enhancing the efficiency of software
development. If entrepreneurs structure their IT expertise appropriately, they are better
placed to obtain the knowledge necessary to overcome the technical barriers encoun‐
tered, thereby accelerating the pace of software development. Further, if entrepreneurs
structure IT expertise, a software start-up will be likely to develop a reasonable software
development plan based on cost, risk assessment, and schedule [48]. Therefore, we
propose the following proposition:

P2. Structuring IT expertise is positively associated with software development
performance.

3.3 Boundaries of the Conceptual Model

Three premises underlie our model of early-stage software startup survival. The model
will not hold when any of the fundamental premises is violated.

First, the model is only suitable for explaining firm failure due to inefficient mana‐
gerial actions. For example, failing to structure IT expertise may lead to a software
startup’s failure in software development. Expect from inefficient managerial actions,
various factors may cause a firm to fail in the marketplace. For example, although the
actions entrepreneurs take may be effective for managing a software startup’s resources,
a software startup may exit from the industry because of the negative impacts of financial
crisis. Such kinds of circumstances are not accounted for in our model.

Second, our theory is only applicable for a software startup that introduces the initial
software product and subsequent innovations to the marketplace. Two types of software
startups are not accounted for in our model. One refers to software startups that focus
on providing outsourcing services for other firms. Such firms repeatedly engage in the
process of software development but are not responsible for introducing the software
innovation into the marketplace. The other one refers to software startups that outsource
completely development tasks to other firms, and therefore they do not engage in product
development activities. Technical uncertainty and market uncertainty for such firms are
low, so managers may maintain current competitive advantage by stabilizing existing
business processes. Managers may also divest resources when they have a full under‐
standing of business environment [16].

Third, a software startup is taken over by another firm is not addressed in our model.
Some startups are designed to be sold because their entrepreneurs are more likely to
have entrepreneurial preferences [49]. Entrepreneurs, who enjoy starting a new business
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from scratch, may sell their business after their firms demonstrates viable prototypes
and then engage with a new business.

4 Conclusion

We first present the potential contributions of our research, followed by its practical
implications. We then present research directions

4.1 Expected Contributions

Our research seeks to contribute theoretically to existing literature in two areas: IS
research in general and resource-based theory.

First, our research contributes to IS research by developing a theory of how an early
stage software start-up survives. It is important for IS researchers to understand what
management in software firms needs to do to facilitate survival. To the best of our knowl‐
edge, IS research to date provides few insights into the development of a software start-up.

Second, our research contributes to resource-based theory by explaining how
resources and capabilities are deployed to achieve high levels of performance at early
stage of a software start-up. Prior research primarily focuses on documenting that a set
of resources and capabilities lead to firm performance. Such research is silent on how
resources and capabilities are deployed [11, 50]. In our research, we examine the role
of managerial actions in using resources and capabilities to achieve firm performance.

4.2 Practical Implications

Our research has major implications for practice. We identify the actions entrepreneurs
need to take to manage a software start-up’s resources in the early stages of a software
start-up. Resources themselves cannot create value for customers and owners. It is the
use of resources that directly leads to business value. Entrepreneurs may facilitate the
delivery of innovative software applications and thus compete successfully in the
marketplace by effective resource management and resource utilization.

4.3 Research Directions

We present the possibilities of furthering our research. First, researchers can develop
measures for the concepts in our conceptual model and collect empirical data to test our
conceptual model. Second, researchers can examine the development of software start-
ups that are in the late-stage of startup life cycle. Firms in different life-cycle stages
require different resources and actions into managing resources [13]. It is meaningful to
examine the effects of resources and managerial actions on performance across start-up
life cycle stages.
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Abstract. In this paper, we propose an architecture-oriented design method for
human-computer interaction systems. This design method adopts the
structure-behavior coalescence (SBC) architecture as a systems model. SBC
architecture design method starts from the preparation phase and then goes
through the creative thinking, concept, preliminary design, and detailed design
phases of SBC architecture construction. SBC architecture design method uses
six fundamental diagrams to formally design the essence of a human-computer
interaction system and its details at the same time. In the concept phase,
architecture hierarchy diagram and framework diagram are used. In the pre-
liminary design phase, component operation diagram and component connec-
tion diagram are used. In the detailed design phase, structure-behavior
coalescence diagram and interaction flow diagram are used. With the above six
diagrams, we then can effectively design the structure, behavior, and informa-
tion of human-computer interaction systems; resolve uncertainties and risks
caused by those non-architecture-oriented design methods.

Keywords: Architecture-Oriented design method � SBC architecture �
Human-Computer interaction system

1 Introduction

In general, a human-computer interaction system is exceptionally complex that it
includes multiple views such as structure, behavior, and information views [8, 10]. The
systems model designs the human-computer interaction system multiple views possibly
using two different methods. The first one is the non-architecture-oriented method and
the second one is the architecture-oriented method [1, 6]. Non-architecture-oriented
systems model respectively picks a model for each view [7, 9]. The architecture-oriented
system model, instead of picking many heterogeneous and unrelated models, will use
only one single coalescence model [2, 11].

An architecture-oriented design method for human-computer interaction systems
adopts the SBC architecture [3–5] as a systems model.With SBC architecture, we then can
effectively design the structure, behavior, and information of human-computer interaction
systems; resolve uncertainties and risks caused by those non-architecture-oriented design
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methods. Overall, SBC architecture design method helps integrate different stakeholders’
works on the same track and unfold the backbone of human-computer interaction systems.
The human-computer interaction system design result of SBC architecture can be used as
human-computer interaction systemblueprints to improve the acceptance and effectiveness
of the development of human-computer interaction system.

The remaining of this paper is organized as follows. We first give a brief review of
the differences between non-architecture-oriented and architecture-oriented models.
Section 3 outlines the SBC architecture design method for human-computer interaction
systems. Section 4 concludes the paper by summarizing the contributions of the SBC
architecture design method.

2 Non-Architecture-Oriented and Architecture-Oriented
Systems Models

A systems model is a virtual system, distinguished from a physical system, used to
design either the physical or virtual systems. A physical system, e.g., house, tree, river,
airplane, etc., exists in the physical world. A virtual system, e.g., symbol, language,
diagram, software, virtual reality, thought, etc., exists in the virtual world.

A human-computer interaction system is exceptionally complex that it includes
multiple views such as structure, behavior, and information views. The systems model
designs the human-computer interaction system multiple views possibly using two
different methods. The first one is the non-architecture-oriented method and the second
one is the architecture-oriented method.

The non-architecture-oriented method respectively picks a model for each view as
shown in Fig. 1, the structure view has the structure model; the behavior view has the
behavior model; the information view has the information model. These multiple
models are heterogeneous and unrelated of each other, thus there is no way to put them
into a conformity model [7, 9].

The architecture-oriented method, instead of picking many heterogeneous and
unrelated models, will use only one single coalescence model as shown in Fig. 2. The
structure, behavior, and information views are all integrated in this multiple view
coalescence (MVC) systems model [1–6, 11].

Structure
model

model
Information

Fig. 1. The non-architecture-oriented approach
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Figure 1 has many models. Figure 2 has only one model. Comparing Fig. 1 with
Fig. 2, we unquestionably conclude that an integrated, holistic, united, coordinated,
coherent, and coalescence model is more favorable than a collection of many hetero-
geneous and unrelated models.

Since structure and behavior views are the two most prominent ones among mul-
tiple views, integrating the structure and behavior views apparently is the best approach
of integrating multiple views of a system. In other words, structure-behavior coales-
cence (SBC) facilitates multiple view coalescence (MVC) as shown in Fig. 3. There-
fore, we claim that SBC architecture is an architecture-oriented systems model.

3 SBC Architecture Design Method for Human-Computer
Interaction Systems

SBC architecture design method adopts the SBC architecture as a systems model. SBC
architecture design method shall start from the preparation phase and then goes through
the creative thinking, concept, preliminary design, and detailed design phases of SBC
architecture construction. Each phase checks with the SBC architecture to make sure
the constructed human-computer interaction system is what the users want as shown in
Fig. 4.

SBC architecture design method uses six fundamental diagrams to formally design
the essence of a human-computer interaction system and its details at the same time. In
the concept phase, architecture hierarchy diagram (AHD) and framework diagram
(FD) are used. In the preliminary design phase, component operation diagram

MVC

Fig. 2. The architecture-oriented approach

MVC

SBC

Fig. 3. SBC facilitates MVC
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(COD) and component connection diagram (CCD) are used. In the detailed design
phase, structure-behavior coalescence diagram (SBCD) and interaction flow diagram
(IFD) are used.

3.1 Concept Phase

Through architecture hierarchy diagram (AHD), designers shall clearly observe the
multi-level decomposition and composition of a human-computer interaction system.
As an example, Fig. 5 shows that Multimedia KTV is composed of Song_Selection and
Songs; Songs is composed of Song_1 and Song_2. Among them, Multimedia KTV and
Songs are aggregated systems while Song_Selection, Song_1 and Song_2 are
non-aggregated systems.

Preparation

Creative
thinking

Detailed
design

design

SBC
architecture Concept

Preliminary

Fig. 4. SBC architecture design method

Song_Selection

Songs

Song_1 Song_2

Multimedia KTV

Fig. 5. AHD of the multimedia KTV
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Framework diagram (FD) designs the decomposition and composition of a
human-computer interaction system in a multi-layer manner. Only non-aggregated
systems will appear in the FD.

As an example, Fig. 6 shows a FD of the Multimedia KTV. In the figure, Pre-
sentation_Layer_2 contains the Song_Selection component; Presentation_Layer_1
contains the Song_1 and Song_2 components.

3.2 Preliminary Design Phase

For a human-computer interaction system, we use a component operation diagram
(COD) to design all components’ operations. Figure 7 shows a COD of the Multi-
mediaKTV. In thefigure, component Song_Selection has two operations: Select_Song_1
and Select_Song_2; component Song_1 has two operations: Broadcast_Song_1 and
Sing_Song_1; component Song_Selection has two operations: Broadcast_Song_2 and
Sing_Song_2.

Presentation_Layer_2

Song_Selection

Presentation_Layer_1 

Song_1 Song_2

Fig. 6. FD of the multimedia KTV

Song_Selection

Select_song_1 Select_song_1

Song_1 Song_2

Broadcast_song_2Broadcast_song_1 Sing_song_2Sing_song_1

Fig. 7. COD of the multimedia KTV
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We use a component connection diagram (CCD) to design how the components
and actors (in the external environment) are connected within a human-computer
interaction system. Figure 8 exhibits a CCD of the Multimedia KTV.

3.3 Detailed Design Phase

In a human-computer interaction system, if the components, and among them and the
external environment’s actors to interact, these interactions will lead to the systems
behavior. That is, “interaction” plays an important factor in coalescing structures with
behaviors for a human-computer interaction system.

We use a structure-behavior coalescence diagram (SBCD) to design how the
structure and behavior are integrated within a human-computer interaction system.
Figure 9 exhibits a SBCD of the Multimedia KTV. In this example, an actor interacting
with three components shall represent the overall systems behavior. Interactions among
the Singer actor and the Song_Selection and Song_1 components generate the Ka-
laOK_Song_1 behavior. Interactions among the Singer actor and the Song_Selection
and Song_2 components generate the KalaOK_Song_2 behavior.

The overall behavior of a human-computer interaction system is the collection of all
of its individual behaviors. All individual behaviors are mutually independent of each
other. They tend to be executed concurrently. For example, the overall Multimedia
KTV’s behavior includes the KalaOK_Song_1 and KalaOK_Song_2 behaviors. In
other words, the KalaOK_Song_1 and KalaOK_Song_2 behaviors are combined to
produce the overall behavior of the Multimedia KTV.

The major purpose of adopting the SBC architecture design method, instead of
separating the structure model from the behavior model, is to achieve one single
coalesced model. In Fig. 9, designers are able to see that the systems structure and
behavior coexist in a SBCD That is, in the SBCD of the Multimedia KTV, designers
not only see its systems structure but also see (at the same time) its systems behavior.

The overall behavior of a human-computer interaction system consists of many
individual behaviors. Each individual behavior represents an execution path. We use an

Song_Selection

Singer

Song_2Song_1

Fig. 8. CCD of the multimedia KTV
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interaction flow diagram (IFD) to design this individual behavior. The overall Multi-
media KTV’s behavior includes two behaviors: KalaOK_Song_1 and
KalaOK_Song_2.

Figure 10 shows the IFD of the KalaOK_Song_1 behavior. First, actor Singer
interacts with the Song_Selection component through the Select_Song_1 operation call
interaction. Next, component Song_Selection interacts with the Song_1 component
through the Broadcast_Song_1 operation call interaction. Finally, actor Singer interacts
with the Song_1 component through the Sing_Song_1 operation call interaction.

Figure 11 shows the IFD of the KalaOK_Song_2 behavior. First, actor Singer
interacts with the Song_Selection component through the Select_Song_2 operation call
interaction. Next, component Song_Selection interacts with the Song_2 component
through the Broadcast_Song_2 operation call interaction. Finally, actor Singer interacts
with the Song_2 component through the Sing_Song_2 operation call interaction.

Song_1

Singer

Song_Selection

“KalaOK_Song_2” 
Behavior

“KalaOK_Song_1” 
Behavior

Multimedia KTV

Song_2

Fig. 9. SBCD of the multimedia KTV
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Fig. 10. IFD of the “KalaOK_Song_1” behavior
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4 Conclusions

A human-computer interaction system is very complex that it includes multiple views
such as structure, behavior, and information views. The systems model designs the
human-computer interaction system multiple views possibly using two different
methods. The first one is the non-architecture-oriented method and the second one is
the architecture-oriented method.

Non-architecture-oriented systems model respectively picks a model for each view.
These multiple models are heterogeneous and unrelated of each other, thus there is no
way to put them into a conformity model. Architecture-oriented systems model, instead
of picking many heterogeneous and unrelated models, will use only one single coa-
lescence model. The structure, behavior, and information views are all integrated in this
multiple view coalescence (MVC) systems model.

Since structure and behavior views are the two most prominent ones among mul-
tiple views, integrating the structure and behavior views apparently is the best approach
of integrating those multiple views of a system. In other words, structure-behavior
coalescence (SBC) facilitates multiple view coalescence (MVC). Therefore, we claim
that SBC architecture is an architecture-oriented systems model.

SBC architecture design method adopts the SBC architecture as a systems model.
SBC architecture design method starts from the preparation phase and then goes
through the creative thinking, concept, preliminary design, and detailed design phases
of SBC architecture construction. SBC architecture design method uses six funda-
mental diagrams to formally design the essence of a human-computer interaction
system and its details at the same time. In the concept phase, architecture hierarchy
diagram and framework diagram are used. In the preliminary design phase, component
operation diagram and component connection diagram are used. In the detailed design
phase, structure-behavior coalescence diagram and interaction flow diagram are used.
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Song_2

Broadcast_Song_2
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Sing_Song_2

Fig. 11. IFD of the “KalaOK_Song_2” behavior
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With these six diagrams, we then can effectively design the structure, behavior, and
information of human-computer interaction systems; resolve uncertainties and risks
caused by those traditional non-architecture-oriented design methods. Overall, SBC
architecture design method helps integrate different stakeholders’ works on the same
track and unfold the backbone of human-computer interaction systems. The
human-computer interaction system design result of SBC architecture can be used as
human-computer interaction system blueprints to improve the acceptance and effec-
tiveness of the development of human-computer interaction system.
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