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Foreword

The 17th International Conference on Human-Computer Interaction, HCI International
2015, was held in Los Angeles, CA, USA, during 2–7 August 2015. The event
incorporated the 15 conferences/thematic areas listed on the following page.

A total of 4843 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 73 countries submitted contributions, and 1462 papers and
246 posters have been included in the proceedings. These papers address the latest
research and development efforts and highlight the human aspects of design and use of
computing systems. The papers thoroughly cover the entire field of Human-Computer
Interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. The volumes constituting the full 28-volume set of the
conference proceedings are listed on pages VII and VIII.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2015
conference.

This conference could not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor, Prof. Gavriel Salvendy. For their outstanding efforts,
I would like to express my appreciation to the Communications Chair and Editor of
HCI International News, Dr. Abbas Moallem, and the Student Volunteer Chair, Prof.
Kim-Phuong L. Vu. Finally, for their dedicated contribution towards the smooth
organization of HCI International 2015, I would like to express my gratitude to Maria
Pitsoulaki and George Paparoulis, General Chair Assistants.

May 2015 Constantine Stephanidis
General Chair, HCI International 2015
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Utilizing Virtual Worlds for Personalized
Search: Developing the PAsSIVE Framework

James Braman1(&) and Charles Dierbach2

1 School of Applied and Information Technology, Community College
of Baltimore County, 7201 Rossville Boulevard, Rosedale, MD, USA

jbraman@ccbcmd.edu
2 Department of Computer and Information Sciences, Towson University,

8000 York Rd, Towson, MD, USA
cdierbach@towson.edu

Abstract. Search engine technology has greatly enhanced our ability to filter
through the chaos of finding relevant information online. Despite the current
capabilities, however, there is the promise of further improvement through the
use of personalization and alternative interfaces. In this paper we examine one
such alternative named PAsSIVE (Personalized Assisted Search in a Virtual
Environment). PAsSIVE immerses the user in the virtual world of Second Life
in which results are rendered. As part of this research, we investigate the design
and development of a 3D search interface, and reflect on insights gained. This
paper also discusses future work related to personalization and proactive search.

Keywords: Virtual worlds � Personalized search � Second life � PAsSIVE

1 Introduction

There have been a growing number of 3D environments that have emerged for a vast
array of purposes and target age groups [14]. With a wide range of multi-user virtual
environments (MUVEs) available today, social interactions and applications of all
kinds are increasingly common place. Adding to these forms of interaction, there is the
possibility of extensions and integration into other applications through scripting lan-
guages, allowing for additional features. From this added flexibility, some virtual
worlds allow for the possibility of interacting with web data in a more realistic and
natural way. Despite the diverse virtual worlds and features available, they all have
some common characteristics, particularly with the user’s representation, the avatar. An
avatar is a personification of the user as an interactive artifact, with a level of habitation
(which enhances realism of the space) and a representation or sense of space [17].
MUVEs can be used in a range of domains, including education, simulation, data
visualization, business, and much more, with far reaching implications [1, 24, 25].

Due to its popularity, flexibility and applicability for research, Second Life was
chosen as the virtual world to utilize for this project. Second Life is an Internet based
three-dimensional virtual world, created by Linden Labs. Other similar virtual envi-
ronments include Twinity, Active Worlds and There. Linden Lab encourages creativity
among its user base, and allows for the protection of Intellectual Property of created

© Springer International Publishing Switzerland 2015
G. Meiselwitz (Ed.): SCSM 2015, LNCS 9182, pp. 3–11, 2015.
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elements in-world. Users interact within Second Life with objects and other users. One
can customize the appearance of their avatar, transform their environment (by creating
virtual objects), communicate, collaborate and cooperate [11]. The “residents” of
Second Life create content and communicate via text chat or voice communication.
Interactive objects are built by using a scripting language (Linden Script Language)
that is designed to theoretically be simple enough for those with little previous pro-
gramming experience.

In this project, the aim is to use the inherent visual display and immersive qualities
of Second Life for the main interface of a search engine, while alsoimproving the
results through personalization. Many researchers agree that in order for search engines
to effectively personalize results, they must tailor their actions based on information
from individual users and web content [10]. It follows, therefore, that search engines
should incorporate (a) the individual user’s general interests, (b) the individual user’s
current information need, and (c) information about the content searched. The search
agent PAsSIVE (Personalized Assisted Search in a Virtual Environment) is designed to
use a virtual world interface while incorporating these three points towards personal-
ization. Another unique aspect of the personalized search agent is the ability to perform
self-directed, proactive search of web content while the user is offline. This feature adds
new content to the search index, which is more specific to the user’s general interests,
building a more custom tailored set of links. As the system learns more about the user,
search results are ranked using amulti-layered approach making use of both content,
page structure and user interests.

To address the problem of users needing to sift through the many links of a search
query, the PAsSIVE system search results are presented as a 3D visualization within
Second Life. The user’s avatar is used to both perform a search and navigate through
the search results. The goal of the visualization is to present the resulting information in
a more intuitive form than simply as a list of links. The goal of this work is to
demonstrate the potential for personalized, proactive search in a 3D environment. The
overall long term research questions for this project are: (1). What demonstrated
potential is gained through this type of search framework? and (2). Is there demon-
strated potential in satisfying a user’s information need by the use of a 3D visualization
of search results? In this paper, we reflect on feedback gained from the design of the
interface as we seek to investigate our overall research questions expanding on our
previous research [3].

2 Virtual Environments as a Search Interface

Over the past several years there have been a growing number of data, text and web
mining tools that utilize traditional statistical analyses to find trends. Many of these
tools differentiate themselves through various visualization techniques [26]. This same
trend can also be seen with mainstream search engines, as the search interface visu-
alization is how people interact with the system and is how links are displayed, serving
an important role [12, 16]. As virtual worlds like Second Life have potential beyond
their intended scope, we foresee many new creative and innovative developments from
these technologies in the future, specifically regarding visualization.

4 J. Braman and C. Dierbach



The role of the interface for a virtual environment is to provide a graphical repre-
sentation of the environment in which the user is interacting. In our case we are extending
the interface to mean, not simply the environment “window” itself, but the graphical
representation of our 3D search interface and its display of search results. PAsSIVE uses
the virtual world to show the search results in an immersive way while being an interactive
component of the user’s avatar. This idea allows for interactions that limit the breaking of
the “Magic Circle” while also potentially maintaining immersion by allowing all inter-
actions for search to happen in-world. Many Projects have used 3D environments for
visual displays and Information Retrieval purposes. These projects have used 3D spaces in
a limited way to project a representation of images or results to help the user view content
[6, 19]. These experimental systems have included the display of shapes or colors to
display document similarity or explored content, or by using spatial metaphors to assist
with navigation [13]. There have been other initiatives aimed at visualizing web content
by displaying traditional 2D lists into a 3D space [18] or by using other variations on
treemaps [8]. Others aimed at creating virtual objects such as virtual interactive “books”
that mimic a physical book where one can flip through “pages” of similar content [5]. In
contrast, implementations using technologies such as VRML for 3D interface applications
for use on the web has generally not caught on.

Several major industries have gained substantial benefits from using 3D representa-
tions such as in medical imagery, architecture, and computer aided design [20].
Advancements in display technology, including the Oculus Rift, have afforded new
possibilities for visualizations [15]. As cited by Rohrer [18], there are several common
approaches for visualizing hierarchal data: cone trees, treemaps and hyperbolic browsers.
Objects that represent information can be displayed in a way to emphasize certain data by
changing size, height or surface appearance [7]. Additionally, the VR-Net project of
Cleary et al. [9] used a VRML based interface to visualize related search results in a virtual
space. Pages are represented as basic objects (box, cone, cylinder, line and spheres) and
displayed based on reaction to the query and other topics related to the topic.

There have been several attempts to visualize large quantities of information by
researchers in the domain of information visualization. However, very limited research
has been conducted using virtual worlds or online games for visualization. One
example of an integrated application is the Sloodle browser, an open source Second
Life tool in which avatars can collaboratively interact to view web content often
associated with the Moodle Learning Management System [22]. Another example is
Daden Limited’s DataGlobe, a 3D interactive globe created for Second Life that can be
clicked on specific areas to view information about an item or information on a nearby
display screen [2]. DataGlobe was made interactive via LSL and linked data feeds and
other outside information from the web. In a separate project by Daden, live air traffic
data can be visualized in Second Life. Smallman et al. [23] have a similar display using
a traditional 3D display of aircraft data. Virtual worlds in particular are very flexible
simulations that can incorporate degrees of real and unreal elements. Due to the
potential of interactivity, flexibility and the benefits of 3D search interfaces, coupled
with the rise of popularity of virtual worlds, we have chosen to design PAsSIVE’s
interface as a virtual browsing object or component as described in the next section.
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2.1 The Virtual Browsing Component (VBC)

Unique to the design of PAsSIVE is its interface. To our knowledge, no other per-
sonalized search engine currently uses an online game or virtual world as its primary
interface. Since PAsSIVE is integrated into Second Life, users need a representation
(avatar) in the environment. The user controls their avatar to interact within the world
of Second Life, and specifically with the Virtual Browsing Component (VBC). It is
through the avatar that the user is able to search and view results. The location of the
virtual browsing component is at a fixed point within Second Life and requires
approximately 1024 meters of simulated land.

To use the PAsSIVE system, one’s avatar would walk within ten meters of the
VBC and click the search object to activate it. This object looks like a magnifying
glass. The user can then “speak” (via the default text chat channel #10) the search query
they which to submit to the system. The query is then intercepted and tokenized by a
script written in the Linden Scripting Language (LSL), and then passed to a PHP script
running on a webserver that is listening for search requests. LSL is required in order to
make objects in Second Life interactive or to connect to external programs outside of
Second Life. LSL “follows the familiar syntax of a C/Java style language, with an
implicit state machine for every script” [4]. The framework for PAsSIVE is imple-
mented in the Python programming language, but connects to Second Life using LSL
via the HTTP request library. Data from any user interaction including query terms are
sent to the agent, processed, and then sent back to SL. Based on the search query, the
Search Personalization Component (SPC) sends back to the VBC the top 10 URLs that
it has calculated to be the best match to satisfy the user’s information need. Each of the
10 URL’s returned are sent to individual display units that display a given URL and
various personalization values as part of the interface.

A key benefit of using a 3D virtual environment is having the ability to manipulate
multiple camera views and the avatar’s positioning, and the ability to change virtual
objects. Users of virtual worlds have certain expectations of interaction. As with most
displays of information “Users will want to filter, select and restructure their infor-
mation rapidly and with minimum effort” [21]. The display of search results follows
this idea, with the presentation of personalized links in a simple, filtered approach that
can be viewed in different ways and angles. Once a data sphere receives the URL data it
represents, it changes its color and position (and sometimes movement) to indicate to
the user the strength of likelihood that it matches their search interests. Above each
sphere, the webpage appears for its respective URL. If the user clicks on a sphere, the
actual webpage is loaded into the main display area, where the user can use and interact
with the site as normal. When a user clicks on a website, that information is sent back
to the SPC.

3 Preliminary Survey Discussion

A preliminary survey was conducted to gain insight into three main aspects of user
interactions with search engines. This included collecting information on 1. Typical
user search habits and encountered problems; 2. Participant willingness to interact

6 J. Braman and C. Dierbach



within a 3D search engine environment compared to a traditional web based applica-
tions; and 3. Preferences for using personalization features. In the paper, we are only
reporting the main findings related to the interface.

The survey was administered to two classes at Towson University (the second
author’s institution) in the fall of 2011 and 2012. Both classes consisted of 30 Infor-
mation Technology students (for a total of 60 students for both semesters) in a class
titled “Emerging Internet Technologies”. This is an elective course for junior and senior
IT majors. Due to the specific course content, all students surveyed had previously used
search engines and were also familiar with the concept of search personalization, the
basics of search engine functionality, and the use of virtual worlds (specifically Second
Life). From both classes, fifty-seven participants responded for a 95.0 % completion
rate. The average age of the participants was 23.9 years old and consisted of forty-five
males and twelve females. The feedback obtained from the preliminary survey was
advantageous in gaining better insight into the general problems, interactions and
desired features of search engines from advanced users.

We were also able to gain some insights for the design on the 3D PAsSIVE
interface survey. In general, from the participants surveyed, we were able to sub-
stantiate that search engines are used frequently, and that despite their usefulness, there
is still considerable room for improvement to meet the needs for users. Fifty-six percent
of the participants surveyed noted that they do use additional features (Advanced
Search) offered by search engines to enhance their searches. Many also noted that their
primary search engine still provides irrelevant search results despite the fact that they
felt they were provided mostly good search results. Often there was still a need to
update their query or evaluate additional links in order to satisfy their information need.
Regarding the display of search results returned to the users, most (71.9 %) reported
that they did not feel there was a need for any visual changes to the interface. Only a
small number believed that changing the display of the results would have a beneficial
effect on search engine usability (17.5 %). From the summary of responses from the
proposed interface changes, there was a wide variety of comments without a consensus
on any particular change. However, sixteen participants from those suggesting general
improvements (28.0 %) did note that providing better or more refined search results
would be useful. Regarding personalization specifically, the majority of the survey
participants (65.0 %) responded “yes” or “maybe” regarding their willingness to use of
a more personalized search engine, but some expressed concerns about privacy and the
potential for more biased results.

The final part of the survey focused on gaining feedback regarding their potential
use of a 3D search engine. When the students were asked if they would use such a
system if one were available, the results were generally mixed. Thirty-five percent
noted that they would not use such a program, 40.4 % of the participants said “Yes”,
and 24.5 % said “Maybe”. In this particular study, the participants were not provided a
particular visual representation of a prototype for that question. Comments, however,
about the possibility of a 3D search engine revealed that such a program could be
useful and potentially allow for quicker reading of results, while also potentially more
distracting and harder to use.

Lastly, the participants were shown three images of a 3D display of a search
interface. These were based on a general Tree Structure, a Search “Room”, and also a
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set of linking virtual spheres in Second Life. When asked which potential display they
would prefer as a 3D search engine interface, the results were mixed. It is important to
note that with this question there was no discussion on how these prototype designs
would specifically function; users were simply provided the image. An equal number of
the participants (21) reported that they preferred the Tree structure and Link sphere
design, while the remaining 14 participants preferred the idea of a “Search room”.
From this question we wanted to investigate if the participants had a particular pref-
erence for one design over another. Since the majority of users noted the first and last
design, we improved the PAsSIVE interface to include a better display of the results
and changed how the results were displayed. With a tree based structure, the hierar-
chical nature of the result placement can provide insightful meaning of relationships.
Using this idea, combined with the original idea of the link sphere structure, the
PAsSive interface was updated to provide a combination of these features.

4 Interface Survey

A second survey designed to gain insights into the construction of the interface of
PAsSIVE was administered in the fall of 2013 in a course at Towson University titled:
“Virtual Worlds: Impacts of Online Interaction”. The participants for this survey were
all very knowledgeable of Second Life, and had experience scripting and using
advanced features and controls. All participants also had experience using interactive
objects in-world and had spent at least one full semester using SL. Additionally, all
participants were experienced search engine users. For this survey there were a total of
21 participants, with all 21 responding to the survey, yielding a 100 % response rate.
The survey was administered electronically.

The survey consisted of two open-ended questions. The first question asked par-
ticipants to imagine the idea of using a virtual world to search and view information
online in a 3D space through an avatar, and “If a 3D search engine existed in Second
Life, how would you imagine the information would appear or be displayed”? Table 1
summarizes the main points outlined by the participants, including response frequency.

Table 1. Summary of proposed display interface interaction

Main feature Frequency (n = 21)

Floating screen, webpage or holographic display 7
Information displayed around user or in environments 5
User can choose view or display type 5
Displayed as a normal webpage 4
Search room or space 3
Virtual computer or object to be used by the avatar 3
Virtual objects are associated with the search 2
Includes voice or other sound 1
Clickable objects that display page 1
Heads-up Display (HUD) 1
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While most responses for this question varied in detail and length, the “main feature”
description was used to delineate the response in constructing the table below. Par-
ticipants could list multiple features in their responses.

The second question described a particular scenario, and also included an image of
a preliminary design of PAsSIVE and asked participants to comment. The following
statements were provided:

How would you feel about a 3D search engine interface as provided in the image? In this
example, websites are displayed based on what an avatar is searching for. The top search
results are displayed as web pages around the user. If the user likes a page, and wants more
information about it, they are able to click on the colored sphere where the page would load in
the web browser. Please explain how you feel about the display in detail.

The purpose of this open-ended question was to gain additional feedback on the
PAsSIVE interface as a result of the adjustments from the first survey administered.
The image and scenario presented to the participants was based on the actual imple-
mentation of the program. The responses to this question was greatly varied and
difficult to summarize. However, several general themes emerged. Twenty participants
(95.2 %) expressed a positive sentiment towards the presented design. (One participant
felt that the information presented was forcing 2D content into a 3D space, and pre-
ferred to use a regular browser.) Four participants (19 %) commented on the colored
spheres, noting that they were either too big, unnecessary, or out of place. Generally,
the comments did not indicate the need for major changes. Several comments pointed
out such things as the potential need to change camera angles, and moving the avatar to
view information more clearly (or zoom into the web page display area).

5 Discussion

Many of the results of the first survey did correlate with our expectations and the
findings in the literature about search and search interface problems. The interface
survey in particular was essential as we are making changes to the program and
updating the design before carrying out more experiments and in-depth user testing. As
the participants of the second survey were very familiar with Second Life, we were able
to better understand how potential users of the system would view such an application.
As a result of this information, the following changes are being implemented to
improve the design:

• Shrinking the overall area of the interface to a more manageable size.
• Making the size and location of the colored spheres less obtrusive.
• Providing more feedback through the sphere about web pages in relation to a user’s

query.
• Including a link to a video tutorial and detailed instructions in text on how to use the

system (which can be accessible in-world).
• Changing the display of the web pages for easier viewing.
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Feedback obtained from both surveys was helpful making improvements and justifying
some features. We plan on conducting other surveys and testing which is discussed in
the next section.

6 Conclusions and Future Work

This paper discusses some of the key ideas and results of the development of the
PAsSIVE agent framework, in particular the interface. The framework provides per-
sonalized search using Second Life to render search results. Through one’s avatar, the
user is able to view web content, and search and manipulate results. As the project
investigates the use of both personalization and user interaction within a 3D interface,
this paper mainly focuses on the interface design. The survey results were very useful
for the continued development and testing of the system. The resulting changes to the
overall size, color and the angle of the in-world object, we believe will improve
navigation. Eventually, we want to take advantage of the full range of motion and
camera angle capabilities to truly make an immersive search object that is more inte-
grated and natural than current 2D renderings. Although the first survey was limited
and a pilot for later designs, common search problems and desired search features were
identified. The second interface-focused survey was helpful in finding features
expected of a 3D search interface, and reactions to the latest 3D design. In the near
future we will be updating the overall design of the virtual interface, and implementing
some of the changes needed for further personalization. Through this research, we aim
to eventually demonstrate the effectiveness of search interfaces that incorporate the
features of 3D visualization, personalization, and proactive search.
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Abstract. Nonverbal communication is essential to human interaction. All this
information is absent in mobile text conversations. This work describes an effort
to extend text chat in mobile devices by continuously displaying emotional status
and inserting automatically detected facial expression responses, such as a smile,
to conversations. Acknowledged related work, regarding the examination of non-
verbal communication through text messaging are considered and distinguished
from the present solution. The implementation of a mobile phone application with
the debated feature is described and user studies are reported. Context of appli‐
cation, conclusions and future works are also discussed.

1 Introduction

Nonverbal communication has been intriguing researchers for very long. In early 1870 s,
scientific literatures on nonverbal communication and comportment were published in
Charles Darwin’s book “The Expression of the Emotions in Man and Animals” [5].
Darwin claimed that all mammals, both humans and animals, presented emotion through
facial expressions. Affirming questions such as: “Why do our facial expressions of
emotions take the particular forms they do?” and “Why do we wrinkle our nose when
we are disgusted and bare our teeth when we are enraged?” [6].

Humans depend on visual signals when interacting within a social setting, and in an
online conversation scenario, the lack of eyesight due to physical remoteness hinders
the quality of social interactions. Since essential nonverbal communication is comprised
of facial gestures and expressions, text chat users are at a disadvantage when engaging
in interpersonal communication.

2 Problem Scenario

Nonverbal indications carried in a conversation is often conclusive for disambiguation.
In [8], long-distance relationships and video chat technology is well debated. In one of
the interviews from this work, some subjects have described video as a way to see their
partners’ facial expressions and body language. In some cases, this helped avoid
miscommunications.
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“I always apparently sound pretty harsh when I’m talking …even when I’m joking
it doesn’t sound like I’m joking…I would sometimes upset her without even knowing
I upset her and, of course, without intending…” – P3.

Moreover, from the work in [18] where emotional feedback is discreetly inserted to
the conversation timeline, experiments and interviews have shown that an isolated
insertion of an emotional response is not always suitable to represent the continuity of
the nonverbal expression. That suggests that another form of continuous representation
of emotions is still lacking in the interface proposed in [18].

3 Related Work

There has been substantial work on the recognition and conveying of emotions in
computer-mediated communications.

3.1 Video Chat

As described in [9], the use of video chat successfully transmits consistent non-verbal
elements in conversations. In this work, we will not consider video chat scenarios as
related work, since we are trying to intervene in online text chat scenarios. This distinc‐
tion is appropriate due to the fact that video chat typically requires higher performance
systems with more expensive hardware, faster networks and more processing power
(compared to lower-end platforms with minimum requirements to exchange text through
a server). Not only structurally, video-chatting establishes a different social ritual [9].
In addition, video-chat may often convey extra imagery such as background rooms,
make-up, clothing and hair style, as opposed to transmitting only processed facial
expressions, e.g. smile.

3.2 Conveying Emotion in Text Chat

Numerous existing approaches have been trying to derive affect from written language
on a semantic basis, making use of common sense knowledge [11]. The work in [10] is
an example of approaches that automatically identify emotions in texts.

The work in [12] attempts to detect deceptive chat-based communication using
typing behavior and message cues. It is an example of deriving nonverbal information
in chat texts with a non-semantics approach. It postulates that deception impacts
response time, word count, lexical diversity, and the number of times a chat message is
edited. It focuses on detecting deception, unlike our work, which is attempting to convey
emotions.

The works in [10] and [13] distinguish themselves from the others because they
attempt to assimilate natural language and emotions by performing the recognition of
these emotions based on physiological user input. They o at collecting additional infor‐
mation on the user’s emotional state by recording and analyzing physiological feedback.
Therefore, while interacting with the application, the user is monitored by means of bio
sensors, measuring skin conductivity, heart rate, respiration and muscle activity [10].
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Specifically in [13] modifications in the display of the text are used to communicate
emotions (animated text). Our work differs from these because it relies solely on low-
resolution mobile phones front cameras, not requiring extra hardware. Also, it restricts
the recognition of emotions to processing images of faces through mobile phones.

The accessibility proposal in [5] approaches the present matter by implementing a
computer vision system with facial recognition and expression algorithms to relay
nonverbal messages to blind users. This project differs from our work by focusing on
visually impaired audience. In addition, unlike our solution, robust processing power is
required for demanding algorithms if compared to our software. Lastly it is pertinent to
mention that it relies on extra hardware, for example, using a high speed IEEE-1394b
camera.

4 Continuous Emotional Status Display in Mobile Text Chat

Our solution attempts to intervene in mobile online text chat by detecting users’
emotional reactions during the conversations. Initially, we implemented the chat appli‐
cation to be integrated with the emotion detection feature.

4.1 Mobile Chat Application

The mobile chat application was developed for Windows Phone, using the XMPP
protocol [14] (formerly and also known as Jabber) as not only it is defined in open
standards but it is also widely positioned across the Internet.

This standard is used by very popular chat platforms like Google Talk, Messenger
and Facebook Chat, which made it simpler for test subjects to use our solution using
their own everyday accounts.

4.2 Mobile Emotion Detection Software

In [18], the detection of emotions is performed only when new messages have arrived,
in order to increase the possibility of a facial expression to be a reaction to the most
recent message and minimize server requests.

Experiments and interviews have shown that these isolated emotional feedback
ignores the continuity of nonverbal cues. Furthermore, it disregards the paralleled nature
of verbal and nonverbal communications. That suggests that another form of continuous
representation of emotions is still lacking in the interface proposed in [18].

To address this continuity feature, the image capturing and emotion recognition
attempts to be executed every 2 s, providing a more fluid perception of nonverbal status.

This has enabled the discrete structure of the system to be maintained, and the image
processing can still be executed on the server side. This is important because lower-
end devices, with low memory and low processing power can be used with good
performance.

In [15], Krishna et al. uses a Principal Component Analysis (PCA) algorithm for facial
recognition. For the work in [18], our system used a commercial solution (Rekognition;
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Orbeus, Inc.) [16] for face and emotion detection. Presently, we have implemented a more
simple web service that accepts requests containing face images, and returns a JSON with
emotion information. We have used Intel’s Perceptual SDK to develop this server side
system.

System Structure. As shown in Fig. 1, the user chats from the mobile, using our appli‐
cation. As soon as a conversation starts, the face images start being collected, converted
to base64, and sent via http to the server to be processed. The server sends back a JSON
feed, which is parsed to retrieve emotions status. The emotions results range from 0 to
1, providing the detected level of “happy”, “surprised” and “calm”. If the level one of
these emotions are above a pre-determined threshold, the software automatically adds
“<name-of-user > smiles” or “<name-of-user > is surprised”, to the conversation
thread. In parallel, the client software on the phone compares the higher emotion feed‐
back, to continually update the status.

Fig. 1. System structure

4.3 Screenshot

Figure is a screenshot of the application, with an on-going dialogue. It is relevant to
mention that no actual face images are exchanged. This consolidates the social ritual of
the text dialoguing, when people are able to have conversations unmindful of make-up,
hair and overall facial aesthetics status. There is also a clear demonstration of when the
“emotions feature” is on or off (Figs. 2 and 3).
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5 Interviews and Experiments

Firstly, we perceived that the test subjects were inclined to change their facial expres‐
sions for no reason, in order to check with their chat partners whether the emotion
detection accurately worked. Because of that, we decided to implement a preliminary
educational usability test phase, in order to get test subjects habituated with the software.

For the sake of productivity, we recruited test subjects, chat partners, who are used
to talking to each other using mobile text chat.

We referred to some inquiries in the work by Wang [12] when developing the ques‐
tionnaire. The subjects were asked to answer the questions after using both modes of
chat. See Table 1.

6 Results and Discussion

We developed an approach to the integration of continuous nonverbal communication
to mobile text chat. The motivation is to enrich mobile text chat by conveying frequently
lost non-verbal communication. This benefits users by conveying information that is
valuable to augment textual conversations.

Fig. 2. Screenshot from the application in [18]
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Our solution differed from the related research for it did not attempt to extract affec‐
tion from the semantics of the text and did not use any extra hardware to collect images
or physiological signals. Finally, our work is devoted to relaying emotions on mobile
text chat scenarios, relying on lower end devices with front cameras.

We implemented a mobile text chat application based on the XMPP protocol, easily
connectable with popular chat platforms, with the feature of detecting users’ emotions
automatically and transmitting them to chat partners.

We have also implemented the server side software that processes that face images,
returning a JSON feed with emotional feedback information.

During the experiments and interviews we found that people perceived their partners’
reactions as an accomplishment or a reward to what they just posted.

This has included some sort of pressure in the commitment of the conversation, in
comparison to plain text chat. In some cases, subjects have mentioned that their partners
inserted more humor then usual to the dialogue, in order to receive the automatically
detected smiles. During the preliminary trials, we found that people tended to try to
foresee their chat partner’s reactions, creating frustration when no smiles when detected
or causing great sense of accomplishment when it did.

From the interviews, which were conducted individually and in groups, we were able
to observe the rise of the sense of connection that chat partners experienced with one
another, even more with the constant emotional status feedback.

Fig. 3. Screenshot of the application
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Abstract. The development of an educational 3D virtual world requires a
complex skillset, which includes programming, modeling, texturing, animating,
and quest/level designing. When these skills are distributed across multiple
workers, the workers must negotiate a shared understanding of their intermediate
work products, which ultimately culminate in the virtual world. This paper is an
ethnography of the intermediate work products (“artifacts”) and processes used
in the development of Virtual Energy World—a 3D virtual world for instruction
on sustainable energy issues. The resulting artifacts and processes have utility as
a general development framework for both educational virtual worlds and video
games.

1 Introduction

Educators usually have the most innovative ideas for using virtual worlds as part of their
pedagogy. The problem is implementing those ideas. One option is to build over an
existing virtual world like Second Life (SecondLife.com). However, building over
existing virtual worlds introduces issues of student privacy, as well as issues of connec‐
tivity with other learning management systems. Flexibility is also an issue—one’s ideas
may be constrained by limitations in the existing virtual world’s building rules and its
scripting capabilities.

The most flexible solution is for the educator to develop a custom virtual world.
Technology advancement combined with an abundance of free online video tutorials
have made it possible for a single person to learn the skills needed to self-develop a
virtual world, which include programming, modeling, and animation (Flor 2011).
However, when there are time constraints and aesthetic concerns, it becomes necessary
for the educator to enlist or hire specialists in each of the various skills.

This aim of this paper is provide educators a general framework for assembling
a virtual world team and for organizing this team to build an instructional virtual
world. The participant-observational study was carried out from January–December
of 2014 in the University of New Mexico’s Reality Augmented Virtual Environ‐
ment (RAVE) laboratory, by the lab director and the senior members of the Virtual
Energy World project team. The ethnography is based on the analysis of detailed
project notes, team member reports, and work-in-progress submitted weekly and
stored in a cloud repository.
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2 Overview: The Virtual Energy World

The Virtual Energy World (www.virtualenergyworld.com) is a 3D interactive visuali‐
zation developed entirely by art, business, and engineering undergraduate and graduate
students as part of the National Science Foundation’s Sustainable Energy Pathways
Through Education & Technology program (SEPTET 2012). The ultimate instructional
goal of the Virtual Energy World is to educate teenage students—middle-school through
college freshmen—on their renewable & sustainable energy options, as well as to
develop energy management & conservation skills (see Fig. 1).

Fig. 1. Technology, Target Users, Learning Goal

2.1 The Basic Operation of the Virtual Energy World

Similar to other 3D virtual worlds, after a user selects an avatar, he or she can enter the
virtual world (see Fig. 2), and interact with objects in the environment.

Fig. 2. An avatar in a virtual world, depicting a neighborhood

The key object is the house. Users are assigned a house that they can enter by clicking
on the door of their house (see Fig. 3).

It is inside a user’s home where an energy-themed virtual world starts to differ from
other virtual worlds. Specifically, appliances in non-energy-themed virtual worlds are
largely decorative and do not consume energy. In an energy-themed virtual world,
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appliances have states (see Fig. 4), and when they are on they can consume variable
amounts of energy.

Fig. 4. In an energy-themed virtual world, appliances have states. In this example, off is denoted
by a red outline and on by a green outline.

2.2 Learning in the Virtual Energy World

The Virtual Energy World is designed to be a continually evolving platform for
instructing users on renewable and sustainable energy management & conservation
issues in a more immersive and interactive manner than current information sources.
The instructional goal of the initial implementation is to help users understand the power
requirements, or wattages, of various household appliances.

Users can learn about appliance power requirements in two modes. In free-form
mode, users can wander around their homes, examine various appliance wattages, and
switch appliances on and off. As each appliance is switched, the virtual world displays
total power usage. In quest mode, the virtual world asks users to perform various actions
on appliances, or to answer questions related to power requirements. In a classroom
environment, teachers can create quests for their students either to instruct students on
appliance power requirements or to test knowledge of appliance wattages.

Users switch appliances on and off by either clicking or tapping on their visual
representations. Appliance on/off state is denoted by a colored border, with green indi‐
cating “on” and red indicating “off.” Users can reveal the wattages of appliances by
either hovering the mouse pointer over an appliance or tapping & holding an appliance.
The virtual world will then superimpose the wattage over the appliance along with the
total power used in the upper-right corner (see Fig. 5).

Fig. 3. A common interaction, clicking on a house’s door brings the avatar inside the house
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Fig. 5. The coffee maker is “on” as denoted by the green outline, and the number 900
superimposed over it indicates that it is consuming 900 w of power. The 3100 w in the upper-
right corner is the total wattage of the coffee maker, stove, and dishwasher.

The current implementation of the Virtual Energy World provides a minimum
feature set for learning about power issues at the household level, in an immersive and
interactive manner. A future implementation, currently in testing, will allow teachers to
create custom quests where students can learn the energy requirements of specific appli‐
ances, or the costs of running multiple appliances over time, or different ways of
conserving energy.

3 Developing the Virtual World

While it is possible for a single skilled individual to create a virtual world, to create one
with a high-level of aesthetically pleasing visuals, with entertaining gameplay, and with
fast performance, requires hiring different kinds of specialists.

3.1 The Five Types of Specialists to Hire and the Actual Students Hired

It was the task of the Director of the Reality Augmented Virtual Environment (RAVE)
lab, which sponsored the Virtual Energy World project, to hire the student specialists.
Based on his experience self-developing virtual worlds, the Director determined that
there were five different kinds of student specialists needed:

1. Artists—responsible for how the virtual energy world would look. Artists could be
further categorized into concept artists, inorganic modelers, character modelers, and
animators.

2. Designers—responsible for how users played the virtual world. Designers could be
further categorized into level designers, and user-interface designers.

3. Programmers—responsible for coding and for all technology required by the virtual
world.
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4. Producers—responsible for managing the virtual world’s schedule, as well as
acquiring sound & music, testing, and marketing the virtual world.

5. Researchers—responsible for collecting data about the real world that is relevant to
the virtual world.

This list is very similar to the specialists needed to develop video games (Co 2006),
which is unsurprising given that virtual worlds can be conceived as a kind of videogame
with educational goals. The Director hired a total of 9 student workers to develop the
Virtual Energy World (refer to Fig. 6): four artists (orange); one designer (blue); one
programmer (green); a single producer (yellow); a sound & music specialist (not shown);
and one researcher (black rectangle).

Fig. 6. General workflow process for the Virtual Energy World (Color figure online)

The particular students hired all had proven skills in videogame development and
had worked together before both on a capstone videogame and on an award-winning
indie videogame.

3.2 The Director’s Instructions: Create a 3D Virtual World Using Scrum

The Lab Director instructed the student workers (“the team”), to create an initial version
of a 3D virtual world that would increase a user’s understanding of the energy require‐
ments of typical home appliances. The only other instructions were to: (a) use Streamline
Moderne as the artistic style; (b) use Scrum (Schwaber and Sutherland 2013)—an iter‐
ative method for the rapid prototyping of software; (c) to hold weekly sprint meetings
to get feedback on work-in-progress; and finally to (d) “check their egos at the door”
and be open to feedback from all team members regardless of specialty. All other hard‐
ware, software, design, implementation, and management details were left to the team
to self-organize. The team had from January through December of 2014 to complete the
Virtual Energy World.
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3.3 Team Hardware and Software Decisions

For maximum access to the Virtual Energy World, the team decided that it would be
implemented as a Web app running on the site VirtualEnergyWorld.com. The programmer
chose Unity 3D as the game engine—an existing collection of code for displaying 3D
objects & animations and for handling user interactions, which frees up the programmer to
implement the gameplay and game logic. Other benefits of Unity 3D were that it was free,
and that it could not only export the code as a web app but could also export the code as an
iPhone, Android, or Windows phone app if the team decided that those mobile platforms
were necessary in the future.

The key software used by the team included: Adobe Photoshop for creating concept
art drawn on Wacom tablets; Autodesk Maya for 3D inorganic models and animations;
ZBrush for 3D character models; Word Press for website content management; Trello
for project management; Google Drive for sharing work-in-progress; and a private
GitHub repository for sharing the code.

3.4 The Workflow that Evolved

Although neither discussed explicitly in its entirety, nor documented anywhere, the
following workflow evolved (see Fig. 6).

We will focus on just the artists’ work-in-progress.

Concept Artist → Non-Organic Modelers: Underspecified Detail & Team Feed‐
back. Concept artists are crucial to the look and feel of the virtual world. They provide
drawings known as “concept art” to the modelers—both non-organic and character—
who then transform this art into the 3D models that are actually used inside the virtual
world.

In the Virtual Energy World (refer to Fig. 7), almost all non-organic concept art
consisted of a single angled view of an object. Although lacking in dimension and back-
side detail, this single drawing was all that the modeler needed to develop an initial 3D
model. The initial model would then be subject to feedback from all team members
during the weekly sprint meetings. Team feedback was key to the high quality of the
final model. The modeler would get feedback from team, negotiate the changes to make,
then revise and present the following week. This process would continue until the team
agreed the model was finished. Thus, the final model was not often an exact copy of the
concept art, but one that the artist, modeler, and team co-constructed with the aim of
high quality. The team’s concept of high quality was in comparison to similar art in
commercial video games or in animated movies.

Concept Artist → Character Modeler: General & Focused Concept Art. Unlike
non-organic objects such as buildings and appliances, where the concept artist could
make a single angled drawing, a character requires the concept artist to create drawings
with multiple angles (see Fig. 8) as well as close-up drawings for intricate body parts
like the face (see Fig. 9). A character modeler has two options for creating a 3D character
model based on concept art. He or she can either build the figure from scratch by doing
a 3D papier-mâché (layering of polygons) over the drawing; or start from a base model
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—a featureless but proportioned 3D model—then digitally sculpt the based model to
resemble the concept art.

In the Virtual Energy World, the character modeler used the base model approach.
Similar to non-organic models, the model was subjected to feedback from all team
members during the weekly sprint meetings, and the final model did not resemble the
concept art exactly.

During one of the weekly sprint meetings, the character modeler requested more
detailed drawings of the face. The concept artist responded with the face drawn from
several angles (see Fig. 9, left). Like the body, the character modeler did not 3D papier-
mâché the face, but sculpted a base model of the face to resemble the drawings (see
Fig. 9, right).

Character Modelers → Animators: Using Prototypes to Allow Work-In-Parallel.
Animators add movement to the characters created by the character modeler. In order
to add movement, an animator needs not only a model from the character modeler (see

Fig. 7. Concept Art (left) and Final 3D Model (right)—note that it is not an exact copy of the
concept art.

Fig. 8. Character Concept Art (left) and 3D Character Model without hair (right)

Fig. 9. Face Concept Art (left) and unfinished 3D Face (right)
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Fig. 10, left), but one that contains an underlying skeleton (see Fig. 10, right). This is
known collectively as a rigged character.

From this rigged character, the animator rotates skeleton joints to simulate the angles
and extensions of human movement such as walking (see Fig. 11).

The most detailed feedback during the weekly Virtual Energy World sprint meetings
was reserved for the animations. The animator would create a looping video of an
animation from different angles (see Fig. 11) and the team would critique many details
such as the speed of limb motions, the bounce of the body, the stiffness of the torso, or
under-/over- rotation of limbs. As with the models, the animator would revise and
represent the work until the team felt the animation was of sufficient high-quality.

Note that the model used by the animator in Fig. 11 is a less detailed version of the
final model in Fig. 8. So long as the underlying skeleton does not change, the animator
could reuse his animations in the final character model. This less-detailed model was
necessary because it allowed the animator to start working before the character model
was completed, the latter of which took an entire semester. Without this less-detailed
model, the animator would have been inactive for that semester.

Fig. 10. The Character Model (left) and its Underlying Skeleton (right, skin hidden)

Fig. 11. Different Views of an Animated Walk
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4 Discussion: Virtual World as Distributed Cogntive System

A virtual world development team is a kind of distributed cognitive system (Hutchins
1995; Hollans et al. 2000). Like any distributed cognitive system, such as the brain, there
are distinct modules, e.g., human vision, that specialize in transforming information into
an interpretation that can serve as information for other modules. These modules are
fault-tolerant—they can provide interpretations based on information that is either
incomplete or underspecified.

In the case of the virtual world team described in previous sections, cognitive
modules corresponded to the different student specialists. The tolerance for incomplete
information can be seen in the interactions between the concept artist and the non-
organic modeler, where the concept art’s lack of details in terms of dimension or in terms
of the backside of objects did not prevent the modeler from creating a model.

Modules upstream can give feedback to modules downstream, requesting additional
information in order to complete the interpretation. This kind of feedback can be seen
in the interactions between the concept artist and the character modeler, the latter of
which requested additional concept art in order to complete the character’s face.

There were two processes unique to the Virtual World development team qua
distributed cognitive system, which are not found in neural-based distributed cognitive
systems. The first was the character modeler giving the animator a prototype character
so that the animator’s work was not held up while the modeler finished. When the
modeler did finish, the animations were simply applied to the final model. The second
was the team feedback (see Fig. 12) that took place during the weekly sprint meetings,
where each member regardless of specialty could critique work-in-progress. This team
feedback, combined with the Scrum rapid-prototyping method were instrumental in the
co-construction of high-quality models and animations.

Fig. 12. Diagram of the Weekly Sprint Feedback Meeting

5 Conclusion: Developing a Virtual World

To summarize, our study suggests that for an educator to lead the development of a
custom virtual world, one approach is to:
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1. Determine the main idea and the target user for the virtual world, e.g., teach users
about appliance energy consumption.

2. Put together a team of specialists consisting of at least a concept artist, a modeler
for non-organic objects and characters, an animator, a programmer, a producer, and
a researcher.

3. Communicate the main idea to the team.
4. Organize a work flow similar to the diagram in Fig. 6.
5. Hold weekly team feedback meetings (see Fig. 12), as part of a rapid-prototyping

method like Scrum, aimed both at improving the quality of the work products, and
at continuously expanding the main idea.

Manage the team as a flexible distributed cognitive system—allowing the specialists to
negotiate between themselves their works-in-progress. Where one specialist would be
held back waiting for another’s work, like the animator waiting for the character
modeler, ask them to find prototypes that allow them to work in parallel and to reuse
their final work.

The determined educator armed with knowledge of these processes and artifacts
should be able to develop a custom virtual world and contribute to the growing science
of the artificial (Simon 1969).
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Abstract. Hand-over note in elderly care facilities is a very important media for
the employees to share information about non-routine task procedures in the daily
operation. Reviewing these memos regularly will help the facility find potential
risk factors and inefficiency in routine protocols. However, hand-over notes are
typically hand-written memos and conducting periodical review is not easy for
an average employee with heavy workload. To capture this field community
intelligence, we have conducted text-mining on hand-over text. This paper
describes results of hand-over note text-mining cases that lead to employee driven
re-design of service processes for better care service.

Keywords: Nursing-care service · Text-mining · Data-mining · Employee driven
innovation

1 Introduction

The long-term care insurance cost in FY 2009 rose to 7.7 trillion yen, showing a contin‐
uously rising trend [1], which becomes more and more serious as a social burden. In
addition, the Long-Term Care Insurance Act sets a low service unit price yielding to a
low profitability of the care facility business. The profitability of many of these businesses
is less than 5 %. Moreover, healthcare workers face huge amount of workloads. And thus,
improving productivity while maintaining quality of service remains an urgent task.

The heavy workload in care facilities is widely known and a variety of supporting
system with information technology such as PDA and RFID are proposed. Various
points of care systems for nursing have been proposed and assessed [2, 3]. They are
useful to record routine work as official evidence such as vital data.

However, the expertise of highly experienced care workers resides in how good one
can response to a non-routine operation or an unexpected irregular incident. And this
know-how is mostly recorded in hand-written hand-over notebooks and not captured in
conventional information technology systems. The experience and intuition of care
workers gathered over many years of their employment are extremely important to
provide high quality service in care facilities. However, these experience and related
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know-how including implicit knowledge and intuition are subjective, making it difficult
to share.

To curate this implicit field community intelligence, we have developed a hand-over
support system called DANCE (Dynamic Action and kNowledge assistant for Collabora‐
tive sErvice fields) for elderly care facilities [6]. The System is now in a full-scale real
operation in a care facility for more than a year [7] and has replaced the conventional hand-
written notebook based hand-over protocol. Our proposed system utilizes mobile devices
and is based on a point-of-care recording technology, which uses a database containing
ActionLog [4] to record information at each point-of-care when a task is conducted, with
Social Infobox [5] that provides related information from a collated knowledge base.

Every hand-over comment and operation is now logged in a machine-readable
medium, which makes it easier for the employee to utilize for Employee-driven inno‐
vation (EDI) [8, 9].

In this paper the authors report a case study where the authors conducted text mining
on the hand-over text to support EDI.

2 Hand-Over Text in Elderly Care Facilities

To cope with potential risk factors to prevent accidents and improve service quality,
employees of elderly care facilities have to share various kinds of informal information,
for example, requests from residents’ family or resident’s daily mood and condition.
Notebook is commonly used to write down this information as a hand-over memo (Fig. 1).

Fig. 1. Hand-over memo written in a notebook

A typical hand written hand-over memo starts with a header line addressing the
supposed receiver of the information followed by its body that describes how the author
encountered an irregular incident or instructions for handling the abnormality.
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3 Method

The DANCE system was installed in an elderly-care facility called Wakoen after a co-
design project with several employees of the facility to develop a mobile communication
system among employees for elderly-care services [6, 10].

Wakoen is a health institute for long-term and short-term care for elderly people.
The facility has 3 floors with 150 beds for long-term care and 40 seating capacity for
short-term care with 120 employees. About 10 to 20 employees work at the same time
on each floor in daytime or night-time shift.

The system started to operate as the primary media for hand-over messages from
February 1, 2014, followed by three months of test operation and replaced the conven‐
tional notebook based hand written hand-over message protocol.

The system runs separately in each floor. The biggest floor (Group A) for long-term
care and a floor specialized for dementia (Group B) and another floor for short-time care
(Group C).

To assess the impact of the system installation, the authors have compared the
number and the length of messages before and after the system installation as shown in
Figs. 2 and 3.

Fig. 2. Number of messages per month.

The total number of sent messages from February to June (5 months, 150 days) was
2813, on average, 18.8 per day, which breakdowns to 1384 for Group A, 494 for Group
B and 742 for Group C. The head quarter also sent 193 messages. The total number of
employees who sent at least one message was 133 (some employees belong to more than
one floor).

With the system, 50.9 % of all messages had less than 50 characters and 93.8 % of
the messages were less than 125 character long. Average length was 60.1 and the longest
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message had 434 characters. Before the system installation, 53.6 % of paper based
messages had less than 50 characters and 94.9 % of the hand-written messages were less
than 150 character long. The average length was 60.7 and the longest hand-written
message had 362 characters.

There is a drop in the number of messages in January, which is before the system
installation, in Group A, but the authors were not able to detect negative effects directly
related to the system installation.

4 Results

Hand-over messages from February to March (8 weeks) were used for the text-mining.
The authors held several workshops for the employees and explained general features
of what text mining can do. Through this workshop, the employees made several requests
on how they want to narrow down the data to abnormal incidents.

For each message in the DANCE system, employees can specify if the message is
about certain residents or just a generous remainder. 1944 messages, which equals to
69.1 % of the whole, were about specific residents. As shown in Fig. 4, the number of
messages per resident is not evenly distributed. Instead, most of the messages are about
very small number of residents.

Based on the employees’ discussion, the authors created co-occurrence networks of
the top ten most referred residents of each floor. For example, if resident_A is a top ten
resident, then the authors collected all the messages of resident_A and created a co-
occurrence network from this set of messages. By showing these networks, several issues
were suggested by the workshop participants. In the following sections, the authors
report some examples where the text-mining results triggered discussions that actually
lead to re-design of their daily operation.

Fig. 3. Message length distribution (A’, B’, C’ are paper based memo)
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4.1 Case 1: Service Quality Improvement

In Fig. 5, the participants of the workshop noticed a sub-network of words such as ‘visit,’
‘husband,’ ‘eat’ and ‘become silent.’ In general, one should be careful about family
related terms because careful follow-up of family’s request is very important to provide
high quality elderly care service. These keywords helped them to back track to frequently
sent messages such as “her husband provided food to her in the absence of care workers.”
This resident referred in Fig. 5 had difficulty in swallowing and needed assistance in
eating by care staffs. However, her husband helped her eating in the absence of care
staffs. This is a potential risk factor that may cause an incident.

After a discussion among employees of different roles, they decided to allow her
husband to provide food to the resident but only at the dining room in the presence of
care staffs so that they can adjust the posture of the resident before eating. This consensus
was shared among every employee after the workshop. This employee driven re-design
of a service process yield better customer satisfaction.

4.2 Case 2: Refinement and Standardization of Treatment

Network shown in Fig. 6 was closed up because ‘bathing’, ‘assist equipment’ ‘transfer
assistance’ appeared frequently in the same sub-network.

By reviewing the hand-over messages of this resident, the participants found four
conflicting messages: “From today, she only needs assistive equipment while bathing”,
“put the equipment on her at her room”, “she does not need the equipment out of the
tab”, “put the equipment on her while assisting transfer from her bed to the stretcher.

Fig. 4. Number of messages per residents
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Bath her with the equipment. Take the equipment off after supporting her getting out of
the bath tab and wash her feet. After that, no assistive equipment is needed.” Besides
these conflicting messages, several employees answered to the workshop participants
that care staffs were complaining that it was not clear to them which information was
correct.

A meeting with care-staffs and nursing staffs were held after the workshop to under‐
stand what happened and to discuss effective measures. The situation was as follows:
the resident complained that her leg hurts as an aftereffect of a fracture. But the doctor
authorized the care staff that assistive equipments were not necessary because the frac‐
ture had healed. But because of the resident’s complain, some care-staffs concluded that
she needed the equipment during transfer. But the resident may lose her muscle if she
rely too much on assistive equipments. After confirming the latest condition of the resi‐
dent, the employees reached to a consensus that the resident does not need the equipment
any more and a new hand-over message was shared saying “the resident’s fracture healed
and she does not complain pain any more. No assistive equipment required. But transfer
from bed to wheel chair requires three staffs.”

Fig. 5. Co-occurrence network with the term “husband”.
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4.3 Case 3: Improvement of Operational Efficiency

Figure 7 has “juice”, “fridge”, “keep” as frequently occurring terms. There were 11
messages saying “juice from resident’s family in the fridge. Give it to the resident when
requested”.

Because the resident had the ability to recognize that his family brought him some
juice and that the care staffs were keeping them, it was sufficient to make a special space
in the fridge for him and taking the juice out from the fridge per request. No hand-over
messages concerning his juice were necessary after that.

5 Discussion

In this paper the authors report several use-cases of text-mining of hand-over messages
where the employee actually designed a new service process based on the hand-over
text-mining analysis. This shows that text-mining can be used to design better service

Fig. 6. Co-occurrence network about assistive equipments.
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based on evidence that was previously non-visible in conventional reports such as acci‐
dent reports or near accident reports and can be used in employee driven innovation.
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Abstract. Social media has covered, conquered and affected almost all the
aspects of our lives especially those of the teenagers and youngsters. There is
still a space, which has not been affected by social media to a great extent and is
yet to be explored. This paper reflects the deep study of integration of two
entirely different worlds; social media of the 21th century and the evergreen and
serene world of spirituality. It attempts to address the problems faced by teen-
agers and how they can be solved with the science, logic and approachability of
spirituality with the help of social media acting as a mediator and catalyst to
bridge the gap. At a conceptual level this paper defines, characterises and
elaborates on a concept called “Talking Circles” where social media, spirituality
and teenagers stand on a common stage and how each one can be modified,
transformed and made adaptive to the current situation.

Keywords: Social media � Spirituality � Teenagers � Collaboration � Co-
creation � Therapy � Guidance � Express � Journey � Problem solving

1 Introduction

Social media has knitted the whole world. We are all connected through this invisible
thread of the web where we can reach to anyone anywhere. Chatting, video calling,
sharing stuff online etc. Social media provides a platform that looks beyond the basic
World Wide Web. Spirituality as a concept of being spiritual is contrary to the social
media as it deals with the individual itself and its connection with the higher power. It
is intended to bring together these two extremes to meet at a mean point where the
amalgamation of both social media and spirituality starts a new chapter of how social
media can effect and spread the concept of spirituality.

2 Literature Review

2.1 Spirituality

Spirituality is the process of personal transformation. As stated by the British author,
physicist and meditation teacher Peter Russell the core of spirituality is the journey to
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discover our real self and be aware of our conscience. What we know about ourselves
is a very meager part of who we actually are and spirituality brings us closer to our true
self. It makes us realize that even though things around us are changing with the course
of life, the ‘I’ in us is all pervasive and everlasting. Once we realize and know who we
are, we are free from the burden of all the bondages of our life and the peace which
transcends within us, fulfills our inner self. It’s like when a boat lost on the trials and
tribulations of the storms finally sees the shore and is able to reach there [1, 5]. Spiritual
Healing has the potential to access disturbances on all levels of our being - emotional,
mental, spiritual and physical.

2.2 Social Media

Social media is a group of communication channels which help people to create, share
and exchange ideas and information. These channels can be virtual communities and
networks. They introduce significant and widespread changes to communication
between organizations, communities, and individuals facilitating interaction and col-
laboration. Social media helps us in sharing, co-creating, discussing, and modify user-
generated content [2]. The different types of social media are Social Networks, Social
News, Media Sharing, Micro blogging, Blog Comments and Forums.

2.3 Life of Teenagers

Adolescence is a time for rapid cognitive development. As stated by the developmental
psychologist and philosopher Jean Piaget it is that stage of life when an individual’s
thoughts start transforming from being self centered to more intellectual which
inculcates the ability of reasoning in them. Also at this age, innumerable and uncon-
trollable thoughts of confusion and curiosity are constantly hammering a teenager’s
mind, which leads to anger, exasperation and puzzlement [3, 6, 8]. Teenage as a
midway between childhood and adulthood is a strange land of paradoxes and bewil-
dering eloquence. It is hard to cope up with the do’s and don’ts of the family and
society without understanding the why’s and how’s around things. And this pressure
arises the feelings of incompetence, inferiority and lack of acceptance in teenagers.

3 Theoretical Considerations

Literature review on different entities revealed that the subject needed a foundation for
the concept to stand on. The theories considered for the forth coming practical study
were ought to be human centric rather than data driven. The research methodology is
based on the theories mentioned below which were taken in to consideration.

3.1 Behaviorism

Behaviorism is a concept of studying human reactions or arresting the stimuli of the
humans to the given environment, conditions, and actions. As the theory evolved it
captured the physical and emotional aspects of the reaction.
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This paper ascertains to capture both these aspects as the research is taken place in
the natural environment of all stakeholders. The viable features of behaviorism, which
make it all but supportive of the subject is naturalistic, manipulative and reactive.

3.2 Qualitative Research

Most important features of the concept based on the literature review were qualitative
and the sample size was predominantly random.

The persuasive emotions and psyche of the stakeholders (teenagers, spiritual gurus,
psychologists, etc.) were important aspects in shaping the concept. The qualitative
research approach is relevant than the empirical data keeping in mind the number of
stakeholders. Qualitative research gives better portrayal of stakeholder behavior.

4 Research Methodology

Drawing an analogy between literature review and theoretical considerations, the
research methodology was designed to meet the expectation and comfort of all
stakeholders involved. All the field research was conducted at stakeholder’s natural
environment and no artificial set up was created during the research process.

The methods employed to capture qualitative data and behavior of stakeholders
were:

Questionnaire
Interview
Observation

4.1 Questionnaire

The questionnaire was designed keeping in mind the persona of the stakeholders
(Psychologists, Teenagers, Spiritual Gurus). All the questions were directed to
understand life of teenagers in today’s world, effects of social media on teenagers,
counseling and spiritual aid methods. Some parts of the questionnaires were purposely
designed to capture a little amount of quantitative data regarding various aspects like
common problems and their frequency, total time spend on social media, etc.

4.2 Interview

Most of the research was on the field and around the natural environment of the
stakeholders. The interview was more personal and most of questions and answers
were accumulation of the personal journey around the three spheres of social media,
spirituality and life of teenagers. The interview was directed to get a solution from the
stakeholder hence capturing their mental models.
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4.3 Observation

Behavior is one of the major entities that needed to be captured for better understanding
of the entire scenario. Observation research methodology was employed because that
would interfere the least with the actions and reaction of the stakeholders in their
natural environment. All the interaction patterns of stakeholders with each other, their
response to stimuli and reaction were carefully observed and noted.

5 Findings

According to the psychologists: It is important to listen to the teenagers and encourage
them to share their daily activities including their problems. When they know someone
is there to listen to them, it instills confidence and helps them see the positive side of
life. Regarding teenagers who are addicted to substances, Psychologist suggest that it is
important to build the level of trust with them so that one can reach to the root cause of
their problems and then make suggestions. Sometimes psychologists even take group
sessions with teenagers having similar kinds of problems. Usually when teenagers see
that they are not the only ones with those kinds of problems and there are other people
who are like them, they get a little consolation. Group sessions help them learn and
understand things through each other’s situation. Some forms of physical exercises are
also found be to be effective.

According to spiritual institutions: A lot of teenagers are seeking guidance through
spirituality remotely or directly at the spiritual institutions. The teachers at these
spiritual institutions pointed out that teenagers are usually brought to these institutions
by their parents seeking help for their wards to improve or develop concentration which
will directly effect their decision making ability towards career choosing path. Medi-
tation sessions are common activity in the spiritual institutions, which they conduct
with teenagers as well. Meditation is nothing but an exercise to relax the mind, body
and soul and induces a mode of consciousness in an individual. It helps develop
positivity in teenagers, which fosters their general mental well-being and development
of specific capacities such as calmness, clarity and concentration.

6 Talking Circles – Concept

The ubiquitous level of social media integration into the lives of teenagers speaks
volumes about the paradigm shift in communication and community. On similar lines,
Talking Circles is a structured concept used to bring teenagers together to better
understand one another, build and strengthen bonds and solve their problems [7, 9]. The
talking circle concept is a way of getting the complete picture of whatever issue is at
hand to enable participants to move together in a good way and to build and maintain a
healthy community and life. Through this process, they can share stories, learn about
themselves and each other and gain a better understanding of their situation. The talking
circle concept can be employed to achieve better solution for teenage related problems,
community development, increasing social interaction and social conduct.etc. To be
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precise talking circles is a concept for helping teenagers by giving them a stage on which
they can share and communicate their problems via proper and appropriate social media,
and the problems are addressed and resolved through spiritual techniques.

In this concept, teenagers who are connected to any existing social media come,
share and listen to a problem that they face and find a solution through spirituality. The
various types of social media can be anything from social networking, social news,
media sharing, micro blogging, blog comments and forums. The talking circle concept
will be introduced and promoted through various social media activities only.

The talking circle concept will be a combination of social networking site, a micro
blogging site and media sharing. There will be a spiritual Guru who will be connected
to his students online. The teenager and no one else can make the choice of his/her
Guru, but a teenager can seek advice in the forum for suggesting a Guru for his/her
specific problem from peers. Each guru might form a group of teenagers with similar
problem for group counseling and joining a group counseling session is solely teen-
ager’s choice. The sessions can be held via video calling, online chats, and virtual
rooms. Students can share their problems and in return can get suggestions from the
Gurus as well as the co-users (Figs. 1 and 2).

Talking circle concept

Teenagers  

Spiritual Guru

Social media

Social media

Fig. 1. Talking circle descriptive diagram

Share their own experiences 
Their choices when they faced 
the similar situations 
Advise them 
Share inspiring posts 

Share their discourses
Advise on techniques of medi-
tations , yoga 

+
Peers feedback

Peers

Teenager

Post questions directly to 
Gurus

Post questions in open forum  
Reviewed
By

Gurus

TALKING CIRCLE 

..

..

..

Fig. 2. How a problem is addressed in talking circle?
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Features of talking circles:

Real time and easy connect to spiritual masters and like-minded people
Real time conferencing in such a way that people can share their problems with the
masters and other people.
Real time meditation classes
Online discourses for various masters
Students can download music, videos and discourses and also share them
Self-realization workshops
Music Therapy sessions

6.1 Scenario for Talking Circles

The talking circle concept can be explained with the help of an example.
For e.g.: One of the major problems teenagers face is while choosing their careers.

Lack of direction and sense of purpose affects their ability of decision making espe-
cially in this case. A spiritual platform can encourage teens to reveal their passion,
beauty and dreams, their fears, problems and insecurities that might hinder their ability
of decision making. The concept of talking circles allows the teenagers to put forth
their problems in a social space in the presence of their Guru and other likeminded
people and seek help.

A model can be created where once when the teenagers put forth their problems;
the Gurus have a technique of suggesting them solutions. It draws inference from the
concept of Monomyth or the Heroes Journey by Joseph Campbell [4, 10, 11]. The hero
in the monomyth lives his life in the ordinary world until he receives a call to venture
into the unknown world of eccentric powers and events. As the hero accepts the call to
seek for the unknown world, he undergoes several trials alone or with assistance. The
hero must survive this challenge and on survival he may achieve a ‘boon’. The hero
must then decide to return to the ordinary world with this boon and on successful return
this boon may be used to improve the world. This structure is closely followed by the
stories of Prometheus, Moses, Gautama Buddha and Osiris. This ancient wisdom can
be applied to the current situation of the teenagers.

Campbell puts forth this concept in various stages:

Separation (or Departure): It deals with the hero’s adventure prior to the quest.
Initiation: It deals with the hero’s quests along the way.
Return: It deals with the hero’s return home with knowledge and powers acquired on

the journey.

On similar lines, the Gurus suggestions for the teenagers can fall under 3 stages.

Expression
The first and foremost thing to do when dealing with any problem or symptoms of a
problem is to say it or express it loud and clear. Most of the teenagers don’t even know
if they have a problem, they might observe some symptoms but neglect. Talking circles
platform gives them this opportunity to express themselves, even on the slightest of the
symptoms of their problems in life. Many psychologist and spiritual Gurus believe that
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most of the teenagers have no clue if there is something wrong in their life and to make
it worse they don’t discuss the symptoms with anyone. In recent years the develop-
ments in the social media and affinity of teenagers towards it is quite apparent.
Leveraging on this, talking circles deal with employing different social media to give
teenagers the opportunity to express themselves freely.

Expression Techniques: Some of the expression techniques through which one can
express their problems in talking circles are:

Writing: Most of the psychologists advice their patients to maintain a dairy or express
through words. Looking at the current lifestyle of teenagers and their engagement with
texting, chatting, micro blogging, etc. It becomes very natural to them to express
themselves through various social media in Taking Circle platform. Various technol-
ogies like text to voice and voice to text can come handy in helping them express freely
and share it in the platform.

Voice Recording: There may be times when the teenagers might become too conscious
about words and grammar during expressing through writing which might hamper the
freedom of expressing oneself. Recording their voice and sharing is very helpful as user
is less conscious about worrying about the technicality of his speech.

Video Sharing: With a mobile in every hand and a camera in every mobile, video
recording has never been so easy. Teenagers can make a video expressing themselves
and their problem and putting in talking circles. Using these technique teenagers can
post their problems in talking circles, and these problems in different formats reach the
spiritual Guru and other people in the group. Now looking at the problem, teenagers
with similar problems can form groups and a Guru can then direct according to the
problem either individually or in-group.

Initiation
After the initial expression of feelings and problem, the part, which is very important, is
making the people associated with talking circle platform do something, which they
never did before or were apprehensive in doing. Like the hero in monomyth the
spiritual Guru takes teens to embark on some new activities, which are relevant to their
problems.

As found out from research and insights from psychologists and spiritual Gurus,
they always engage their clients in some sort of activity to take the mind off. This is
where social media can play a big role with improvement in virtual world creation,
gamification technique to every social media activity and apps development for every
possible scenario and need. Teenagers can associate themselves to individual and group
activities as directed by Guru with both in person and virtual presence. There can be
certain self-esteem activities, which the Gurus can perform with the teenager’s in-group
or individually with each teenager, which are as follows:

Online Positive Focus Groups: Group exercises for building up self-confidence through
affirmation can be performed. Teenagers are present online in the group along with the
Guru. Each one has to say positive words about themselves and their family members
one by one. Saying positive words out loud in a group has a positive effect on
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teenagers. Along with speaking, they can also share sketches or paintings related to the
positive characteristic they are talking about. The activity challenges the participants in
the following way.

Online Games: In the presence of the Guru, each member of the teenager’s family is
present along with the teenagers. There can be role-playing games online where each
family member will be involved such that they have to together complete a particular
task. When the family will work towards achieving a common goal together, this gives
the teenagers the assurance that their family will be there always for them and this
increases their trust on their family.

Online Meditation Groups: Meditation is one of the most important technique which
helps teenagers to attain that state of thoughtlessness and freeness from their daily
routine to look out for newer adventures in life which would help them have a broader
perspective towards life. The Gurus can teach teenagers individually through video
call, chat and also by sharing videos about the meditation technique. When seeing the
Guru performing meditation right in front of them and the effect of the same, this might
help the teenagers to learn the technique.

Illumination
Once the teenager has gone through the exercise for initiation, the teenager will have a
much better sense of self-awareness which would provide him the zeal to live life to the
fullest. We can call this stage as the stage of illumination. The teenagers now can share
their stories and their struggles in their online meet up groups. There can be times when
one individual is able to learn from the experiences of the other. One can also write
something, record songs or movies retelling their stories and share them online.

7 Social Implications

The talking circles platform will play a major role in defining how teenagers cope with
their problems through spirituality while being socially active and connected. The
concept of sharing and solving will catch up and the major problem of teenagers of ‘not
sharing’ can be solved. Since the platform does not use any new complicated system,
concept or technology so it will be very easy for teenager through social media to learn
and understand the technique of spirituality.

This could be a major step in community building where each one helps other to
solve his/her problem without expecting anything. A building block for creating social
awareness and social responsibility. A major step in making teenagers self reliable and
mentally strong.
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Abstract. Social Media Participation can be very important when you have to
make an important decision about a topic related to urban planning. Textual
analysis to identify the sentiment about a topic or, a user analysis to identify the
actors involved on a discussion, can be very important for the persons or
institutions that have to take an important decision. In this paper we analyze the
case study of the #nuevoaeropuerto in Mexico City to highlight the importance
of conducting a study of this nature.
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1 Introduction

Urban planning is a technical and political process concerned with the use of land and
design of the urban environment, including air and water and infrastructure passing into
and out of urban areas such as transportation and distribution networks. In the other
hand urban planners are challenged to engage the public in meaningful ways to shape
these planning processes [1].

In this paper we explore the idea of the use of social media participation, especially
microblogs, such as, Twitter, in order to analyze the way the users interact with these
urban topics, understanding who the actors are and how they can help urban planners
taking their decisions.

Social Media participation represents one type of tool that can be used to support
interaction between groups of people who share a common interest [2–4]. One of the
features of many social networking tools is that they allow participants to microblog,
the posting of short content, such as phrases, quick comments, images, or links to
URLs, photos, audio, or video [5, 6]. According to [7], all this elements generates a
small narrative bit (narb) that tells a tiny story about an individual.

All the digital social networking systems (Facebook, Twitter, Instagram, etc.) make
an assumption that members would be interested in creating specific identity narratives
about themselves. This is facilitated at the time of subscription when new members are
requested to provide some basic information about them. All these users that complete
their profile provide very important information that can be reused to categorize and
classify them [8]. These are often considered ‘demographic’ information that could
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include basic attributes like gender and race. The participant is expected to truthfully
indicate their specific attributes which are essential to become a member of the social
network. The entire process of identity construction is based on information that is
deliberately solicited by a digital social network system and disclosed by the one
seeking membership in the network.

There are generally two mechanisms that are used to create these short stories. First,
a member of any digital social network is asked to complete the basic demographic
information at the time of joining the network. The members could also choose to
disclose other information ranging from taste in music to political preferences. In
combination, these self-disclosures create a “user profile” of the person that could
remain relatively stable over long periods of time (Normally nobody change their
personal information after their creation). Indeed, some components might never
change such as the place where one was born or the date of birth of an individual.
Secondly, the member is expected to continuously update specific events in one’s life
so that all those connected with the member would remain informed about the specific
events in an individual’s life, however banal or commonplace those events might be.
Nevertheless, those constant updates could become the pieces that tell the story of a
particular individual. These two strategies are shared by most social networking sys-
tems and together these strategies offer the opportunity to create a narrative within
specific boundaries allowing participants to carefully pick and construct their selves.

Analyzing these narbs we can detect some relevant actors that interact in microb-
logs. This narb is a construction of an identity that depends on how well a person is
able to tell a story about the self.

2 Microblogs and Twitter

If Twitter is a conduit for global stream of consciousness, it logically follows that the
medium is a barometer for revealing everything, from occurrence of natural disasters to
public perception of the city. In this paper we explore the potential awareness of this
consciousness through the examination of Twitter and urban planning. Twitter can be
understood as a new environment in which people gave their opinion about some
problems in the cities.

Twitter is a popular social media service that allows people to share updates, news,
and information (known at “tweets”) with people in their Twitter network and beyond.
In our approach we used tweets extracted from Twitter. A tweet is a little message of no
more than 140 characters that users creates in order to communicate thoughts, feelings,
or even participate in conversations. With over 200 million registered users [9] and
13 % of online Americans using Twitter [10], Twitter is one of the most popular social
media available. Research has compared Twitter to earlier kinds of social media like
blogs [11] and social network sites [12]. Recent analyses of microblogging suggest
that the brevity and broadcastability of messages are important affordances of
microblogging.

First, and perhaps most promisingly, we believe that microblogging data can offer
city planners and developers better information that can be used to improve planning
and quality of life in cities. This might include new kinds of metrics for understanding
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people’s interactions in different parts of a city, new methods of pinpointing problems
that people are facing, and new ways of identifying potential opportunities for
improving things.

3 Text and User Analysis

In this article we will discuss the installation of the new airport in Mexico City as a case
of study. This installation represents a major infrastructure project to be performed in
the center of Mexico City. This project has some encouraging opinions and some
strong criticism. In this article we are interested in discover what people say in Twitter
and who are the important users that represent a sort of activists in social networks.

The role of social media during the announcement of installation of the new airport
in Mexico City gained great importance because Twitter became the principal media
for the youngest people. Our analysis is based on all the tweets collected during this
announcement.

The tweet allows the communication of texts, videos or pictures by providing a link
to it. Some words of the tweet are preceded by the pound sing # (hashtag). By using the
hashtag, users can recover, reply (known as retweet) or follow conversations about a
certain subject because this hashtag becomes automatically a hyperlink on Twitter.
Everyone who clicks on a hashtag has the possibility to view the sear results of all other
tweets that contains the same hashtag. In our case, we used the hashtag #nuevoaer-
opuerto, to recover all the conversations, ideas, phrases that were produced during the
announcement of the installation of the new airport in Mexico City by the president
Enrique Peña Nieto. The tweets that we recovered have different structures. For
example:

• A simple phrase like: “La sustentabilidad y el desarrollo económico del aeropuerto
deben ir de la mano para lograr el proyecto que tanto necesitamos.” (In English
“Sustainability and economic development of the airport should go hand in hand to
achieve the project we need.”)

• A phrase containing name(s) of the user(s). For example: “Obras del Aeropuerto de
StaMta inician el 1 de febrero @carlosecaicedo @LINAPALMA @opinioncaribe
@OpinaSantamarta @KARYMUCO @ELTIEMPO.” (In English: “Works Airport
StaMta initiate February @carlosecaicedo @LINAPALMA @opinioncaribe
@OpinaSantamarta @KARYMUCO @ELTIEMPO”)

• A phrase with links, for example: “Con el Nuevo Aeropuerto, no habrá problemas
viales como se piensa http://t.co/cSnhHJYKZQ.” (In English: “With the new air-
port, no traffic problems as you think http://t.co/cSnhHJYKZQ”)

• A phrase with retweet RT. For example: “RT @pedestre: Plan de desarrollo urbano
del aeropuerto es como Dios: dicen q existe, pero nadie lo ha visto.” (In English:
“RT @pedestre: Urban planning of the airport is like God, he exist, but no one has
seen him”)

• A phrase with hashtag(s), like: “Y hablando de #impunidad Primero era el problema
#Tlatlaya, ahora es el #NuevoAeropuerto.” (In English: “And speaking of #impu-
nity #Tlatlaya was the first problem, now is the #Newairport”)
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For this test we used generated 1,400 tweets on September 2, 2014, the date on which
the President of Mexico made the announcement of the installation of the new airport
in Mexico City. The first reactions on Twitter showed a clear support for the instal-
lation of the airport. The following Table 1 shows an analysis of feelings generated
tweets held in that period.

This sentiment analysis has been generated using the sentiment viz application
developed by Healey and Ramaswamy [13] that is an application to estimate and
visualize sentiment for short, incomplete text snippets. Sentiment is defined as “an
attitude, thought, or judgment prompted by feeling.” The specific goal is a visualization
that presents basic emotional properties embodied in the text, together with a measure of
the confidence. In the Fig. 1, we can detect that is a big concentration on opinions that
are tense, active and alert, this is normally because is a new announcement of the
government and all major actors are expecting the media reactions in order to have a real
position of the announcement. In Fig. 2, we show the opinion of the same topic but two
weeks later. We can see that almost all opinions are augmented and almost all passed of
the status bored to the status active. Also, there are a large number of opinions that
approve the project. This is due to the big media strategy generated by the government to
manipulate the public opinion about the project. This analysis shows how opinion can
change of one date to another in order to take a better decision about a topic.

Fig. 1. Sentiment analysis related to the hashtag #nuevoaeropuerto, September 2, 2014.

Fig. 2. Sentiment analysis related to the hashtag #nuevoaeropuerto, September 16, 2014.
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The second major work in this paper is the identification of users who are partic-
ipating in this discussion and how we might characterize them. Initially we map the
most important actors in the discussion. Here we find several actors, for example :
@cghunam, @ecoosfera, @atencofpdt, @galvanochoa, @mvsnoticias, @cgt, @lost-
ejemedios, @elva_contra, @notipaco, @a_encinas_r, @padresolalinde, @monitordh,
@omarel44, @article19mx, @kmiret, @jscesareo, @komanilel, @sme1914, @atili-
oboron. We can see all these actors in Fig. 3.

Despite the fact that the online community being a relatively young phenomenon,
some of attempts in classifying internet users have been undertaken. For example
Brandtzæg and Heim [14] propose a study that can be well adapted to the urban
planning activism developed in this article. According to Brandtzaeg and Haim we can
identify 5 different users:

• Sporadics visit social network from time to time, mainly to check if somebody
contacted them.

Fig. 3. Major actors associated to the hashtag #nuevoaeropuerto
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• Lurkers is the largest group, they do not create any content, but consume and spread
the content created by other groups. They are also notable for a propensity to time-
killing.

• Socializers use social networks to communicate and make interesting comments
about a discussion. They need to be read and saw for a multiple users. For example:
@galvanochoa, @mvsnoticias and @a_encinas_r.

• Debaters are a more mature and educated version of socializers. Besides commu-
nication, less shallow than in the previous case, they are interested in consumption
and discussion of news and other information available in social networks. For
example @padresolalinde, @ecoosfera, @kmiret, @jscesareo and @komanilel.

• Actives are engaged with all possible types of activity: communication, reading,
creating, watching, and establishing groups. They have a strong criticism about a
subject. Almost all users can are inside this category. For example @cghunam,
@atencofpdt, @cgt, @lostejemedios, @elva_contra, @notipaco, @monitordh,
@sme1914.

With this classification, decision makers may have better decision elements to analyze
the behavior of the movement. With this analysis, we can detect who are the main
actors or who is more important, even to know who is the leader who has a large
number of followers, etc. All these elements define the strategy for the project and how
to make better decisions for society.

4 Conclusions

The Social Media should be understood and taken as a medium that support the
participatory process. In this paper we presented a review of advanced social media
analysis method and tools, and an original methodology for textual analysis of Social
Media Participation. Methodologies and analysis have been reviewed in order to dis-
cover potential suitable approaches for the integration of the Social Media Particpation
in urban and regional planning.

In this article we sought to understand Twitter’s role in activist movements that are
related on urban planning by exploring the specific case of the installation of the new
airport in Mexico City. Diverse opinions (favorable and unfavorable) were presented in
order to evaluate the sentiment associated to an important decision in different time.
Also a user analysis is explored in order to categorize the different actors involved on a
discussion.

In this article we argue that having all this information (users and sentiment
analysis) can be very important in urban planning, because the person or institution that
take the decision could have a lot of information and take better decisions. Specially in
urban planning because the people is directly involved in this decisions.

In order to use Social Media efficiently for planning practice, it is necessary to
encourage inclusion of all groups, through the promotion of systems, rising public
awareness, and enabling an access to modern technology; also to choose a right tool, or
multiple tools, in addition to the traditional ones. Another important topic is carefully
study users of the system in order to determine exactly which group it does represent.
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In conclusion, the knowledge of Social Media Participation if proficiently elicited
might be used to discover and expose the will of users and could be a valid support for
design, analysis and decision-making in urban and regional planning. Further research
is definitely needed and Social Media analysis methods and technology should be
applied from within real-life urban and regional planning process to proof the full
efficacy. Nevertheless, early results are promising and the research agenda challenging.
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Abstract. Nowadays it is notorious the growth and the popularity of
social networks such as Facebook, LinkedIn and Twitter, especially with
the facilities provided by the use of mobile devices. Considering these
social networks, Twitter has a different approach: a friendship connection
doesn’t need to exist and a person can follow another person or orga-
nization just to receive its tweets. So, this social network is often used
as a way to get general or specific news and to express (dis)satisfaction
about products, politics, organizations, etc. Considering this, the need
for organizations to monitor what people are “saying” about them has
arisen. Thus, the main goal of this work is to understand how informa-
tion visualization techniques can support and improve the analysis of the
perceived image of organizations on social networks. For this, we devel-
oped an application prototype to support sentiment analyses on Twitter
and we conducted a study on how this prototype, called MentionStats,
can contribute to the company’s image analysis on Twitter. This study
consisted on interviews with professionals about their perceptions of the
MentionStats and its visualizations. Our main contribution are the pre-
sented possibilities of using information visualization techniques in order
to help users to deepen the analysis of their organizations image on social
networks, and also users’ impressions about this.

Keywords: Data visualization · Social networks · Sentiment analysis

1 Introduction

The advent of Web 2.0 has changed the way people use the Internet. Nowadays it
is notorious the growth and the popularity of social networks such as Facebook,
LinkedIn and Twitter, especially with the facilities provided by the use of mobile
devices. Social networks became one of the most important communication tools
among people over the Internet. It allow users to find other users with similar
interests, share with friends personal and professional information, data and
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applications, publish photos, engage on conversations, etc. [1]. Considering these
social networks, Twitter has a different approach: a friendship connection doesn’t
need to exist. A person can follow another person or organization just to receive
its tweets1. Thus, this social network is often used as a way to get general or
specific news. It is also used to express (dis)satisfaction about products, politics,
organizations, etc. Considering this, the need for organizations to monitor what
people are “saying” about them has arisen [2].

According to Fan et al. [3], issues as “how to track social media return on
investment”, “how to identify and engage with the most influential social media
users” and “what tactics to use to create an effective social media strategy”
can be analyzed through social media analytical tools. In addition, at the same
time that help to answer these questions, data analysis shall consider that social
media transform the very nature of business. The large volume of data generated
and stored by companies defies social media analytics about how companies can
monitor and analyze social media conversations about them, their services or
their products.

According to Zeng et al. [4], social media analytics aims derive information
from social media in context-rich application, support decision-making process
and provide architectural designs and solution frameworks for applications that
can benefit from the “wisdom of crowds” through the Web. In other words, it
involves developing and evaluating tools and frameworks to collect, monitor,
analyze, summarize, and visualize social media data to facilitate conversations
and interactions to extract intelligence [4].

In this context, the main goal of this work is to understand how information
visualization techniques can support and improve the analysis of the perceived
image of organizations on social networks (here organization’s image is used
with the same meaning as organization’s reputation or company reputation).
We choose to explore features as visualization of feelings and statistics about
mentions in Twitter, whose data is public [5]. We defined the following guid-
ing research questions: “Does the use of interaction techniques with information
visualization help to deepen the social network data analysis?”, “It is possible
to have a dynamic analysis of a data set using information visualization tech-
niques?”, “Could the understanding of customer’s perception assist the company
in making decisions?”.

Trying to answer these questions we developed an application prototype
that allows us to visualize the mentions2 about one specific user at Twitter.
This application is aimed specifically at professionals working in the area of
relationships and their needs, exploring features as visualization of feelings and
statistics about mentions. Through interviews, we collected the users’ opinions
about the prototype and about how existing visualizations can aid the decision-
making process in the company. Thus, as our main contribution, we presented
1 Tweet is every message posted by a Twitter user. It can have a maximum of 140

characters and it can also be called “post”.
2 Mention is a way to talk to or reference someone on Twitter. For this, the tweet

must contain the @username referenced in the message body.
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possibilities of using interactive visualization techniques in order to help users
to deepen the analysis of their organization’s image on social networks, and also
users impressions about this.

The remaining of this paper is organized as follows: next section presents the
background of our work and it is followed by a section dedicated to related works.
Section 4 presents the methodology adopted for this research. The MentionStats
application prototype and its features are described in Section 5. Section 6 is
dedicated to data analysis, where the preliminary user impressions are presented.
Last section concludes the paper with final considerations and the future works.

2 Background

Mobile devices, social networks and spaces devoted to companies and products
on Internet that make it easier to share information instantly, create a social
media landscape that is quickly becoming part of the fabric of everyday business
operations. With the growing number of users on social media sites, arises the
need for businesses to monitor and use them to their advantage [3]. This has
opened space for development of tools to support the analysis of social-media.
In this section we present some fundamental concepts used in this research field.

2.1 Organizations and Social Networks

According to Fan et al. [3], social media has changed our conversations about
products and services but not about the business activities behind them. Social
media is more relevant to the design development and utilization stages in the
product (or service) life cycle. In addition, the analysis of social media helps busi-
nesses to gather competitive intelligence and understand more completely their
business environments, suppliers, and competitors. Trend analysis and other
social media analytic tools help in the identification of any changes in behavior
and sentiment affecting product design and development.

Customers’ reactions can also help to change a marketing campaign or a
product. Companies hope that social network interactions (retweets, reblogs,
and social tagging) are positive, though it does not always mean they are. “Cus-
tomers’ on-line complaints about products and services are common, and real-
time sentiment analysis, topic modeling, and other tools allow businesses to know
how their customers feel about their products and services and respond quickly,
before customer complaints become an on-line torrent” [3].

In spite of the growing interest of companies in this area, there is little
understanding of the potential business applications of mining social networks.
According to Bonchi et al. [6], while there is a large body of research on different
problems and methods for mining social network, the potential business impact
of these techniques is still largely unexplored.
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2.2 Data Visualization

Data visualization is a growing research area that seeks to improve the presen-
tation of data and its goal is to support users in the process of sensemaking, in
which information is collected, organized, and analyzed to form new knowledge
and inform further action [7]. In other words, it assists users to understand the
data, store them and in the decision-making process [8,9].

According to Heer et al. [9], the goal of visualization is to aid the understand-
ing of data by leveraging the human visual system ability to recognize patterns,
spot trends, and identify outliers. If visual representations are well-designed,
they “can replace intuitive cognitive calculations with simple perceptual infer-
ences and improve comprehension, memory, and decision-making process”. The
challenge in visualization involves issues such as for any given data set, the num-
ber of visual encodings is extremely large. To improve this process, computer
scientists, psychologists, and statisticians have studied how well different encod-
ings facilitate the comprehension of data types such as numbers, categories, and
networks [9]. Thus, we can consider the data visualization techniques a kind
of big-dataset translator for a more easily understood language, using charts,
tables, colors and other visual aids.

Another point to be considered is the fact that the human ability to per-
ceive patterns and draw conclusions is a key factor [3], since it can vary from
person to person. Because of this, visualization techniques shall also exploits an
individual’s visual perception to facilitate cognition [7–9].

2.3 Sentiment Analysis on Twitter

According to Fan et al. [3], opinion mining, or sentiment analysis, is the core tech-
nique behind many social media monitoring systems and trend-analysis appli-
cations. It leverages computational linguistics, natural language processing, and
other methods of text analytics to automatically extract user sentiment or opin-
ions from text sources at any level of granularity (words or phrases, up to entire
documents). Such subjective information extracted about people, products, and
services supports predicting the movement of stock markets, identifying market
trends, analyzing product defects, and managing crises.

In this work we adopt the view of Pang et al. [10], to conceptualize the
terms “opinion mining” and “sentiment analysis”. The authors pointed that
both terms denote the same field of study (which itself can be considered a sub-
area of subjectivity analysis). The terms have multiple definitions that cover the
subjective textual analysis of social media source.

As the audience of microblogging platforms - as Twitter - and services grows
everyday, according to Pak et al. [11] data from these sources can be used in opin-
ion mining and sentiment analysis tasks. For example, companies may be inter-
ested in questions such as: “What do people think about our product (service,
company etc.)?”, “How positive (or negative) are people about our product?”
or “What would people prefer our product to be like?”.
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3 Related Works

Studies have been carried out aiming to analyze sentiments for popular
topics on the Internet and social networks using visualization techniques. One
of them [12] presents a framework with modules to collect, parse, analyze,
estimate and visualize the estimated public sentiment from a Twitter corpus.
A dictionary-based approach and a machine learning approach were implemented
within the framework and compared using one case study: the royal birth of 2013.
They found there is good correlation between the results produced by the pop-
ular dictionary-based approach and the machine learning approach when large
volumes of tweets are analysed. However, to allow rapid analysis, faster methods
need to be developed using big data techniques and parallel methods.

A similar work, SentiView [13], allows us to visualize the sentiment evolution
of Web users along a timeline. It is an interactive visualization system that
analyzes public sentiments for popular topics on the Internet. SentiView search
and correlates frequent words in text data, mining and modelling the changes
of the sentiment on public topics. The relationships of interest among different
participants are presented in a relationship map. SentiView is adaptable for
different social networking platforms, such as Twitter, blog and forum, and,
through this work, the authors demonstrated the effectiveness of it in analyzing
and visualizing sentiments.

Dong et al. [14] developed a prototype that automates the process of collect-
ing and analyzing data from Twitter and offers a variety of simple visualizations
to understand the public sentiment. According to the authors, during disasters,
extracting useful information from pool of social media data can be useful in
understanding the sentiment of the public, especially to improve decision-making
process. They developed a prototype that automates the process of collecting and
analyzing social media data from Twitter and then explore a variety of visual-
izations that can be generated by the tool in order to understand the public
sentiment. The Hurricane Sandy disaster in 2012 was explored to generate a
variety of visualizations. They performed a statistical analysis to explore the
causality correlation between an approaching hurricane and the sentiment of the
public.

In DeepTwitter [15], standard visualization techniques allow the understand-
ing of how they can help in the analysis of users behavior in social networks.
These techniques are used to see users connections and the frequency of tweets
sent by one or a group of users, as well as ways to classify these tweets con-
sidering its content. Other tools available are tag cloud and the most popular
users. Studies with users about the set of visualization techniques implemented
in the DeepTwitter show different profiles of users are interested in different
features (and in different visualization ways). Moreover we identified the trend
of users to simultaneously use several small applications to monitor the use of
social networks. Through the results of DeepTwitter users analysis arises the
idea of focusing on specific market niches [2]. And, in this work, we focus on
organizations needs.
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On studies about the organization’s image in social media, Fan et al. [3]
presents the power of social media analytics. They present examples of companies
that use social media and they discuss ways of “how to use, and influence,
consumer social communications to improve business performance, reputation,
and profit”. Social media has opened several ways to assist in business visibility
as well as provide real-time customer feedback. Data visualization tools (an social
media analytics) have allowed companies to quantify, understand, and answer to
customers questions about their corporate reputation and brands within social
networks.

4 Methodology

To answer our guiding research questions, we divided our research work in three
stages, as shown in Fig. 1 and following described:

– First stage: development of the MentionStats application prototype.
– Second stage: user study:

• application of a pre-test questionnaire with seven questions about company
profile and how it uses social networks.

• presentation of the prototype for potential users of the tool for testing it.
• realization of a semi-structured interview about this use, with ten open

questions about users’ perceptions from application use, its features and
the implemented interactive visualizations.

– Third stage: qualitative analysis of the data collected during the process.

Fig. 1. Research steps.

5 MentionStats

MentionStats is an application prototype in which the user can monitor the
mentions about a company, or individual, to get an overview of the perception
that Twitter users have about it. The application was built for the operating
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system iOS, and works exclusively on the iPad platform (Apple). Its interface
was planned and designed with custom items, based on iOS Human Interface
Guidelines3. The user just need to login to start the visualization and have a
perception of his (or the organization) image on social networks, according with
the account used to login. The focus of the application is the visualization of
polarity mentions on Twitter with the possibility to store the mentions for future
query and analysis. It presents a navigation bar that appears on every screen,
making easy the navigation between features (Timeline, Statistics, Dictionary,
Filter) by the user.

MentionStats automatically analyzes each mention of the logged user and
classifies them into three categories: Good, Neutral and Bad, based on predefined
words that determine the message content. Also, it does a query of mentions
according to day and time that the messages were sent and shows the mentions
to the user through interactive graphics and a percentage meter in the statistics
section. The list of mentions also offers a graphic marker in which each mention
receives a small badge with a color that determines the message content, as
shown in Fig. 24. When the user profile is configured (by automatic integration
between the MentionStats and the iOS), the application searches by keywords
in all mentions that refer to any emotional charge, being positive, negative or
neutral, assigning to each one its respective color.

Fig. 2. Classification of the mentions (Color figure online).

When the application is searching by keywords, if an expression that refers
to something positive is found, the system classifies such mention as positive.
Besides the green check mark that appears next to the mention (Fig. 2), this
information is included into the statistics (Fig. 3). The process is done in an

3 http://goo.gl/WtDJx4.
4 MentionStats application is in Portuguese Language. In the images used in this

paper, translations will be presented when necessary.
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Fig. 3. Statistics of the total mentions (Color figure online).

Fig. 4. Mentions presented per day or per hour (Color figure online).

analogous manner to negative words, but then the mentions are presented with
a red mark. When the mention is not registered in the database as positive or
negative, it is classified as neutral (yellow).

The statistics are shown in a panel divided into two parts: one static and
other interactive. The first part allows the visualization of the percentages of
mentions classified and the total number of positive, negative or neutral mentions
(Fig. 3). The second part shows the total mentions per day or hour according to
its classification. In this case, the visualization presents a circle for each polarity
color (green, red and yellow), which contains the number of mentions (Fig. 4).
The last thirty days are displayed and the user can change the granularity of
the displayed timeline through pinch-out and pinch-in movement on the selected
item, in this case, one day. Then, it is possible to see the mentions of one selected
day classified per hour. The 24 hours of the selected day are presented.

The words used to classify the mentions are stored in a library that can
be customized. So, the user can view, add and remove words in each category
(positive, neutral or negative) for further classification of the mentions. It is also
possible to use a lexicon of feelings such as Opinion Lexicon [16] for inclusion
in this library to get better results of polarity classification. After making any
changes in the library, user must update the list to save the changes and review
their terms as the new indications.
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6 Preliminary User Impressions

In this research, we have done a qualitative analysis of MentionStats through
interviews with three professionals who are responsible for company’s accounts
in social networks (which is possibly our target audience). The three individuals
were male with the mean age of 36 (34 to 40). The interviews were conducted
in a private room in the University, lasting about 1 hour each one.

During the interviews, first, the participants answered a questionnaire about
the company profile. After, a brief description of the application prototype were
done and the participants were asked about their understanding of the tool and
the purpose of MentionStats. In general, they replied that the application helps
to monitor Twitter to detect opinion good or bad about their user profile. Finally,
they used the application.

The interviewees reported that the companies have accounts on Twitter and
Facebook to disseminate information about the company, its products and ser-
vices, and do not have accounts on other social networks (or are little used). The
use of Facebook is more intense than Twitter, and the company is interested to
have a closer relationship with its customers and monitor conversations about
their products and services in social networks. In general, companies maintains
a professional dedicated in monitoring the mentions of their account on social
networks. These companies access and use social networks every day and do
not have a strategy or the company’s disclosure plan on social networks. The
relationship between companies and customers on social networks is more char-
acterized by the dissemination of information and news, and little interaction.
One interviewee reported that the company uses other means of communication
with customers (telephone and on-line discussion lists), which more interaction
than social networks.

Regarding to MentionStats, they said that the implemented techniques help
to improve (and accelerate) not only the analysis of the organization image (“with
this [statistics] it is possible to get a general overview about positive, negative and
neutral mentions (...) rapidly respond to the client in cases of negative mentions
and give feedback to employees of the company, in case of positive mentions”),
but also in the decision-making process (“you can quickly get a feedback from
tweets posted by the organization (...) contributing in an agile decision-making
process”). The possibilities of personalization with the insertion of words related
to the organization domain was also highlighted. According to one participant,
“viewing the timeline helps in finding relevant information about your organi-
zation’s image. Not only in the organization’s image but also in relation to the
feedback from its own tweets. You can perform a quickly reading at the “image”
of the company on social networks, each tweet that mentions the company is
shown with its classification (good, neutral or bad)”.

Other positive points mentioned: the visuals and colors are pleasant, the pre-
sentation of the list of tweets with photos of users (important to recognize people)
and statistics are interesting. On the other hand they said that “the library was
considered nice but it could have a more “intelligent” way to associate words
with their radical or verb tense”.
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The interaction with the application was considered non intuitive to one of
the participants (Android mobile device user). In his opinion, to toggle between
the visualization the number of mentions per hour and per day, user needs to
know the fingers movements proper, and it was not easy to deduce.

As improvements, a participant pointed that the timeline update is not auto-
matic - he could not drag the finger on the screen to update automatically
(common feature in mobile applications) and he thinks this is an important
functionality. In statistics, he would like to be able to separate also weekly or
monthly. It would also be nice if an user could select a word in the timeline and
set it as good or bad from that to be automatically incorporated into the words
library. Another important point is to allow a synchronization with Twitter to
enable answer users tweets directly from MentionStats.

Although the participants have suggested improvements, they were interested
in employing these interactive visualization techniques.

7 Conclusion and Future Works

In this work it was possible to verify how interactive visualization techniques can
facilitate and improve the analysis of the perceived image of organizations on
social networks. We implemented MentionStats, an application prototype that
provides interactive visualization techniques to support mentions analysis on
Twitter. Through this prototype we conducted a user study in order to analyse
the user impressions about it.

The presented related works contains some examples of the use of visual-
ization techniques with social media data. They illustrate how the research in
this area is evolving and the importance to combine several computational tech-
niques to reach effective results. Some of them compare approaches for better
data gathering and processing, such as machine learning and natural language
processing, with little exploration of data visualization. Our work is similar to
them in the aspect of sentiment analysis in social networks. On the other hand,
our focus are in the design of interactive visualization techniques and not in the
data gathering and processing, in order to help sentiment analysis on Twitter.
We implemented an application prototype for mobile platforms and focused on
the perception of the organizations image on social networks.

From the analysis carried out, we can see that companies are interested to
know customers’ opinion about their image, services or products, and also to give
them a quickly feedback. As mentioned by the interviewees, these information
could help in the decision-making process, which answers positively two of our
guiding research question: “It is possible to have a dynamic analysis of a data
set using information visualization techniques?” and “Could the understanding
of customer’s perception assist the company in making decisions?”.

Although the participants suggested some improvements to be implemented,
they made a good evaluation of the MentionStats, saying that they would adopt
it and recommend it for monitoring mentions on social networks, because it
support the analysis of opinion on Twitter and can be applied to the company’s
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image monitoring. This demonstrates that we have a positive answer for our
other guiding research question: “Does the use of interaction techniques with
information visualization help to deepen the social network data analysis?”.

Now we are improving the application prototype considering the users sug-
gestions. As future work, we will deepen the user studies and we will continue to
study and develop tools to support the sentiment analysis on large volumes of
data, including data processing and visual mining. At now, we are using a data-
base of tweets gathered during the World Cup 2014 and the Brazil presidential
elections in 2014.

Acknowledgments. This work was partially supported by PUCRS (Edital 07/2012 -
Programa de Apoio a Integração Entre Áreas/ PRAIAS).

References

1. Mohammad, A., Mohiuddin, K., Irfan, M., Moizuddin, M.: Cloud the mainstay:
growth of social networks in mobile environment. In: 2013 International Confer-
ence on Cloud Ubiquitous Computing Emerging Technologies (CUBE), pp. 14–19,
November 2013

2. Rotta, G.C., de Lemos, V.S., da Cunha, A.L.M., Manssour, I.H., Silveira, M.S.,
Pase, A.F.: Exploring twitter interactions through visualization techniques: users
impressions and new possibilities. In: Kotzé, P., Marsden, G., Lindgaard, G.,
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Abstract. Diabetes mellitus (DM) is increasingly being accepted as a lifelong
public health problem with profound consequences on the worldwide healthcare
system. Self-management, therefore, has been long suggested as an integral solu‐
tion of diabetes treatment [1] which requires patients to adopt strained lifestyle
modifications (e.g., balancing diets and frequent monitoring of blood glucose)
[2, 3]. With the proliferation of smart devices, this study proposes a theoretical
framework as an important guideline for designing and prototyping a life-
changing mobile platform for a next-generation diabetes self-management. It
revolutionises the interaction between patients and their smart phone with a high
degree of media richness and social connectivity for better health management
success.

Keywords: Diabetes mellitus · Self-management · mHealth · Social support ·
Social presence

1 Introduction

The prevalence of diabetes mellitus (DM) has been growing rapidly on a global scale
in recent decades. The International Diabetes Federation estimates a tremendous rise in
cases diagnosed with diabetes to 592 million by 2035 [4] which suggests a huge
economic burden of DM. In order to meet the public expectations on healthcare services
within resource constraints, self-management, therefore, has been long regarded as an
integral part of clinical treatment of DM [1]. It involves a considerable amount of
strained tasks for patients, such as balancing diets, increasing physical activity, frequent
monitoring of health status, and obtaining diabetes knowledge as well as adherence to
treatment regimen and advice [1, 2].

Mobile applications (mobile apps) have been studied as viable tools for diabetes self-
management [5–9] which empower patients with great advantages of usability and
mobility [10, 11]. Moreover, the ubiquitous mobile technology promisingly brings
patients closer to their friends and family members for social support thus creating
persuasion power and generating sufficient motivation for patients to comply with their
diabetes treatment protocols [12]. Nevertheless, it was unclear whether existing mobile
apps in the market were designed based on behavioural science theory capable of modi‐
fying self-care behaviours [13]; hence, this research aims to fill the existing gaps in
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literature and practice to propose a theoretical framework for designing and prototyping
a life-changing mobile platform for a next-generation diabetes management.

In this research, we have conducted systematic searches using the keywords:
“Diabetes” and “Glucose” across different app stores, such as Apple AppStore, Google
Play, and Windows Store; and there are over 2,000 mobile apps related to diabetes
management. Similar to the findings from Holtz & Lauckner [6], and El-Gayar et al.
[13], the majority of the apps offer health tracking capabilities including blood glucose,
insulin treatment, and dietary intakes. However, there are only a handful of apps with
family support features which are limited to the use of social blogs, forums or e-mails
for disseminating patients’ health status to their supporters.

In this study, the design of a social mobile platform for diabetes self-management
brings social support to the next level of mobile social presence through the innovative use
of loved ones’ voice messages which will stimulate patients to self-manage their condi‐
tions. It also provides an effective mean of using social networking sites (SNS) for family
members and friends to help patients with distributed inputs which will reduce the burden
of manually entering data and will enhance the experience and accuracy of tedious self-
care tasks like dietary tracking. Based on a strong theoretical foundation, it is capable of
reshaping the interaction between patients and their smart phone with a high degree of
media richness and social connectivity for effective diabetes management.

The structure of our paper is as follows. In the following section, we review the
relevant literature background of diabetes self-management, behavioural theories, and
mobile apps. Section 3 discusses our theoretical framework and the design of our social
mobile platform. The last section concludes the paper with our direction of forthcoming
research.

2 Literature Background

2.1 Diabetes Self-management

Diabetes is a chronic disease resulted from insulin deficiency (Type I Diabetes), insulin
resistance (Type II Diabetes), insulin receptor problem in pregnancy (Gestational
Diabetes Mellitus), or genetic defects (other specific types of diabetes) so that the plasma
glucose level is above the normal range [14]. Self-management has been recognised as
an important part of clinical treatment, which requires patients to adopt lifestyle modi‐
fications [1, 15]. According to the most recent Standards of Medical Care in Diabetes
[16], patient self-monitoring of blood glucose level (SMBG) plus medication, nutrition
therapy, and physical activity are the key elements required for both type I and type II
diabetes patients. In addition, studies have shown that while many patients require 6-8
times of testing per day, SMBG frequency and timing should be adjusted by individual
and proper SMBG correlates with a lower glucose level [17, 18]. While physical exercise
and diet control also help to improve glycaemia and cardiovascular risk factors [19],
individually tailored interventions are required in order to make a change towards
healthy, low-fat eating [20]. The success of self-management, as social cognitive theory
describes [21], is strongly influenced by various personal factors and environmental
factors, in which the behavioural change theory plays a critical role [22, 23].
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2.2 Behavioural Change Theory for Diabetes Self-management

As diabetes self-management requires changes in individuals’ self-care behaviours (e.g.,
blood glucose testing, dietary management) [3], the effect of self-management is
strongly understood by the behavioural change theory. This section reviews previous
literature and summarizes relevant theories for self-management of diabetes.

Self-efficacy. Self-efficacy, defined as the strength of one’s ability to carry out a behav‐
iour to reach a desired goal, is fundamental to behavioural change interventions in social
cognitive theory [23]. Self-management interventions need to attach importance to devel‐
oping self-efficacy [22]. In addition, Bandura’s behavioural change study [24] postulates
that individuals’ past performance accomplishments harden their belief leading to improve‐
ments in health-related behaviours. In terms of diabetes glucose control, which requires
habitual diet and glucose tracking, the process of goal setting increases patients’ self-effi‐
cacy [25]. More specifically to SMBG, which offers day-to-day information of glucose
level in response to diet, exercise and medical treatment, outcome expectation also helps
to improve the efficacy of diabetes self-management [25–27].

Social Support. The success of diabetes self-management essentially involves ongoing
collaborative efforts of family members and friends [16, 28]. Social support empowers
patients’ self-care behaviours, such as adherence to the treatment regimen and acts as a
protection layer against impact of stressful events [29]. Furthermore, studies on social
support of diabetes care indicated the evidence of informal social support in improving
health outcome, and diabetes care teams should encourage informal support from family
members before the formal clinical support interventions [2, 30], especially in dietary
management, which is vulnerable to social influences [3].

Social Presence. Social presence theory indicated that communication is more effective
through the medium with higher social presence, such as motional, audio and visual,
comparing to text-based medium [31]. In the newly published book, Social Media and
Mobile Technologies for Healthcare [32], it was pointed out that there had been very
few models integrating social network elements into mHealth, although mobile social
presence has been newly discussed as an extension of virtual social presence with
collaborative technologies like transmitting photos, videos, and local-based statuses
[33]. According to Cialdini & Goldstein [12], higher mobile social presence strengthens
the effect of social support by generating sufficient motivation for patients and their
supporters to accomplish diabetes management tasks thus leading to increased levels of
health related outcomes.

2.3 Mobile Apps for Diabetes Self-management

With the advancements in mobile technology, attempts of mobile diabetes support as well
as related publications have increased rapidly since the early 2000s [5, 34]. Early efforts
were mainly about giving lifestyle interventions through mobile text messages, so that
patients’ awareness, knowledge, and control of disease could be improved [35, 36]. With
the increasing storage capacity as well as Wi-Fi accessibility, the majority of mobile apps
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nowadays offer health tracking capabilities of one or more areas in glucose, diet, exercise
and medication [7–9, 13, 37, 38]. Personalisation and decision support are also heated
topics in the existing market and research [11, 39, 40]. The mobile capabilities of commu‐
nication and self-management education have been studied to show positive impacts on
various health outcomes [13, 41, 42]; nevertheless, there are only a handful of apps with
family support features and explorations in social media support are also limited [6, 13].

3 Social Mobile Platform for Diabetes Self-management

3.1 Theoretical Framework

We propose the following theoretical framework (Fig. 1) as an overarching design
guideline of our social mobile platform for effective diabetes self-management.

Self-management 
(e.g., goal setting, blood glucose

monitoring, dietary manage-
ment, medication management)

Social support with a high 
degree of social presence 
(e.g., glucose advices, food 

annotation, voice-based mes-

Health related outcomes 
(hb A1c, adherence to treatment 

regimen, health management 
success)

P1

P2

P3

Fig. 1. The theoretical framework for self-management mobile app designing

Self-management interventions attach importance to developing self-efficacy [22, 23],
which postulates that individuals’ past performance accomplishments harden their belief
leading to improvements in health-related behaviours [24]. The process of goal setting
increases patients’ self-efficacy [25]; which promotes their sense of responsibility and
accountability in managing their own health thereby improving their health related
outcomes. We propose Proposition 1 as enabling factors of a diabetes self-management
mobile app, such as goal setting, blood glucose management and physical activity tracking.

Proposition 1. Individuals can achieve higher levels of health management success thus
resulting in improvements of health and medical status progress by facilitating their self-
management activities, such as goal setting of diabetes management, and management
of blood glucose levels, dietary, physical activities, and medications.

The success of diabetes self-management essentially involves an ongoing supporting
role of family members and friends [28]. According to the social support theory, it
influences patients’ self-care behaviours, such as adherence to the treatment regimen
and acts as a protection layer against impact of stressful events [29]. With mobile tech‐
nologies, mobile social presence [31, 33] has been newly discussed as an extension of
virtual social presence with collaborative capabilities like transmitting voices, photos
and videos, and local-based services, which strengthen the effect of social support by
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generating sufficient motivation for patients and their supporters to accomplish diabetes
management tasks thus leading to increased levels of health related outcomes [12]. We,
therefore, posit a direct effect of social support in Proposition 2 and an interaction effect
between self-management and social support in Proposition 3 which in turn allow us to
design a comprehensive feature set of our mobile app in the Table 1.

Table 1. The theory-driven feature set

Theory Feature

Self-care [6, 15, 20] • Glucose monitoring

• Dietary tracking

• Physical activity and medica‐
tion management

Self-efficacy [23–26] • Goal setting

• Reporting and advice

Social support [2, 3, 27, 30, 36] • Social glucose monitoring

• Social dietary tracking

Social presence [31, 33] • Voice-based reminders

Proposition 2. Individuals can achieve improved health management success thus
resulting in increased levels of health and medical status progress by facilitating social
support for them and their supporters to access diabetes management activities and to
engage in a high degree of social presence.

Proposition 3. By facilitating both self-management and social support for individuals
and their supporters to access diabetes management activities and reports, they can
achieve improved health management success thus resulting in increased levels of health
and medical status progress.

3.2 User Interface Design

This study aims to design a patient-centric minimalistic mobile platform for diabetes
self-management. The following sections describe the comprehensive set of theory-
driven features in great details.

Glucose Monitoring. Our design offers an important function of glucose self-moni‐
toring at patients’ convenience (Fig. 2 - the left screen). A patient can set the blood
glucose level using a scrollbar of the input circle after taking fingerstick blood tests. The
date and time of record will be automatically captured, and, further edit is allowed by
scrolling the time picker. The target range of blood glucose for different people before
and after meals are different. Hence, the design allows users to have a personalized target
range for both before meal glucose level and after meal glucose level.

Designing a Social Mobile Platform for Diabetes Self-management 71



Fig. 2. Self-care features

Dietary Tracking. A patient simply needs a few steps to log their diet (Fig. 2 – the
middle screen). The first step is to take a photo of the meal by clicking “Capture Meal”
in the home page. The second step is to enter the type of food which allows the app to
know the carbohydrate count for diabetes management. The last step is to indicate the
amount of finished food. These steps can even be shorter with the use of Social Support
Features. Patients could also select the time frame of the diet record that he or she would
like to review. Both the starting date and end date could be edited through scrolling the
date picker at the top part of “Diet Record” screen.

Physical Activity and Medication Management. Other than glucose monitoring and
diet tracking, physical activity and medication are two other important aspects of
diabetes self-management. Our design caters for a minimalistic way of capturing users’
inputs on physical activities and medication like jogging and insulin treatment (Fig. 2 –
the right screen). It facilities the selection of different types of activity or treatment
therapy together with the amount of work done or treatment dosages. Integration with
fitness devices and location-based services are yet to be explored.

Goal Setting. This features the process of goal setting which breaks major target into
concrete and manageable objectives within a desired timeframe (Fig. 3). For instance,
a goal of glucose monitoring can be “from Jan 10, 2015 to Jan 24, 2015, having a
minimum glucose level of 4 mmol/L”. Once the user accesses this feature, the fulfilment
ratio will be updated based on glucose input, diet log, physical exercise log, and medi‐
cation records within the time range indicated at the top of the screen. This design
provides users with useful feedback about their efficacy of achieving goals.

Reporting and Advice. For reporting purposes, the user could select the time range
they want to view data logs as shown in Fig. 4. The functionality displays the period
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average as well as each day’s test results in the bar form. The daily average is shown as
an orange line, and each meal’s intake time and carbohydrate exchange amount are
indicated as orange triangles. The design is capable of motivating users by displaying
friendly status related to their health-related outcomes.

Fig. 4. Reporting and advice

Social Glucose Monitoring. Our design allows the ability to connect with family and
friends based on the Facebook’s friend list (Fig. 5 – the left screen). Once connected,
various reports of the patients will be sent to their supporters for information exchange
and advices including glucose charts and health-related status messages. The app also
reports the adverse events, such as hyperglycemia and hypoglycemia to supporters who
can act in time to prevent life-threatening consequences. The interactions between users
and the mobile app, therefore, are enhanced for frequent usage and healthier lifestyle.

Fig. 3. Goal setting
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Social Dietary Tracking. The design further simplifies the tediousness of food tracking
by sending requests to connected family members and friends for distributed inputs as
shown in Fig. 5. When a patient takes a photo of their food, it will be sent automatically
to their loved ones on Facebook. And it is important to guide the supporters through a
series of steps to tag the food based our calories count database. Two hours later, the
mobile app will prompt the patients to complete their dietary tracking tasks based on
the collected inputs.

Fig. 5. Social support features

Fig. 6. Voice-based reminders
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Voice-Based Reminders. Rather than using the traditional notification or alarms, the
design implements voice-base reminders with a family member or a friend’s photo
shown in Fig. 6. This aims to facilitate effective interventions for lifestyle changes, as
well as long term efforts in self-management because the reminders will be based on
physical exercise schedules, glucose testing schedules, medication schedules, etc.
Family members and friends can record their voices based on certain event triggers.
After the setup, the mobile phone will start to notify patients through the voice selected
for the reminder, and the screen will show the profile photo of the voice’s owner at the
same time.

4 Conclusion

Our study has established forceful contributions to the literature and practice of mobile
diabetes management in two folds. First, based on the behavioural science theory, our
research proposed the theoretical framework capable of reshaping the current generation
of diabetes management towards a more active and supportive direction. Second, we
designed and prototyped a next-generation mobile app for diabetes self-management
through the use of voice-based reminders and collaborative features. It provides a solid
mean to promote the practice of self-management amongst patients and their social
networks which is exceptionally valuable for healthcare professionals to impart neces‐
sary interventions to patients with diabetes.

The paper is not an end; but rather a beginning of forthcoming research. In the future,
we are looking into ways of further simplifying our mobile app by interfacing with
devices, such as glucose meters, fitness devices, and insulin pumps. Furthermore, we
are in the process of conducting an experimental design study to assess the impact of
the mobile app on apprising and predicting the user behaviour and on understanding
how contextualized social support should be given to increase the likelihood of behav‐
iour change and improvements in health status.
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Abstract. This paper presents a study on how hierarchical communities can
emotionally balance themselves and how this process happens. For that we’ve
created Emotifeed, an ICT tool to provide sttaf decision made information,
allowing them to give emotional feedback. The communication inside organi-
zations and communities are quicly changing for a more organic and flexible
structure and emotions play an important role in this scenario. However the
knowledge about the emotional world of communities and organizations is still
very short. Aiming to contribute in this scenario, we developed EmotiFeed using
a public display to support the communication in a community and collect
emotional feedback. The footage analysis showed that the EmotiFeed promoted
the emotional balance in the community and showed that the tendency is it runs
in the direction of the “Neutral” emotion.

Keywords: Organizations � Emotifeed � Emotional feedback � Emotional
balance � Responsiveness

1 Introduction

The communication inside organizations and communities are changing over the time and
becoming more responsive to their members desires, need and emotions [3]. Meanwhile it
is not clear how this responsiveness is present in this communication scenario.

As known, emotions play an important role in the development of intelligence,
perception, learning and mainly in the communication and relationship either person to
person or person to technology application/device which indicates that responsiveness
occurs also in the emotional level [4, 10, 17, 19, 30].

The emotional responsiveness is a critical component of social interaction and
competence once individuals who don’t respond appropriately to reactions came from
other or don’t understand it are unable to satisfying relationships and probably will
have troubles in their social live and in the workplace [24, 28].

Individuals work toward a state of emotional balance, which consists of tacitly
experiencing emotions. Once the individual becomes emotionally unbalanced in the
social situation and experiences an emotion, he/she will work toward rebalancing his/
her emotion(s) once the need for emotional balance is a vital component of the indi-
vidual’s broader need for ontological security [6].
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Although the knowledge of the emotional world of communities and organizations
is very short as there are not so much studies in this field. Some questions concerning
this subject are still not answered, such as: How comfortable people feel to express
themselves emotionally? What kind of emotions does the community express? How
does the organization change over time? How well people understand others? How
does the community balance itself? [22, 31].

Most communities and organizations are organized hierarchically according to the
members post inside of it [12]. In those communities, the communication tends to
happen only from members of high posts to low posts [18]. Some examples of com-
munities hierarchically organized are universities, corporations, hotels and hospitals.

In order to contribute for a better understand of the emotional world of communities
this work aims to study if hierarchical communities balance themselves emotionally
and if the usage of technology can help with that.

The next section presents the background on emotions highlighting what is an
emotion and how it happens. The Sect. 3 presents the related works discussing how
they are related with the present work. Section 4 describes the EmotiFeed the ICT
system created to collect and analyze data. The results are shown in the Sect. 5 fol-
lowed by the conclusions on the data analysis in the Sect. 6 and the future works in the
Sect. 7.

2 Background on Emotions

The scientifically researches on emotions started in the 19 century when William James
[11] and Charles Darwin [4] proposed their theories. More than 90 definitions on
emotions were proposed along the 20th century [20], some of them can be found in
[13]. It means that there isn’t a consensus of what is an emotion [8].

For the present work the Schachter-Singer model [26] is adopted. The authors
indicate that emotion is the individual response according to a stimulus, contextualized
for each individual experience.

The stimulus may have an internal origin – stemmed from memories, thoughts or
physiological sensations – or external origin – as an event, conversation or action. This
stimulus triggers a series of physiological reactions in the human being’s body in the
same time that cerebral cortex (cognitive process) evaluates what is happening to his/
her body together with all elements of the context in which the stimulus occurred (such
as memories, skills, experience etc.). This contextual evaluation is unconscious and
innate. In the end of this process a corresponding emotion is generated and experi-
mented, as shown in the Fig. 1.

3 Related Works

We found only few works that analyze some emotional aspects of online communities
in the literature.

Yu [31] studied the emotional status of online health community members
according to the members’ role (patient or caregivers). Laniado et al. [14] examined
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what emotions were presents in the communication between editor of Wikipedia pages
content considering the users gender as well as their role in the page edition. Both
works analyzed the emotions related to messages in order to understand how people
behave and express themselves emotionally but they do not consider the emotional
balance of the studied community which is the purpose of this work.

Preece’s work [21] aims to understand how empathy occurs highlighting the
importance of empathy in communication and social relationship between members of
an online community to support people and athletes with knee ligament problems.

Behrens [1] created a platform with only two buttons: Like and Dislike. Through
these buttons the community could give their opinion about the event and the talks that
they participated. This work aimed to augment virtual communication with location
based narratives and real time sharing of opinions. It is not directly related with
emotions itself but only with like and dislike.

The authors [25] created an ICT system that attempts to avoid, reduce or resolve
incivility in workplace, called MACS (M-s Affective Conditioning System), by mon-
itoring and controlling individuals’ behavior in this workplace.

As shown none of the related works analyzed the emotional balance on the community
they were experimented and the applications/systems created do not have the focus to
provide a tool to allow that emotional balance. Thus in order to achieve the objective of this
work, an Information and Communications Technology (ICT) system called EmotiFeed
was created. The EmotiFeed will be described in details in the next section.

4 EmotiFeed

With the technology advance, it is becoming easier to provide some ways to allow the
communication for people from both high and low posts in communities [3, 7].

This fact meets the third HCI paradigm, defined by [2, 9]. They say that in the third
HCI paradigm the designer’s challenge is to give user the chance to experiment ICT
solutions to support their desires, needs and emotions.

Fig. 1. Schachter-Singer theory (adapted from [15])
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Following the third HCI paradigm and aiming the objective of this work, an ICT
system called EmotiFeed was created. The EmotiFeed allow people from a community
to express themselves emotionally based on an announcement came from member of
high post of that community.

4.1 Collecting Emotional Expression

As mentioned in previous sections the Schachter-Singer model of what is an emotion
was adopted. However this model does not deal with the emotion classification or what
emotions an individual can experience. Instead this model explains what an emotion is
and how it is experienced.

For this purpose it was adopted the Russell classification of emotions [23] since it
can be measured and computed as well as Nguyen et al. [16] pointed out. Russell’s
model shows a set of emotions organized in a circle where the opposite emotions are
place in the opposite position in that circle.

The total amount of emotions covered by this model is 28 emotions. As it is not
known yet what kind of emotions the community wants to express it is used only the
scale between happy and sad because those were the most common emotions found in
the literature on emotions and also they are considered innate. To represent the scale
between Happy and Sad emotions we used 5-points Likert Scale [29].

The emotions can be expressed in different ways, such as through the facial rec-
ognition, body language, speech recognition, physiological signals and self-report.
Some works [5, 27] pointed out that the emotional feedback should be quick and non-
verbal to describe an emotion so that emoticons appear to be an appropriate way to
communicate emotions.

Thus the approach used to collect the emotional data by the EmotiFeed is the self-
report [7, 10] based on voting where people choose an option provided by the system
that better represent their emotion.

In the EmotiFeed case the emoticons were developed according to observations on
how emotions can be represented based on facial expression [4]. The 5-points Likert
scale of emoticons can be found in Fig. 2.

4.2 System Architecture

EmotiFeed was designed as a web based system to obviate the need to install any
software for the user and to facilitate the access to it. The EmotiFeed architecture and
its web pages can be seen in the Fig. 3.

Fig. 2. Emoticons arranging according to likert scale: from happy to sad
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EmotiFeed was created using the new technology called Meteor1 which is an open
source platform to build transparent reactive web apps. Meteor uses MongoDB as its
database and NodeJS in its structure. Moreover, Meteor allows the developers to use
either JavaScript or CoffeScript as the programming language.

As can be seen in the Fig. 3, the EmotiFeed is composed by 4 web pages:

1. The first one is the interface for the members of high posts to publish a new
message in the system. This interface can only be accessed by the members of high
posts inside the community as it is organized hierarchically. It has an input text area
where the user can type the desired message and a button to publish the message.

2. The second one is the interface to check out the emotional feedback for each
published message. This interface can only be accessed by the members of high
posts inside the community also and it shows the published message content and a
visual graph with the emotional feedback provided by the community.

3. The third one is the interface that makes the last message published visible for all
community. Taking advantage of a public display, we installed a TV in a place for
socialization that all the members of that community attend to. This public display

Fig. 3. EmotiFeed architecture

1 Meteor Preview 0.9.3 – https://www.meteor.com.
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exhibits the last published message so that people can read it and eventually discuss
about it and it also shows an instructional message that teaches how to interact with
the EmotiFeed and express the emotions.

4. The last one is the page to collect emotions expressed by the community’s mem-
bers. Every member connected in the community’s network has access to this page
and can express their emotions. This page can be accessed either by devices or by a
personalized keyboard developed to reproduce the same voting options that the web
page (see Fig. 4). The keyboard was installed right below the public display.

4.3 Interaction Flow

The high posts members prepare a message to publish for all members of the com-
munity. Then this message is published in the EmotiFeed that will be visible in the
public display for everybody from the community.

This message will act as the ignition to generate the emotion in the community
members that read the message. The emotion experienced will differ from one another
according to their experiences, desires, memories and abilities (context evaluation) and
at this moment the corresponding emotion is generated. Therefore the emotional
feedback is expressed in the EmotiFeed in compliance with the process of experience
emotions defined by the Schachter-Singer model, described in the Sect. 2.

This emotional feedback can be accessed for high posts members. The interaction
flow is described in the Fig. 5.

5 Results

We installed an instance of EmotiFeed in a psychiatric hospital during 9 weeks to
collect data for analysis and improve the communication among the staff. The hospital
is a chronic mental care hospital with approximately 400 professionals and 300 patients
located in the city of Lins, Brazil.

During the experiment period 18 messages were posted by the directors of the
hospital, an average of one new message every 3.5 days. A total amount of 2644

Fig. 4. Personalized keyboard to express emotions in the EmotiFeed
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emotions were expressed by the hospital employees, an average of one emotion every
34 min approximated. Figure 6 presents a summary of what emotions were expressed
in the EmotiFeed during the experiment, showing that the most expressed were the
“Very Sad” and the least expressed were the “Happy”.

As each message has a predominating emotion – most expressed – it was possible
to emotionally classify them according to that predominant emotion related to them.

Shows all the messages exhibiting all emotions expressed for them by the com-
munity and highlighting their predominant emotion. This table shows that the most
recurrent emotion was the “Very Sad” as well as the most expressed, appearing 6 times
while the least recurrent emotion was the “Sad” (Table 1).

Fig. 5. EmotiFeed interaction flow

Fig. 6. Total emotions expressed in the EmotiFeed
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6 Conclusion

Aiming to verify if the emotional balance occurs in fact and how it happens, it was
compared the current message with the previous message in order to check how they
change their classification. For this, the Fig. 7 shows the emotional occurrence chro-
nologically organized, represented by the blue line.

It is possible to observe that the next message’s emotion compared with the current
message’s emotion tends to follow the direction to the center of the graph where the
“Neutral” emotions is located as shown by the black line which shows for where the
emotions tend to be driven.

In this way we conclude that there is evidence that the community does balance
itself emotionally and that the tendency is to run in the direction neutrality.

Also it is possible to see that in only one case the emotional classification remained
the same (Message 16 and 17) while in all other cases the emotional classification
changed compared with the previous message. Furthermore we observed that 6 of the
18 messages were reposted by the hospital directors changing their content in aiming to
convey other emotions.

Thus we conclude that the EmotiFeed promoted the emotional balance of the
community once it gives the opportunity to people change their minds, thoughts or
behaviors and change the emotions related to people, improving the communication
among them. We identified that in the fact that members of high posts to evaluate the
emotional feedback of each message and then respond to that, adjusting the content
resend it to get another feedback from community. Those are the steps a and b in the
Fig. 8 that represents the new interaction flow identified.

Table 1. Predominant emotion for each message
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7 Future Works

It is needed to verify if the tendency found in that specific community can be applied to
other communities in order to find a behavioral pattern on them if it really exists of if it
is a particular characteristic of each community.

We do not know if the feedback of the next message is according to the expectation
of the directors that evaluated and re-posted it for all the community. When they
evaluated the emotional feedback of a message he/she posted they have an expectation

Fig. 7. Emotional occurrence chronologically organized

Fig. 8. Promoting the emotional balance of the community by the new interaction flow
identified
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on what might be the next emotional feedback for the next message. That would be an
interesting future work.

It is possible to change the focus of the study and analyze the collected data with
the directors’ perspective verifying how the emotion expressed for them through the
posted message change and is related to the emotional feedback provided.
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Abstract. This paper shows the results of studying relevant factors for
expanding an experience of museum visitors by using social media tech-
nology. The constructed questionnaire was used as a tool to elicit the
opinion of members in the Facebook fan page of Southeast Asian Ceram-
ics Museum, Bangkok University, Thailand. In this study, there were 222
respondents whose occupations were related to either arts and cultures
(42.79 %), and not related to (57.21 %). The results indicated that the per-
ceived usefulness of technology factors and perceived ease of use to tech-
nology were related to the expansion of museum visitors experience with
social media applications at statistically significant level of 0.01.

Keywords: Technology Acceptance Model (TAM) · Adoption com-
puter technology · Digital museum · User experience · Facebook

1 Introduction

In the past decade, the role of art museums and galleries has been changing from
static storehouses of artifacts to active learning environment for visitors [3].
The museums then must look both inward to their collections and outward
to their audiences. Therefore, their role has changed from object collection to
communication with people. The raised questions are how, with what, and to
whom the museums should make links.

With the advanced technologies in Web and Internet, museums have been
easily approach to their audiences via websites. There are two types of websites
as follows: websites for general information of museums, and websites as a digital
place where users can find information of the collections of their artifacts [7]. The
latter one can provide some knowledge about the artifacts without traveling to
the real place.
c© Springer International Publishing Switzerland 2015
G. Meiselwitz (Ed.): SCSM 2015, LNCS 9182, pp. 89–95, 2015.
DOI: 10.1007/978-3-319-20367-6 10
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In this paper, we are interested in a use of Facebook (social media) as a
communication tool between a museum and its audience. This communication
must meet the audience needs such as new information, entertainment, and social
activities, which is so-call “visitors’ experience [2].” The objective of this paper
is to develop a user model to expand the visitor experience via the Facebook
fanpage and the Facebook application (as shown in Figs. 1 and 2) for Southeast
Asian Ceramics Museum, Bangkok University, Thailand, where is a sort of art
museums.

Fig. 1. The Facebook fanpage of Southeast Asian Ceramics Museum, Bangkok Uni-
versity, Thailand

Fig. 2. The Facebook application of Southeast Asian Ceramics Museum, Bangkok
University, Thailand

2 Experiences of Museum Visitors

2.1 Type of Experience

As addressed by Falk and Dierking [2], combination among individual, group of
people, places can develop the experience of each museum visit. Three dimen-
sions are the personal context, the social context and the physical context.
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The interaction of these three dimensions constitutes the way in which a museum
visit is perceived by every individual museum visitor as shown in Fig. 3.

Fig. 3. Factors of the museum’s visitor experiences

From the aforementioned dimensions, the other experience types will be
developed inside the visitors (as illustrated in Fig. 3), but the formulation is
depend on the intensity of each dimension. For example, the level of interaction
among visitors that can develop a social network of special interest group for a
particular museum. Increasing the degree of interaction will extend the size of
social network. This is one of museum goals because the more shared knowledge
and interest, the more experience will be perceived. Therefore, the online social
media is the most suitable alternative to convey the visitor experience on these
three dimensions.

While the visitors explore the exhibitions, the visitors’ experiences surround-
ing with three contexts can be listed in the followings [4]:

1. Recreation: Visitors enjoy of free, relaxed, unstructured time and activity
playful and diversionary activity. They can try out interactive devices, sit
down for a meal, shopping in a gift shop, etc.

2. Sociability: Visitors meet with or participating with others, look at and spend
time together with others, take part in shared, public activity.

3. Learning Experience: Visitors gather and acquire information, perceive new
things and new patterns, exercise curiosity and a sense of discovery.

4. Aesthetic Experience: Visitors engage in sensory perceptions, especially visual
and tactile, see objects with a view toward their beauty, rather than what is
moral or useful, compare things and find patterns.

5. Celebrative Experience: Visitors observe and honor a leader, event, group, or
organization, share in historical achievements.

6. Enchanting Experience: Visitors encounter things that uplift the mind, imag-
ination, and spirit, find magic, delight, fascination, and rapture in things and
places.
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3 Methodology

3.1 Conceptual Framework

Our proposed user model is mainly adopted from Technology Acceptance Model
(TAM) proposed by Davis [1], where are important theoretical bases in infor-
mation system field [8]. We consider the following three two factors: perceived
usefulness, and perceived ease of use. The model will present how the two factors
are influence on the behavioral intentions for Facebook applications.

3.2 Research Method

Questionnaire-based survey was conducted in current study. Since we focused
on the use of Facebook applications for art museums, the Facebook members
of Asian Ceramics Museum, Bangkok University, Thailand were selected as the
sample frame.

Facebook Application: The Facebook application [6] has important features
such as an virtual gallery of museum objects with their description, an vir-
tual souvenir shop, the visualization to illustrate the visitors’ comments having
links to the objects and the visitors. For the virtual gallery, the photographs
of museum objects, which were taken by a museum expert, are displayed in six
views (top, bottom, and 4-side views) and all the series of photographs can be
zoomed in (as shown in Fig. 4). The description, which were written by experts
and curators, will be pop-up when holding a mouse over a particular object.

Fig. 4. Zoom on an museum object
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Questionnaire: The questionnaires with a 5-point Likert scale were constructed
based on the definitions of three variables [1,5] as shown in Table 1. The indepen-
dent variable “behavioral intentions” in this research emphasized the Facebook
application in order to expand the visitors’ experience in the following dimen-
sions: from immersive to integrative and active participation to passive partic-
ipation. There are six areas in the dimensions as follows: learning experience,
aesthetic experience, celebrative experience, sociability, issue-oriented experience,
and recreation [4].

Table 1. Definitions of considering variables

Dependent variables Perceived usefulness The degree to which an individual
believes that using a particular
system would enhance his or
her knowledge.

Perceived ease of use The degree to which an individual
believes that using a particular
system would be free of
physical and mental effort.

Independent variables Behavioral intentions The degree to which an individual
intend to use a particular
system

Subjects: After the contact with the Facebook members of the museum, five
hundred questionnaires were distributed to them who agreed to participate in our
research. Because the sample size determined by using Taro Yamane’s formula [9]
is 222, we collected the first 222 responses who returned the questionnaires.

4 Results and Conclusion

4.1 Demographic Information

Among the two hundred twenty two respondents, most (59.46) of respondents
were aged above 35, and they (56.76) hold the master degree or higher. Detailed
descriptive statistics relating to the respondent’s characteristics are shown in
Table 2.

4.2 User Modeling

We construct the user model with the linear regression on the two dependent
variables influencing on each area of visitors’ experience as shown in Fig. 5.
We found that only the perceived usefulness influenced on the overall areas of
experience with the following Eq. (1). The averages of the expectation to gain
experiences are shown in Fig. 6.

V isitors′Experience = 0.781 ∗ PerceivedUsefulness (1)
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Table 2. Demographic information of the respondents

Demographics Frequency (%)

Gender Male 112 (50.45)

Female 110 (49.55)

Age Under 26 13 ( 5.86)

26-35 77 (34.68)

36-45 82 (36.94)

Above 46 50 (22.52)

Education Level Below senior high school 24 (10.81)

University/College 72 (32.43)

Graduate school 126 (56.76)

Professional field Relating to museums and galleries, arts and cultures 95 (42.79)

Others 127 (57.21)

Fig. 5. User model of social media for art museums and galleries

Fig. 6. Average of the expectation to gain six experiences (SD represented by error bars)
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4.3 Conclusion

The propose of this research was to investigate a model of TAM to understand the
determinants of users’ intention to use the Facebook application of art museums
and galleries. The perceived usefulness was found to be more influential than
perceived ease of use in developing usage behavioral intention.
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Abstract. This paper presents a literature review of empirical research related
to the use and effects of social media in higher education settings. The adoption
of social media has been steadily increasing. However, a majority of the research
reported focuses on students’ perception on the effects of social media in learning.
The research on the effects of social media on student learning and faculty
perspectives are still limited. This literature review focused on the empirical
studies that involved the use of social media in higher education in the computing
field. Recommendations for future research directions were presented as the result
of this literature review.

Keywords: Social media · Higher education · Student learning · Faculty

1 Introduction

The popularity of social media sites has been steadily increasing over the last few years,
and over 70 % of online adults are now using a social networking site of some kind.
Many users of social networking sites have more than one account, and check these
accounts several times daily [6]. But even as social media has been widely adopted by
many users, its use for higher education has also been questioned by educators. Although
faculty in higher education often utilizes social networking sites in a professional
context, many are reluctant to use social networking sites for teaching and learning.
Moreover, even though computing faculty members may have more experience with
the technology, their adoption of social media for teaching purpose has been at a lower
rate comparing to faculty in other fields such as Humanities and Arts, Professions and
Applied Sciences, and Social Sciences [6, 20].

Web 2.0 (often referred to as the “social web”), with its many benefits such as social
networking and user-generated content, has drawn much attention for teaching and
learning [2]. Learning paradigms have shifted over the last decades from a traditional
classroom setting to include online learning, e-learning, collaborative learning, and
many hybrid forms. This shift indicates a move from instructor-led and instructor-
centered learning environments to learner-centered environments, which focus on
knowledge creation and building rather than knowledge transmission [3, 5]. At first
glance, Web 2.0 applications such as social networks, wikis, blogging, and micro blog‐
ging seem to be well suited for learner-centered environments, but a closer look reveals
that the adoption of Web 2.0 technologies and applications in higher education learning
is lagging behind the adoption of Web 2.0 technologies overall. Although roughly 90 %
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of young adults (18-29 years old) use some social network site, many faculty members
also see limitations and potential problems with the use of online and interactive tech‐
nologies in higher education [6, 20]. In a survey, 56 % of faculty members stated that
they see online and mobile technologies as more distracting than helpful to students for
academic work [20].

Several studies have investigated the use of social media in higher education, many
concentrating on the use of Facebook in their courses. Facebook still dominates the
social media landscape, and is popular across a diverse mix of demographic profiles,
but other sites have gained popularity and many users now participate in multiple
networks [20]. However, the popularity of Facebook has prompted many educators to
integrate some elements into their learning environments.

Some studies point out that it is an obligation to prepare students for what they will
encounter once they graduate from college and enter the workplace [1, 5]. Other studies
examine the connection between social networking and informal and formal learning.
Learning in a constructivist environment focuses on the individual learner and the situa‐
tional context in which learning occurs, and the variety of options and tools that are
available through social networking could support this type of situational learning.
Students with different backgrounds, learning styles, and preferences can choose which
tools they prefer for their individual learning process [19]. In addition, these technologies
may create a higher level of student engagement that will build and support a community
of scholars [9, 12, 23].

The majority of studies are experimental studies investigating specific social
networking tools (e.g. MySpace, Facebook, Twitter) in specific settings (Business educa‐
tion, communication, medical school), and several studies focusing on pedagogy, learning
outcomes, or teaching styles are emerging [19]. There is little discussion to date about
some practical concerns for educators when integrating this technology into the higher
education learning process. The fast pace in which technology changes, privacy and
security concerns, intellectual property, accessibility for students with disabilities, or the
increased workload for instructors have not received much attention [19, 20]. Many
educators are concerned about the short lifespan of certain applications. MySpace, for
example, once the top site for young adults, is practically non-existent in the list of social
networks used by this age group [6]. Moreover, it recently resorted to mass-mailing its
former users to convince them to reactivate their still existing accounts [25]. Many young
adults also have moved on from Facebook to other social networking sites, are partici‐
pating in several sites, and check only their preferred site frequently [6].

The purpose of this paper is to review existing literature related to the use of social
media in computing education at higher education level, the effects of social media on
learning, and the concerns of adopting social media in learning. Empirical studies that
focused on the use of social media for computer education in colleges, the effects of
social media on student learning, and potential barriers of the social media adoption are
presented in this paper. This literature review attempts to answer the following research
questions:

RQ1: Does social media lead to any improvement in higher education for learning
computing related subjects?
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RQ2: What are the general objective benefits associated to the use of social media in
higher education for learning computing related subjects?

RQ3: What are the perceived benefits associated to the use of social media in higher
education for learning computing related subjects?

RQ4: What are the barriers or concerns that computer faculties have toward the use of
social media in higher education for learning computing related subjects?

2 Method

Literature focusing on the use of social media in higher education for computing subjects
was collected and reviewed. The following online databases were utilized for the liter‐
ature search: EBSCO, IEEE, ACM digital library.

The focus of the search was to gather full-text articles presenting empirical studies
which involve the use of social media in higher education setting, especially the ones
used for computing related subjects. To manage the scope and the comprehensiveness
of the study, the following criteria were used to determine the inclusion of the paper for
the review:

1. The study involved social media tools.
2. The study investigated the effects of the social media to students’ learning perform‐

ance and behavior, the effects of the social media to students’ perception of learning
process, the perception of the faculty members related to the use of social media.

3. The study focused on higher education preferably in computing related field. There‐
fore, studies conducted at K-12 level were excluded from this review.

4. The study must include a clear discussion on the research method utilized.
5. The study must be published between 2010 and 2014.
6. The paper must be written in English.

3 Findings

This section discusses the findings of this literature research. The findings are organized
based on the key perspectives of the study.

3.1 Student Perspectives

Majority of the studies reviewed are focused on students’ perspectives of the social
media use for instructional purpose, using various social media tools, such as Facebook,
Blog, Wiki, and in-house social network tools, etc. Facebook has been the most
frequently used site for the studies. This is consistent with the findings reported by
Pearson’s social media for teaching and learning survey [20]. Based on a survey to 191
students in the use of Facebook for a closed group discussion, Gonzalez-Ramirez, Gasco,
and Taverner [7] reported that students’ perceived weaknesses of Facebook in teaching
included privacy issues, time required, and technological deficit; while the potential
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strengths that students predict include performance, communication, participation, and
motivation. Students’ perceived usefulness of the tool and students’ learning achieve‐
ments were the most frequently studied factors.

Student Perceived Learning Experience. In order to study the impact of social media
in higher education setting, many researchers conducted explorative studies to investi‐
gate the students’ perceived learning experience [4, 7, 12, 17, 21–23]. Veletsianos and
Navarrete [24] conducted a case study utilizing Elgg as the online social network in an
online course, and investigated students’ perceived learning experience. The students
reported to have overall enjoyed the experience. When being asked to compare the
experience of using social network site (SNS) for class purpose to their previous expe‐
rience of using traditional learning management systems (LMS), most students preferred
SNS over LMS. However, when investigating further in terms of how students were
using the tool, they noticed that there was limited participation to course related and
graded activities, and little use for social networking and sharing purpose. In addition,
students requested more support in managing the amount of information offered in SNS
showing the potential of information overload by using SNS. While SNS provide more
ways of communication and have the potential of accessing more resources, some
students reported to have lacked the ability to effectively find and categorize content for
future retrieval. However, all the findings from their study was based on students’ self-
reported usage and perception. No investigation in terms of students’ actual usage of
the site was done.

Li, Ganeshan and Xu [12] conducted an online survey to 300 students and a follow-
up interview with nine of the respondents to investigate students’ preference of the
communication tools and social networking sites. They reported that the students
preferred Facebook in general. However, when it is time to discuss course related topics,
Facebook is much less preferred than email. Some of the factors that affected the use of
SNS for learning purpose included network speed, security and privacy.

Ozmen and Atici [17] conducted semi-structured interviews with 15 students in the
use of LMS supported by SNS. They’ve incorporated Ning to support a Blackboard site.
When being asked the overall perception of their learning experience, students
responded that although Ning may have the potential to enhance the communication by
using the chat tool, the overuse of chat actually lead to more distraction than to help
them learn. Therefore, it is suggested that more pedagogical considerations need to be
taken when incorporating SNS to the class environment. Finding the appropriate level
of integration with the existing LMS and identify the appropriate activities may be the
key to improve perceived learning experience.

In addition to general learning experience and preferences, several studies focused
on the specific elements that may have the potential of affecting students learning by
incorporating SNS to their classes. One of the common studied effect was the social
support provided by SNS. For example, DeAndrea, Ellison, LaRose, Steinfield, and
Fiore [4] presented an experiment they conducted that involved first year college
students utilizing SpartanConnect, a social media site they designed, to study the effect
of SNS in enhancing students’ perceptions of social support. Students were asked to
create an account on the site before the semester started. The researchers then distributed
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pre-test survey after the first two weeks of classes to all first year students, and a post-
test survey after using the site for the semester. Out of 1616 first year students who
completed post-test survey, 265 students filled out both surveys. Higher level of
perceived social support was reported after the use of the site.

Thoms, Eryilmaz and Gerbino [22] conducted a quasi-experiment in which students
were asked to use an in-house online social network (OSN) to receive peer support
recommendation. They also found that the use of OSN has improved students’ perceived
level of course interaction and peer support, which in turn may lead to better learning.

Taylor [21] conducted a case study that investigated the possible effect of SNS on
students’ retention rate in lower level computing class. The author reported to have seen
an increased retention rate after the use of Facebook in CS1 class.

Unfortunately, although much previous research [21, 22] reported improvements in
students’ perceived learning experience and social support, there are also negative
impacts reported. For example, Junco [9] conducted a survey to investigate the rela‐
tionship between the use of Facebook and students’ engagement in learning. A negative
relationship was reported between the self-reported frequency of Facebook use and
students’ engagement. Based on the self-reported data, it shows a negative relationship
between the frequency of engaging in Facebook chat and time spent preparing for class
as well. This finding seems to be consistent with the study reported by Ozmen and Atici
[17] that overuse of chat can become a distraction for learning since chat takes away the
time that initially should have been allocated for study.

Student Learning Achievements. Unlike the studies of the impact on students’
perceived learning experience, the actual learning achievements were not investigated
as heavily. Laru, Naykki, Jarvela [11] conducted a case study that involved 21 students
work in groups of four to five for 12 weeks to complete a wiki project. A number of
social media tools were introduced to the students, such as ShoZu, Flickr, Google Reader
Mobile, Wordpress.com, Wikispaces, FeedBlendr, and FeedBurner RSS. Data was
captured by using video recordings, social software usage activity and pre-and post-tests
of students’ conceptual understanding of the materials. The comparison between the
pre- and post- conceptual knowledge test showed an improvement in test scores
received. Looking into more detail in terms of the relationship between the actual activ‐
ities and the learning outcome, the researchers reported that the higher level of wiki-
related activities was an indicator for determining the students improved scores.

Hernandez et al. [8] conducted an experiment to investigate the impact of different
tools supporting students’ learning and perception of interaction. The students were
assigned into groups that used Facebook with wiki-style document creation and wall/
comment feature, Google Docs, or LMS discussion forum. After comparing the level
of activities in each group setting and their final product, it was reported that the number
of messages posted was higher in SNS compared to those using traditional LMS forum,
time between messages posted was shorter in Facebook compared to other groups, and
groups using Facebook also reported higher level of perceived interaction. However,
the final result was the same among all groups. No effect in the learning outcome was
reported when comparing groups using different tools for group communication.
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Instead of an objective measure of the students’ learning achievement while SNS
was used, many studies either overlooked the impact of SNS for learning outcomes or
used only students’ self-reported data for this purpose [9, 11]. More research is needed
to look into the impact of SNS on student learning in addition to the impact on student
learning experience.

Student SNS Usage Pattern. In addition to the potential impact of SNS for learning,
the patterns of the posts in different tools were also investigated. Maleko et al. [13]
reported their findings based on a case study conducted that compares Facebook and
Blackboard usage by the students. They reported that posts in Facebook were unique in
that they were concentrated in the expression of dissatisfaction, course admin, encour‐
agement, discussions outside programming, and general advice; while the posts in
Blackboard tend to be more for the purpose of community building and question to the
lecturer. In addition, students reported to have preferred the use of Facebook for learning
support where no authoritative figure was present.

Kear et al. [10] conducted a survey after students were asked to use an in-house wiki
to co-edit a document after completing an online tutorial of how the wiki can be used.
They collected data about students’ use of wiki over time. The authors reported
decreased use overtime although students learned how to use wiki. After further inves‐
tigation through the survey instrument, they found that the students were unhappy about
editing other students’ work. When being asked to compare wiki and traditional discus‐
sion forum for this kind of collaborative activities, students preferred forum over wiki.

3.2 Faculty Perspectives

Unlike the studies focused on students’ perspectives, only a handful of studies that we
investigated looked into the SNS use from faculty members’ perspectives.

Faculty Perception. Faculty perception of the SNS use for learning purpose has been
mixed comparing to students perception. The survey conducted by Pearson [20] indi‐
cated that one of the reasons for faculty members not incorporating SNS in their teaching
was because they consider the use of SNS as a distraction. Roblyer et al. [18] reported
different perceptions of the faculty members compared to students. They found that
students are more open to use Facebook when comparing to email for the communication
purpose. Faculty members were more prone to traditional technologies, such as email.
Brown also did a survey and a follow-up more in depth interview with the faculty
members regarding the use of Web 2.0 technologies for learning purposes. The responses
received from the faculty members indicated that promoting active student participation,
enhancing distribution of and access to tutor-selected or generated learning content are
the potential benefits indicated.

Faculty Concerns. The hesitance of faculty members regarding the use of SNS in
classrooms may be explained by the concerns identified by previous studies. For
example, Brown [2] reported that misalignments between the increasing amount of
collaborative group work expected and continuing individual assessment, no “added
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value” to teaching, and too many constraints (because of the university policy) are the
major concerns from faculty members. Kear et al. [10] reported that, in addition to the
above mentioned concerns, performance of the SNS used, the difficulties in marking
and monitoring students’ work, workload issues are also among the concerns raised by
the teaching staff members.

4 Discussion

The literature review has shown some empirical findings that this paper attempted to
investigate. In terms of the question regarding whether social media lead to any improve‐
ment in higher education for learning computing related subjects, the literature shows
some evidence of improvement. Although the empirical study is extremely limited in
gathering objective performance data to showcase the improvement of learning, the
student self-reported data shows promising potential of the effectiveness of SNS use in
higher education. In addition, literature indicated that careful pedagogical consideration
needs to be made in order to ensure the effective use of SNS. However, more investi‐
gation is definitely needed.

The general objective benefits associated to the use of social media in higher educa‐
tion for learning computing related subjects has been identified by case studies and
survey data. The identified benefits included improved social support, improved reten‐
tion rate through peer support, and improved perceived interaction. However, the empir‐
ical study also showed that there can be negative impact of the use of SNS to the students’
engagement in learning.

When answering the perceived benefits associated with the use of social media in
higher education for learning computing related subjects, the answers from students and
faculty members are similar. Students tend to enjoy the activities using SNS considering
it to help improve the interaction, and motivation to learning. In addition to the benefits
identified by students, faculty members value the possibility of enhancing distribution
of and access to tutor-selected or generated learning content through the use of SNS.

The specific concerns from computer faculty members were not identified from the
literature review. However, the investigation of the literature shows that there is a list of
potential concerns that are common for most of the faculty members. In general, faculty
members share similar concerns as the students which include security, privacy and
performance of the site/tool being used. In addition, faculty members are also concerned
about the work load issue, the difficulty of performance evaluation and monitoring, and
need for careful pedagogical design when it comes to the use of SNS for learning. Faculty
members in computing field may be more concerned about the potential distraction of SNS
and its security issues because of their familiarity of the technology. However, this was not
identified in the literature and further investigation is definitely needed.

5 Recommendations and Future Research

Even though the literature review shows potential of social media usage for learning
purpose, the use of the technology is still limited and not many controlled evaluations
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and in-depth studies in higher education settings have been conducted. First, more
empirical study is needed to investigate the actual “added” benefits of SNS comparing
to the use of traditional LMS. One of the major limitations of current literature is that
most of the studies focused on self-report data to study the effect of the technology.
Therefore, the actual usage and learning outcome should be addressed and investigated
in more depth.

Although computing faculty members may know the technology better than faculty
members in other field, their adoption of SNS is lagging behind. Is there any specific
reason? Is it because of the nature of the topic that is sometimes hard to describe in texts?
Is it because of the higher security concern from the faculty members? More investiga‐
tion is needed to address this issue.

References

1. Alexander, B.: Web 2.0: A new wave of innovation for teaching and learning? Educause
review 41.2 (2006)

2. Brown, S.: Seeing Web 2.0 in context: A study of academic perceptions. Internet High. Educ.
15(1), 50–57 (2012)

3. Brownson, S.: Embedding social media tools in online learning courses. J. Res. Innovative
Teach. 7(1), 112–118 (2014)

4. DeAndrea, D.: Serious social media: on the use of social media for improving students
adjustment to college. Internet High. Educ. 15(1), 15–23 (2012)

5. Duffy, P., Bruns A.: The use of blogs, wikis and RSS in education: In: A conversation of
possibilities, pp. 31–38 (2006)

6. Duggan, M., Smith, A.: Social media update 2013. Pew Internet and American Life
Project (2013)

7. González-Ramírez, R., Gascó, J., Taverner, J.: Facebook in teaching: strengths and
weaknesses. Int. J. Inf. Learn. Technol. 32(1), 65–78 (2015)

8. Hernández, R. et al.: Facebook for CSCL, Latin-American experience for professors. In:
Proceedings of the IEEE 12th International Conference on Advanced Learning Technologies
(ICALT), IEEE (2012)

9. Junco, R.: The relationship between frequency of Facebook use, participation in Facebook
activities, and student engagement. Comput. Educ. 58(1), 162–171 (2012)

10. Kear, K., et al.: From forums to wikis: perspectives on tools for collaboration. Internet High.
Educ. 13(4), 218–225 (2010)

11. Laru, J., Näykki, P., Järvelä, S.: Supporting small-group learning using multiple Web 2.0
tools: a case study in the higher education context. Internet High. Educ. 15(1), 29–38 (2012)

12. Li, X., Ganeshan, K., Xu, G.: The role of social networking sites in e-learning, In: Proceedings
of the FIE 2012 Conference on 42nd ASEE/IEEE Frontiers in Education (2012)

13. Maleko, M., et al.: Facebook versus Blackboard for supporting the learning of programming
in a fully online course: the changing face of computing education. In: Proceedings of the
 Learning and Teaching in Computing and Engineering (LaTiCE), IEEE (2013)

14. Mamaqi, X.: The efficiency of different ways of informal learning on firm performance:
A comparison between, classroom, web 2 and workplace training. Computers in Human
Behavior (2015)

15. Moran, M., Seaman, J., Tinti-Kane, H.: Teaching, Learning, and Sharing: How Today’s
Higher Education Faculty Use Social Media. Babson Survey Research Group, UK (2011)

Social Media and Higher Education: A Literature Review 103



16. O’Keeffe, G., Clarke-Pearson, K.: The impact of social media on children, adolescents, and
families. Pediatrics 127(4), 800–804 (2011)

17. Özmen, B., Atıcı, B.: Learners views regarding the use of social networking sites in distance
learning. Int. Rev. Res. Open Distrib. Learn. 15(4), 161–177 (2014)

18. Roblyer, M.D., et al.: Findings on Facebook in higher education: A comparison of college
faculty and student uses and perceptions of social networking sites. Internet High. Educ.
13(3), 134–140 (2010)

19. Rodriguez, J.: Social media use in higher education: key areas to consider for educators.
MERLOT J. Online Learn. Teach. 7(4), 539–550 (2011)

20. Seaman, J., Tinti-Kane, H.: Social Media for Teaching and Learning. Pearson Learning
Systems, UK (2013)

21. Taylor, K.: Can utilizing social media and visual programming increase retention of
minorities in programming classes? In: Frontiers in Education Conference 2013, vol. 54
pp. 1046-1048. IEEE (2013)

22. Thoms, B., Eryilmaz, E., Gerbino, S.: Designing a peer support system for computer
programming courses using online social networking software(HICSS), In: 47th Hawaii
International Conference on System Sciences, IEEE (2014)

23. Veletsianos, G.: Higher education scholars participation and practices on Twitter. J. Comput.
Assist. Learn. 28(4), 336–349 (2012)

24. Veletsianos, G., Navarrete, C.: Online social networks as formal learning environments:
Learner experiences and activities. Int. Rev. Res. Open Distrib. Learn. 13(1), 144–166 (2012)

25. Washington Post. http://www.washingtonpost.com/news/the-intersect/wp/2014/06/02/
myspace-still-exists-and-its-desperate-enough-to-blackmail-you-into-logging-in/

104 Y. Wang and G. Meiselwitz



Social Network Analysis





An Analytic Study on Private SNS for Bonding
Social Networking

Hyeonjung Ahn and Sangwon Lee(✉)

Department of Interaction Science, Sungkyunkwan University, Myeongnyun 3-ga,
Jongno-gu, Seoul, Republic of Korea

ahnhj77@gmail.com, upcircle@skku.edu

Abstract. In recent years, SNS(Social Network Service) has become one of the
most effective communication tools for people. For instance, ‘Facebook’ contrib‐
utes to the phenomenon, and various studies have already been made about the
public SNS. However, public SNSs have some problems including privacy issues
and information overload while being useful for connecting individuals. In short,
the function of public SNSs may not be sufficient for bonding human relationships
or protecting privacy. In contrast, private SNS has different functional features
which compensate the defects of public SNS and promote bonding relationship
with fewer people. Considering the increasing domestic popularity of private SNS
domestically, this study conducted a comparative analysis of 12 typical private
SNSs to find out common features of private SNSs by comparing them with the
features of public SNSs. Specifically, we mainly referred to the honeycomb model
of social media to serve the objective of our study. Finally, we analyze one private
SNS called ‘Band’ based on the key traits of private SNS and make a suggestion
to improve the current service. The present study may provide a theoretical
standard about private SNSs for innovating SNSs that are under overcrowded
condition and we can also judge whether the factors are in accordance with user’s
needs well in our future study.

Keywords: Private SNS · Public SNS · Social capital · Bonding relationship ·
Bridging relationship

1 Introduction

Nowadays, SNSs(Social Network Services) have been regarded as an essential tool in
connecting networks online and sharing various information without any spatial-
temporal constraints. SNSs have developed from the appearance of web service such as
‘SixDegrees.com’ which is considered as the first SNS that lasted from 1997 to 2001 [1].
Since then, more social network services, including ‘Facebook’ and ‘Twitter’, started its
service and Facebook has attained over 1.3 billion users until now [2]. These public SNSs
contributed the connection and the maintenance of networks. However, they have some
problems such as privacy risks and information overload. Even though ‘Facebook’ inci‐
dentally provided privacy control functions which allow users to determine the size of
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privacy exposure (public, friends, only me), these functions are unfamiliar to the users in
the sense of protecting privacy [3]. Most of those SNSs have no restrictions on the number
of friends and the users can make friends online even though they have never met each
other offline. Thus, the public SNS users tend to have lower sense of closeness among the
members in the large networks [4]. Moreover, we can see many people who run the
gauntlet of many unspecified people because of involuntarily written SNS posts, which
is so-called ‘SNS Phobia’. As a result, some of the public SNS users who are trying to
make themselves look better than reality are censoring the contents before posting
messages or visual materials to public SNS. For the side effects from using public SNSs,
new types of SNS are becoming popular among SNS users. These new SNSs tend to have
three attributes; ‘reducing privacy risks’, ‘security of data’, and ‘guaranteed anonymity’.
Some of them compensate the defects of public SNS by reducing privacy risks through
restriction of the number of friends online. The present study focused on the aspect of
‘reducing privacy risks’ which is well known for private SNS such as Path and Band.
Moreover, there are few studies about these private SNSs and finding a specific criteria
to compare public SNS and private SNS is hard. This study mainly compares public SNS
and private SNS by analyzing the key traits of 12 representative private SNSs.

The private SNSs are designed for communication with close acquaintances such as
friends, family, or neighbors in small size communities. Since the initiation of private
SNS called Band, the service has gained over ten million users in a year. According to
one statistical data, the number of private SNS users has increased faster than public SNS
users in Republic of Korea [5]. ‘Path’ and ‘Band’ are two major representative private
SNSs which have the key features of private SNSs. The ‘Path’(2010) is a complete closed-
type social network service considered as the first private SNS in the United States of
America. Specifically, Path limits the number of friends up to 150 for high-quality
connections. This characteristic followed the theory of Dunbar’s Number. According to
Robin Dunbar (1993), the maximum of human relationships to maintain intimate social
relationship is up to 150 people [6, 7]. Furthermore, the users can partly escape from
useless information such as advertisement because ‘Path’ pursuits ad-free social network
which is distinct from ‘Facebook’.

Similarly, ‘Band’(2012) is the most popular private SNS in the Republic of Korea
and other countries in Asia and is also preparing to extend its service to the United States
of America in 2014 [8]. Users can be involved in diverse groups online with various
functions for get-together among acquaintances. In addition, users should get invitation
from friends to join the groups. In addition to these two examples, we analyzed the
functions of ten more private SNSs which have different characteristics to find out
objective common features. Specifically, we referred to the honeycomb model of social
media [9], which defines social media with seven core functional traits, to strengthen
the objectivity of our analysis. In light of these backgrounds about private SNS, we
conducted the study with the following research questions:

RQ1. What are the attributes of private SNS in the view of honeycomb model of social
media?
RQ2. What are underlying factors of private SNS adoption compared to those of public
SNSs?
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The current study compared public SNS and private SNS specifically based on the anal‐
ysis of 12 typical private SNSs which have different target users and functions. The
result of this study will provide theoretical basis for better understanding of private SNS.
Moreover, the author may help users to choose certain private SNS based on their own
needs for enhanced satisfaction.

2 Background

In this section, we explain about basic knowledge of social network services, honeycomb
model of social media, and factors of SNS usage for better understanding of our study
about the private SNS.

2.1 Social Network Service

Nowadays, a variety of information including current issues spreads in a faster rate than
the past through SNS globally. Specifically, ‘Facebook’ is one of the most popular SNS
contributing to that phenomenon and there are a lot of studies relevant to this public
SNS [10]. According to the previous studies, SNS(Social Network Sites) is defined as
“web-based social network sites that allow SNS users to make a public or semi-public
profile within a bounded system, articulate a list of other users with whom they share a
connection, and view and traverse their list of connections and those made by others
within the system” [1]. Above this, a lot of researchers have demonstrated diverse
definitions of SNS. Moreover, six common functions of SNSs are identified by Richter
and Koch (2008) through analysis of several SNSs and the results include identity
management, context awareness, expert finding, network awareness, contact manage‐
ment, and exchange [11]. SNSs are considered as a social network service that individ‐
uals can interact, bridge, or bond with others online without any spatial or temporal
restrictions. In these definitions of SNS, social capital is highly important concept as it
is the main purpose of using SNS for building and maintaining personal relationship.
Other findings also demonstrate that SNS users’ main purpose is social relationship [12].
To be specific, the social capital means the resources formed by relationship among
people in social networks [13]. The social capital serves two main purposes; bridging
social relationship and bonding social relationship [15]. Bridging social capital means
“weak ties” [16] which do not support close relationship between individuals and they
can share new information one another through this connections [14]. In contrast,
bonding social capital refers to ‘‘strong ties” [16] which demonstrates close and intimate
relationship among families or close friends.

In the present study, we divided SNSs into two types; public SNS and private SNS.
Public SNSs such as Facebook and Twitter are convenient tools bridging relationship
with others including family, friends, and even complete strangers. In other words, it
may not increase “strong ties” among users but may benefit in maintaining maintain
“weak ties” [17]. In contrast, private SNSs are designed to interact with close acquain‐
tances such as friends or family. Using private SNSs is a good way for increasing “strong
ties”. For example, some private SNSs (e.g., Path, Daybe) serve a function of limiting
the number of friends in the services. Through this function, services do not allow users
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to have unrestricted number of friends and let users to manage their social capital more
effectively.

2.2 Honeycomb Model of Social Media

Kietzmann et al. (2011) suggested honeycomb model which defines social media with
seven core functional traits including identity, relationships, presence, sharing, reputa‐
tion, conversations, and groups [9], [18]. Facebook, YouTube, and Foursquare are
typical cases of social media having different functions. With the honeycomb model,
they can be compared each other at a glance by increasing the understanding of social
media. This study also presents guidelines about how firms should set up strategies for
their social media platforms (Fig. 1).

Fig. 1. Original honeycomb model of social media

In the current study, we narrowed the scope of this study about social media by
focusing on private SNS. Specifically, we analyzed 12 representative private SNSs to
find out key traits of private SNSs on the basis of honeycomb model of social media for
the objectivity of our study. We sub-divided common traits of private SNS in Sect. 3 by
comparing the ones with those of public SNSs.

2.3 Factors of SNS Usage

A lot of researchers have tried to find out SNS user’s motivation, intention or usage
patterns through online survey by targeting specific SNS users such as the users of
Facebook, Twitter, and Myspace in different perspectives. According to Richter and
Koch’s findings (2008), SNS users have various purposes and expectations from using
SNS including the following contents. “To keep in touch with others” accounts for the
highest percentage of the purposes (87.1 %) and it is followed by “to share information”
(80.2 %). Aside from these contents, “contact management”, “to share visual materials”,
“expert search”, “to get to know people”, and “to present myself” are main purposes of
using SNSs in order [11]. Similarly, Brandtzæg and Heim’s findings (2009) presented
that the highest percentage of SNS user’s motivation is to expand social relationship
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because of its convenience and easy accessibility. In sequence, it is followed by “keeping
in touch with friends”, “Socializing”, and “Access to information” [19]. Lin and Lu (2011)
demonstrated the integrated theoretical framework which focuses on factors of SNS usage
through combination of network externalities and motivation theory. The study suggests
that network externalities including “perceived complementarity” and “number of peers”
affect “perceived benefit” (usefulness and enjoyment) and enjoyment has a large impacts
on “continued intention to use” by attracting users with inner pleasure [20]. Other
researchers classified SNS usage motivation to “social motives” and “interest motives”
which originates from “contact maintenance”, “social searching” [21] and “contact
interest”, “topic interest” respectively [22]. Through these results, we can notice that SNS
users’ main purpose is social interaction with other people including peers, acquaintances,
and new people. However, we predict that the main factors of using private SNS use are
bonding relationship and privacy protection in the present study.

3 Key Features of Private SNS

In Sect. 3, we analyzed the key features of private SNSs and compared them with those
of public SNSs based on the honeycomb model of social media. Prior to this, we chose
12 representative private SNSs which have the main purpose of bonding relationship
according to their different main functions, features, and target users. We analyzed each
of the characteristics that seemed to reflect the trends of private SNSs and the needs of
users. Through the analysis, we suggest a specific criteria which compare public SNS
and private SNS in Fig. 3 based on their main traits. Specifically, the features of SNS
are characterized by the honeycomb framework. Through the following analysis of
private SNSs, we aim to investigate key common characteristics of them.

Figure 2 represents many kinds of private SNSs which have different functions and
community traits. The centerline in the Fig. 2 demonstrates the community size of each
service. As the SNSs get closer to the right, they show smaller size of community in the
service. Moreover, private SNSs in the proximity of the center line mean higher sense
of belongings to the community in the service. For example, Next door is location based
private SNS designed for communication among neighborhoods in the United States.
Kakao Group and Kakao Story are connected to Kakao Talk which is the most popular
messenger service having over 80 million users in the Republic of Korea. Kakao Group
offers various functions under the management of group chairman. A User who gets
invitation from the chairman can be a group member and this method clearly represents
closed type of the service. Daybe is inactive social network service which set the limit
of the number of friends to 50. Family Book is a family network service instantly inter‐
acting with family members by sharing information, photo, and schedules.

With the comparative analysis of these 12 private SNSs, we could find common
features of private SNSs. Considering the 6 out of 7 traits of social media on the honey‐
comb model (i.e., relationships, groups, sharing, identity, reputation, and conversations),
we suggest 17 key traits of private SNSs with a specific criteria between public SNS and
private SNS. Imprecise items relevant to ‘Presence’ are not contained for the clear
comparison between public SNS and private SNS.
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• Relationship: (1) Main purpose of relationship; bridging or bonding relationship [23],
(2) The degree of proximity among users; low or high [24], (3) Strength of relation‐
ship; weak ties or strong ties [16], (4) Multiplexity of relationship; high or low [9]

• Groups: (1) The number of friends; 1:1000 + or 1:N, 1:1, (2) The method of joining
a group; open to anyone, approval required or get an invitation from others to join a
group [9], (3) Social network size; large or small, (4) Friends on phonebook list; not
contained or contained

• Sharing: (1) The range of information; wide or narrow, (2) Information load; high
or low, (3) Type of resources; diverse or not diverse, (4) Information diffusion
velocity; fast of slow

• Identity: (1) Disclosing personal profile: necessary or unnecessary, (2) Privacy
exposure; good possibility or low possibility

• Reputation: (1) The number of followers; no restriction or restricted, (2) Social
implications; significant or not significant

• Conversations: (1) Formal arrangement; required or not required

If the characteristics of specific SNS are positively associated with the latter, the SNS
is close to the aspect of private SNS. Furthermore, we can evaluate the degree of enclosed
type with the Fig. 3. As the more traits of private SNS are close to the right, the SNS
shows the higher enclosed type.

4 Application Example

In this section, we aimed to analyze one private SNS specifically based on the attributes
of private SNS in the Fig. 3 and presented recommendation to improve the functions.
We chose Band as an example for the application because the Band provides more
diverse functions than other private SNSs for bonding social networks. Moreover, the
users of Band can create or manage various groups at a time. As we refer in Sect. 1,
Band is the private SNS which has the largest number of users in the Republic of Korea.
Band is designed by NAVER Corporation and originally targeted students for the
purpose of facilitating all kinds of gathering. Contrary to expectations, Band attracted
not only students but also the users in 30 s and 40 s after adding the function to search

Fig. 2. A variety of private SNSs
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for alumnus. According to the main functions of Band, the users can be a member of
diverse groups after they get invitation from members in each group. The invitations
can be sent to specific person through various methods including sharing links, phone
numbers, and particular messenger services. The users can maintain their social rela‐
tionship online with various functions including group chatting, bulletin board system,
photo, group calendar, and even voting for major decisions to make in the group. With
these functions for get-together, the Band clarifies its concept of gathering online
(Fig. 4).

Given honeycomb model of social media [9], the Band is the most specialized in
relationships, sharing, groups, and conversations (Fig. 5).

Fig. 3. Public SNS vs Private SNS

Fig. 4. Main functions of Band
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To be specific, Fig. 6 represents the relevant characteristics of Band by identifying
the main attributes of Band and the degree of its enclosed-type. Similarly, we also
analyzed Path in the same way because comparing Band and other private SNS may
present other theoretical supports to upgrade each of the functions. We chose Path
because of its considerably high satisfaction from the Path users. (Path has 7 times more
users than Band and gets 4.4 out of 5 stars in the rating of satisfaction.) The Path
demonstrates complete enclosed-type and functionalities of it are identical to Band (e.g.,
relationships, sharing, groups, and conversations). The Path mainly features limited size
of community and respects privacy with a simple interface. A comparison between Band
and Path clarifies important elements of private SNS.

Fig. 5. The functionalities of band

Fig. 6. The features of band
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Further analysis showed that one shortcoming of Band is maximum limits of groups
because each group can invite up to 1,000 people. It is considered as the element which
obscures the main concept of Band despite of its useful functions for get-together. In
other words, it is hard to enhance connectedness in such a big community like public
SNSs. However, if the users who want “strong ties” join small size of groups, they will
get high satisfaction from using Band. Thus, we suggest that Band needs to reduce or
limit the size of community like that of Path for the main concept of Band, high-quality
connections.

As we have mentioned earlier, Band expects to expand its service to the United
States. As Band has attracted different age groups by adding one function of searching
alumnus, additional functions which reflect other cultural traits should be added for
successful expansion of the service to other countries. This study will contribute users
in other countries to notice the possibility of high-quality connections through private
SNSs. To summarize, the present study suggests 17 key traits of private SNSs by
comparing them with those of public SNSs. As these features reflected the common
functions of classic 12 private SNSs, we were able to consider the results to upgrade or
develop the other kinds of private SNSs having proper functions for the users.

5 Discussion

A lot of researchers in communication, psychology and computer science field have
studied about SNS by focusing on its functions, social influence or human behavior
while using it. However, a fair number of the studies focus on public SNSs such as
Facebook and Twitter. In the current study, we studied on private SNSs which have
different functions, features, and purposes of using it. First, we researched about the
types of private SNSs and organized its functional traits by comparing them with those
of public SNSs to better understand private SNS. We analyzed each of the features and
interface elements in the most representative 12 private SNSs so far with 17 key features
of SNS to find out popularity common factors. Specifically, we mainly referred to the
honeycomb model of social media suggested by Kietzmann et al. to study more in depth
and increase the objectivity of our study. The current study will provide theoretical basis
about private SNS for innovation of SNS which is in overcrowded condition. This may
give SNS developers some insights to improve their social network services by identi‐
fying how well the current private SNSs are reflecting the users’ needs. Moreover, we
may figure out how they can further satisfy private SNS users’ needs through the analysis
about ideal functions and traits of the SNS.

Aside from public SNS and private SNS, there are other kinds of SNS having
different targets such as vertical SNS and anonymous SNS. As the sorts of SNS became
far more diverse than ever, SNS usage patterns are also changed to use different SNSs
together according to their functions and purposes. This means that we need to extend
the scope of our study to those SNSs which may reflect other needs of the users. We
also raised a question about how can we make the best use of SNS for our ideal social
relationship. Moreover, it will be interesting to find out ideal social network size on
private SNS for bonding relationship in the light of ‘Path’ and ‘Daybe’ which give the
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constraint to the size of community. For this study, we may refer to ‘Dunbar’s number’
[7] and ‘The new magic number’ [25] which focused on community size with intimacy
offline and online respectively.

6 Conclusion

Although private SNSs have rapidly gained popularity, public SNSs such as ‘Facebook’
is still in a superior condition than other SNSs. Specifically, the number of Facebook
users is over 1.3 billion internationally and it is still increasing in number. Facebook
also consistently updates its functions considering users’ various needs. Furthermore,
there are a fair number of users who are using those two types of SNS (public SNS and
private SNS) together because of their different advantages. Through this point, we could
notice that SNS users have multiple needs for social interaction with others by
building and bonding own relationship at a time. In that various applications are
already developed to satisfy user’s diverse needs, there will be more attempts to
enhance user’s satisfaction in one social network service. Specifically, it is important
to consider the advantages of each SNS with thorough analysis of user’s requirements.
According to Clay Shirky, the society with the most desirable network effects is taking
advantages of high-density and low-density network evenly [26]. We recommend public
SNS users to use private SNS together for effective social relationship by expanding and
bonding social networks concurrently. Through this study, we predict a possibility of
new trends of SNS to have each advantage of public SNS and private SNS before long
for far more effective online social networking internationally.
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Abstract. The emergence of aggressive behaviour in crowds is not uncommon
and is typically unpredictable and difficult to control. Since the availability of
guardians for the prevention of aggression is typically limited, it would be useful
if the emergence of unwanted behaviour could somehow be predicted. This paper
presents a novel approach to predict the emergence of aggressive behaviour in
crowds, based on a combination of sentiment analysis and agent-based simula‐
tion. The main idea is to use information from social media (in particular Twitter),
analyse the sentiment of the messages and feed the resulting sentiments into a
simulation model of social contagion. Based on these simulations, the system
should be able to predict when and where unwanted behaviour will occur.

Keywords: Social media · Sentiment analysis · Crime prevention · Prediction ·
Agent-based modelling · Emotions · Social contagion

1 Introduction

It is April 30th, 2009. Today it is Queen’s Day in the Netherlands, a day of national cele‐
bration of the Queen’s birthday; a day and night in which Dutch people traditionally have
fun and party. At one of these parties, in a bar in Amsterdam, a couple of friends are
dancing. Suddenly, another visitor bumps into one of the girls and starts making accusa‐
tions that the girl was in his way. In an attempt to protect the girl, her boyfriend responds
that the man should go away. However, this makes the man even more aggressive, and a
small riot emerges. The people surrounding the two men start to participate by pushing,
name calling and eventually throwing their drinks at the man and his two friends, who have
joined the riot. Because of the heated atmosphere and the limited space in the bar, other
people start panicking and attempt to flee from the room. As a result, several people get
injured by being pushed to the walls. The situation escalates and security has to enter the
bar, stop the fight and escort several of the rioting people out of the bar.

Although this is just one example, it illustrates a problem that is often observed
in events involving large crowds: the emergence of aggressive behaviour in crowds
is often unpredictable and difficult to control. Whether it concerns sports festivities,
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demonstrations, or even dance events, in such contexts large-scale aggressive
outbursts are not uncommon and are usually triggered by relatively small stimuli,
such as a dispute between two people, or people trying to challenge the police
[6, 14]. The amount of people involved in such incidents may grow quickly, and the
larger the size of the group, the harder it is for the police to control the outburst.

Although significant progress has been made in understanding the mechanisms
behind crowd behaviour [6], the (often) large number of people present makes it difficult
for security personnel to oversee everything and to intervene in time to prevent unwanted
behaviour.

In the Simulation-based Prediction and Analysis of Collective Emotional States
(SPACES) project, that problem will be addressed by developing an intelligent system
to help guardians predict and control the emergence of unwanted behaviour in crowds.
This system makes use of a combination of two main techniques, namely sentiment
analysis and agent-based simulation.

Regarding the former, sentiment analysis is a relatively recent method to extract
meaning from text messages, and when applied to social media data this can provide an
interesting new angle on monitoring the status of large crowds. Nowadays, many hi-
tech solutions are already available to monitor crowds, e.g. using infrared cameras and
sound detection. Unfortunately, these are both expensive, and (currently) have to be
placed at a fixed location. In the current project, we propose the use of data available
via social media, which constitutes a cost-effective and flexible solution. Social media
are an interesting source of qualitative information and by analysing this information it
should be possible to predict potential behaviour. Information posted on social media is
available at low cost and analysing such data is a cost-effective means to get insight in
what is exactly going on in a crowd, before, during and after large mass events.

Using this input based on sentiment analysis, SPACES will make a prediction of the
development of a scenario in the near future. The main technique for making this
prediction is agent-based simulation. Specifically, an agent-based simulation model will
be developed that contains knowledge about the intra- and interpersonal dynamics of
the (mental) states and actions of individuals in a crowd, such as emotion contagion,
and (group) decision making. This model will be built upon an existing agent-based
model for social contagion within crowds, called ASCRIBE [2, 5]. Based on this model,
the system will be able to predict, for example, the emergence of aggressive outbursts,
panicking behaviour, or congested areas in parts of a crowd.

Hence, the SPACES project envisions development and testing of a combination of
innovative techniques, including dedicated methods to extract relevant information from
the dataset in real-time; to match data patterns that are found to psychological states
(e.g., fear, stress, anger); and to perform simulation and reasoning about these states to
derive predictions about potential future developments. The intelligent system will use
this output to provide support for police officers and (formal) guardians in both detecting,
decreasing and avoiding (the number of) incidents in large-scale events. The current
paper presents an overview of the project and explains our goals and methods to achieve
these goals.

The remainder of this paper is structured as follows. Section 2 describes the sentiment
analysis method used to extract emotional states from social media feed which provides
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the input of the social contagion model. Section 3 provides an overview of the ASCRIBE
model for social contagion [2, 5]. Section 4 explains how both models are connected,
and illustrates the functioning of the system by means of an example. Section 5 concludes
the paper with a discussion.

2 Sentiment Analysis

2.1 Data Processing

As mentioned, the main source of information used within the project consists of
messages posted on the Twitter platform [19]. This popular micro-blogging service
provides a framework for people to publish and exchange short messages known as
tweets. The tweets can be send using a wide array of mobile devices. The tweets have
a maximum length of 140 characters, making them fast to publish and to the point, and
given the functionalities of the Twitter platform, enable fast distribution of information.
Furthermore, it provides services for capturing and analysing tweets in real-time using
their API [17]. This makes Twitter an excellent source of input for the project. In a later
stage we are interested in using other social media platforms as well (e.g., Face‐
book [20] or Instagram [18]).

The data processing framework used for the current study filters tweets from the
Twitter environment using clusters of keywords related to topic domains that are iden‐
tified as interesting for analysis. These topic clusters consists of one or more synonyms
of the topic under analysis, such as names for an important sporting event, national
holiday, or a city name. Also, it is possible to add feature clusters that represent different
characteristics of the topic cluster, such as the name of a stadium related to a sporting
event, or street names relate to a city name.

Given the set multidimensional clusters of topics and related characteristics, the
framework stores and derives a number of variables related to the tweets and related to
units of time. Some of the important variables that are stored, for each tweet, related to
each cluster, are frequency of occurrence, geographical information, sentiment, and
keyword related sentiment, and 32 distinct emotions, such as anger, disgust, aggres‐
siveness and disapproval. For more information about the computation and accuracy of
the sentiment and the distinct emotions, see [16]. Furthermore, other variables related
to the tweets and its senders are stored.

Related to certain units of time, the framework further processes the tweet informa‐
tion. In the current project, the system needs to generate back information about dangerous
situations on short notice; the data processing framework uses time units of one minute.

2.2 Data Gathering

Because the data collection process is in real-time, the framework needs to be configured
for specific events on forehand. There are two possible approaches for collecting data,
namely a top-down and a bottom-up approach.

In the top-down strategy, synonyms for certain high risk events are selected to be
contained in topic clusters, such as (national holidays, sport events). Subsequently
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feature clusters can be selected containing keywords that represent the physical areas
surrounding the events, such as city names, or street names, and related to these clusters,
feature clusters representing negative situations, such as violence, intimidation, threat,
and injury.

Using the bottom-up strategy, separate topic clusters to contain synonyms for nega‐
tive situations are configured. Doing this, first negative situations in general are inten‐
tionally captured. Subsequently, high activity occurrences are detected, possibly
containing identifiers for emergency situations. Although it is unknown if any irregu‐
larities will occur for our predefined set of events, using this approach we are still sure
to end up with data containing negative situations.

After collecting sufficient amounts of temporal data containing high activity nega‐
tive situations, we can explore which variables are possible predictors, and whether
our agent model can accurately identify emergency situations using them. Here, the
effect of the mathematical relations and corresponding weights on the performance of
the predictions will be investigated. Also, the objectives of the model will be identified,
i.e. the most important variables that it must predict. To further investigate the
performance potential of the model, parameter tuning strategies will be used to opti‐
mize the agent model.

The output of the sentiment analysis model will be provided as input to the ASCRIBE
model [2, 5]. This model will be explained in the next section.

3 The ASCRIBE Model for Social Contagion

The proposed model to predict the development of the crowd’s mental states over time
is an extension of the ASCRIBE model [2, 5]. The ASCRIBE model (which stands for
Agent-based Social Contagion Regarding Intentions, Beliefs and Emotions) describes
how mental states can spread over large crowds based on social contagion processes
[2, 5]. The model is rooted in theories from the literature in neuroscience, including
Damasio’s Somatic Marker hypothesis [3] and the concept of mirror neurons [10].

The main ingredients of ASCRIBE are three types of mental states, namely beliefs,
intentions and emotions. Beliefs refer to certain information about the world (e.g., an
agent may have the belief that a fight is going on). Intentions may refer to planned actions
(e.g., an agent may have the intention to join the fight or to escape). Emotions may refer
to several types of emotional states (e.g., panic or aggression). All of these mental states
are represented in terms of real-numbered variables in the domain [0,1]: for instance,
an agent with an ‘aggression state’ of 0.1 is rather calm, whereas an agent with an
‘aggression state’ of 0.9 is highly aggressive. Next, all mental states of agents can be
influenced by intra-agent processes (e.g., an agent’s level of panic influences its beliefs)
as well as inter-agent processes (e.g., agent A’s panic level influences agent B’s panic
level). These influences are represented in terms of differential equations. Details are
given in [2, 5], but the general idea is that the extent to which a mental state influences
another mental state (of the same or another agent) depends on the current values of the
mental states, as well as several additional parameters, such as the distance between the
agent that transmits the mental state and the agent that receives it.
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In [2], the ASCRIBE model was extended with mechanisms to determine individual
agent movements, hence resulting in a crowd simulation model that goes beyond tradi‐
tional approaches, in the sense that it contains sophisticated mechanisms to simulate the
mental states of crowd members. Additionally, in [2] the model was applied to simulate
a real world incident that took place in Amsterdam in 2010, and it was shown to outper‐
form the influential model by Helbing and colleagues [4] due to its ability to address
scenarios in which the mental processes of individual agents are a key determinant of
the crowd’s behaviour (for instance, a scenario where some people stop panicking as
soon as they understand that the situation is not threatening anymore). Also in another
study by different authors [11], ASCRIBE has been shown to perform equal and mostly
superior to other models in the context of a protest scenario in Greece. Finally, ASCRIBE
has been applied successfully to simulate various other cases in the emergency domain,
including the London Bombings in 2005 [2].

The ASCRIBE model will form the basis of our simulation model. The input for the
model will be provided by messages posted on Twitter [19], as mentioned in Sect. 2. In
the next section the connection between both models will be explained.

4 Connection Between Models

In this section, the intended functionality of the combined model will be illustrated by
means of a motivational example. Imagine a crowded pop concert, which takes place in
a squared area1 with a stage, a bar and some toilets (see Fig. 1a). For the purpose of the
analysis, a grid structure is imposed onto the area, dividing it into a number of cells of
equal size (e.g., 5 × 5 m); see Fig. 1b.

Once the pop concert starts, the sentiment analysis module described in Sect. 2
becomes active. By extracting sentiment out of the runtime Twitter data, and connecting
this to the geographical information extracted from the same data, the module is able to
create a two-dimensional map of particular states of the crowd. As an example, suppose
we are interested in the distribution of the state of ‘aggression’ over the crowd during the
pop concert. Then, the sentiment analysis module will focus on keywords related to aggres‐
sive behaviour (e.g., ‘fight’, ‘beat’, ‘kick’, etc.). Based on such information, the module
assigns a ‘level of aggressiveness’ to each cell in the area. For instance, assume at a certain
point in time a small riot emerges near the restrooms, and as a result bystanders start
sending tweets about this, like “things are getting out of hand at the #toilets people getting
mad! #pinkpop”. By processing such tweets, the sentiment analysis module concludes that
the cells in the vicinity of the restrooms have a relatively high level of aggressiveness
(e.g., 0.8 on a scale from 0 to 1), whereas other cells relate to parts of the crowd with lower
levels of aggressiveness.2 As a result of this analysis, each cell can be assigned a

1 For the sake of the example, it is assumed that the area consists of a single room with a squared
shape. However, in principle the approach can be applied to any type of area (e.g., sports
stadiums, streets, or even entire cities).

2 In case no information about a particular cell is available, by default the average of the surrounding
cells can be used.
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numerical value that estimates its level of aggression (or any mental state, as will be
explained below). This ‘landscape of aggression’ can be visualized as shown in Fig. 1c
(where the darkness of the cells is proportional to the level of aggressiveness).

Next, the output of the sentiment analysis module is passed to the ASCRIBE model
for social contagion, which makes a prediction of the dynamics of the mental state of
the crowd in the near future. For instance, based on the situation depicted in Fig. 1c,
ASCRIBE may predict that the initial riot that was detected next to the restrooms is
likely to expand, thereby also increasing the state of aggressiveness of the adjacent cells
(e.g., because the people in these cell are susceptible for aggression). On the other hand,
the state of aggressiveness in other cells may decrease (e.g., because people are moving
away from the riot). Hence, the social contagion model is able to calculate the dynamics
of the mental states of the crowd over time, and as a result a similar picture can be created
of the predicted situation in the near future (say, after 5 min), as shown in Fig. 1d. In
this example, the riot has clearly expanded to a larger area in the neighbourhood of the
restrooms and the stage.

Fig. 1. Illustration of the dynamics of the combined model for an area at a pop concert
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To conclude, note that, although the current example focuses on the mental state of
aggressiveness only, in reality a similar analysis can be made for a variety of mental
states. In particular, ASCRIBE distinguishes between three categories of mental states,
namely beliefs, intentions and emotions. Aggression can be considered one type of
emotion, but when it comes to riots, other emotion types may play a role as well, in
particular the emotion of fear (or panic). Additionally, several beliefs may influence the
behaviour of the crowd as well. For instance, the belief ‘that a riot is taking place near
the restrooms’ may trigger certain people to avoid that area, whereas it triggers others
to approach it. Similarly, it may be valuable to have information about people’s inten‐
tions (e.g., to party, to fight, to flee, etc.). Hence, with the help of ASCRIBE, ultimately
a number of ‘mental state maps’ as shown in Fig. 1 can be produced. One step further,
ASCRIBE not only predicts the dynamics of these states in isolation, but also takes the
interplay between these states into account. For instance, the belief that a riot is taking
place may trigger someone’s emotion of fear, which in turn may lead to an increased
intention to escape. Eventually, ASCRIBE is also able to predict actual actions of the
people in question, which can be used to predict the dynamics of the density of the crowd.
For example, if many people intend to move away from the riot, certain areas may
become congested (see [2]) for a more elaborated illustration).

5 Discussion

In this paper the main ideas were put forward of the recently started project called
SPACES. The main goal of our work is to make events involving large crowds safer,
by proposing a method to decrease the number of riots while using a limited amount of
(formal) guardians. To achieve this, we will integrate the existing ASCRIBE model for
social contagion [2] with a sentiment analysis module. Based on the outcomes of the
sentiment analysis we are able to perform agent based simulations regarding the spread
of mental states, like beliefs, intentions and emotions. This gives us predictions of the
development of the mental state of a crowd over time and space, and serves as an input
to guide the behaviour of guardians. For instance, guardians can use this information to
determine where they should go to de-escalate situations, or to decide which areas are
in need for other types of support (e.g., providing directions on where to go in case of
congestion [1] or alterations in light or music to calm people down [15]).

This is not the first project regarding this societal problem [8, 9, 12]. Li et al. [7]
monitored emotions in a crowded area by using an app. The visitors had to rate their
emotion at fixed time periods by using the EmoApp [7]. Their findings revealed that
both movement and emotions were consistent with the activities at the festival indicating
that the users answered truthfully. The main difference between this work and our project
is the way of collecting information about the mental state of the crowd. While Li et al.
[7] asked specifically for the level of emotion we are able to unobtrusively extract
emotions (as well as other mental states) from social media. In Ahuja et al. [1] the authors
present a different way of monitoring the crowd. They propose the use of drones when
certain areas are overcrowded or congested. These drones are able to give suggestions
to the visitors, to escape the crowd. The main goal of Ahuja et al. [1] is somewhat

124 C. Gerritsen and W.R.J. van Breda



different from the goal in the SPACES project but it is an interesting approach of
controlling the crowd. Both Li et al. [7] and Ahuja et al. [1] visualize the data at run time
but they do not combine the data on emotions with a predictive model as we do with the
ASCRIBE model [2]. The work by Van Dyke Parunak et al. [13] comes closest to the
SPACES project. They make predictions of crowd behaviour using Twitter data as well,
and also combine this information with a predictive model. The main difference is that
we provide a more detailed analysis of the different mental states of the crowd, and their
interactions.

The proposed project is still in an early stage. Although the conceptual framework
has been developed, much of the actual implementation work remains to be done. As a
first step we will refine the sentiment analysis and the ASCRIBE model, by extending
them and tuning them to the needs of our project. Once that has been established the
connection between both models will be implemented and the system will be tested
using simple case studies. The last phase of the project consists of an evaluation of the
system based on a real life event, and the development of support methods.

Acknowledgments. The authors are grateful to Tibor Bosse for fruitful discussions about the
project.
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Abstract. This study investigates the impact and trend of the Yammer utilisation
pattern by multi-generational knowledge workers employed in the risk service
department of a multi-national enterprise. In contrast to the existing literature, our
results highlight the experiences between the different levels of management in
their adoption of a new technology. In our study, senior management used
Yammer for post creation more frequently than did the junior management.
Furthermore, the more senior the employee was, the higher the chance he or she
would access Yammer. Senior management was less concerned about Yammer’s
usability and functionality compared to junior management. The Yammer usage
rate may increase if the tool is well integrated with other in-house compatible
tools. Finally, workers may benefit from high-quality coaching about Yammer’s
benefits and values.

1 Literature Review on Enterprise Social Networks

An Enterprise Social Network (ESN) called the Hub has reported benefits of reduced
time taken to collaborate and communicate and improved access to expertise when
Yammer was used [1–6]. In a study evaluating an ESN tool, the researchers concluded
that Yammer generated an extremely high risk-adjusted return on investment of 365 %
[7, 8]; however, as the study was commissioned by Yammer, it may have been biased.
No data were collected showing Yammer use and suitability by knowledge workers.

Our paper is structured as follows: Sect. 1 provides an overview of the case study
and background, while Sect. 2 describes the research methodologies that were employed.
Section 3 presents the results of the data collection, which was accomplished by means
of survey and interviews. Last but not least, Sect. 4 discusses the results and draws a
conclusion.

2 The Case Study Background and Objectives

The study investigates the Yammer utilisation pattern is of a leading Australian based
consulting firm. The company reported a profit of more than a billion dollars in 2013.
The business activities include providing audit, tax, consulting, and financial advisory
services to clients across numerous industry sectors. The firm prides itself as a leader in
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the use of social media. In 2011 the firm won a Forrester Groundswell industry award
for its business transformation with Yammer [8], which is an enterprise social network
(ESN) that allows people to share knowledge, information and ideas with their co-
workers. It was one of the first large companies to use Yammer; first as a trial by the
innovation team, latter in specific projects, and is now available across the whole organ‐
isation [9, 10].

There is evidence to support the use of ESNs in business [1–5]. However, in order
to maximise the efficiencies and benefits of Yammer, there needs to be maximum
utilisation by employees. The study aims to identify trends in the employee utilisation
of Yammer that are currently unknown. Our investigation includes three objectives:

1. To identify the utilisation rate of Yammer within the Risk Services department of
the auditing firm.

2. To categorise employees by their utilisation of Yammer and determine any trends
in the usage rates of Yammer.

3. To determine ways in which the usage rates of Yammer could be increased within
the organisation.

3 Research Methodologies

In order to meet these objectives the study used a mixed research methodology
[10–12]. Firstly, a survey (see Sect. 3.1) was conducted that included the collection of
both qualitative and quantitative data. This data was then analysed and used to give the
thematic direction to several follow-up semi-structured interviews (see Sect. 3.2) that
collected qualitative data to enable a more thorough investigation of Yammer utilisation
(see Table 1).

Table 1. Outlines how the objectives of the study were achieved using the data collected by the
survey and interviews

Objective Question type

To identify the utilisation rate of
Yammer

Closed quantitative usage questions in survey

To determine any trends in the utilisa‐
tion rates of Yammer

Analysis of closed demographic questions,
closed quantitative usage questions and
open qualitative usage questions in survey

Analysis of qualitative interview responses

To determine ways in which utilisa‐
tion rates of Yammer could be
increased

Analysis of open qualitative questions in
survey

Analysis of qualitative interview responses
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The analysis of the data generated by both the survey and interviews enabled the
objectives to be met and conclusions formed in regard to the utilisation rates of
Yammer. Relevant future research and recommendations for the firm in regard to
Yammer use is also discussed. This knowledge will be beneficial to the consulting
firm as it may then be possible to recommend ways in which Yammer’s utilisation
could be increased in order to realise its full business potential. The knowledge
gained from this study could also be applied in a global context as the consulting
firm operated more than 150 countries and has implemented Yammer across its
entire organisation. In addition, ESNs are becoming increasingly common right
across the global business environment.

3.1 Survey Structure

The survey was formulated with questions that accurately met each objective of the
study. Three employees piloted the survey. The pilot survey found that a few of the
questions were ambiguous and thus needed to be re-worded to clear any confusion.
The department partner approved the final version of the survey and it was distrib‐
uted via email with an introductory explanation to the entire Risk Services Depart‐
ment (approx. 200 employees).

Questions 1 to 3 in the survey were demographic questions to categorise employees.
They determined the gender of the respondent, the seniority level of the respondent and
the duration in which the respondent had been at the organisation. Demographics are
extremely useful in identifying trends; for instance, the determination of a correlation
between seniority level and Yammer usage. Question 4 asked whether the respondent
was an employee at Deloitte when Yammer was first introduced. This aimed at identi‐
fying if this was a significant determination factor for Yammer usage.

In question 5 respondents evaluated a series of statements and placed them on a scale
of usage. The statements included; ‘I use Yammer’, ‘I go to the Yammer site’, ‘I make
posts on Yammer’ and ‘I comment on Yammer posts’. The scale was expressed as;
‘Never’, ‘Rarely’, ‘Sometimes’, ‘Often’ or ‘Very Frequently’. In analysis ‘Never’ was
coded quantitatively as this section formed the foundation for the respondents Yammer
usage. Question 6 was concerned with the functionality of Yammer and thus asked
respondents their reasons for using Yammer. Options included a list of pre-set answers
which were formulated from the functions identified in the studies by Riemer et al. [13]
and Reimer and Tavakoli [14]. In addition the respondents had the opportunity to add
additional uses in the ‘other’ section.

Question 7 was a follow-up to question 5 for respondents who had indicated that
they do not use Yammer. This question aimed to identify the reason why some
employees do not use Yammer and hence determine ways to improve usage. Respond‐
ents were given answer options based on the pilot questions feedback and similar to
question 6, had the opportunity to personalise their response.

The survey was constructed to measure the usage component qualitatively, however,
in analysis this measure is coded into a quantified scale where 0 represents ‘never’ used
and 4 represents ‘Very Frequently’ used. This quantified measure is allows trends and
correlations to be observed.
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In order to encourage a greater number of participants the length of the survey was
deliberately constructed in a way so that it would not take long to be completed but at
the same time collect the required data. A limitation of this approach, however, is the
lack of detail in the open question responses. In order to compensate for this limitation
and enhance the information that was generated from the surveys, interviews were
conducted with some of the respondents as a follow-up to the survey. Five employees
were interviewed that represented each of the employee levels. Section 4 provides an
overview of respondents’ feedback results of each question.

3.2 Interviews

The interviews were conducted in an informal setting with only the participant’s position
recorded to facilitate anonymity. The sessions were conducted in a short time frame so
as to not be a hindrance for work productivity. In each interview the interviewee was
asked:

• “What could be done to increase the usage of Yammer in this organisation?”
• “Is Yammer beneficial to the organisation?”
• “Are you encouraged by management to use Yammer?”

The interviews were semi-structured and were organized around the three pre-deter‐
mined open questions, with other questions emerging from the dialogue. The face-to-
face interview facilitated the opportunity to collect accurate, relevant and in-depth data.
A total of five employees were interviewed that represented each of the employee levels
within the Risk Services department of the firm.

The resulting data was organised into a readable format for analysis. Data analysis
was conducted using simple descriptive statistics and by correlations to identify trends.
Simple descriptive statistics include converting the data received into percentages.
Percentages are useful to be able to categorise data [15]. From percentages graphical
analysis was also created. Measures of central tendency assisted in identifying trends
[15]. Details of interview is discussed in Sect. 4.

4 Survey and Interview Results

4.1 Part 1 – Survey Results

The survey was completed by 68 employees from the Risk Services Department in the
firm. This represents a sample size of approximately 25 % of the unit. Of the 68 persons
who responded, 28 respondents were female (41 %) and 40 were male (59 %). The survey
had respondents from each employee level, with the graduate/analyst level having the
highest number of participants (23 persons 34 %). Figure 1 below shows survey
responses for employee type and demographic.
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53 % of respondents indicated that they either rarely or never used Yammer. This
equated to a codified average usage rate of 1.5 out of 4, with rarely being the most popular
option selected. Usage decreased when respondents were asked if they make posts on
Yammer. The average rating for making posts was 0.91 out of 4, with 75 % of respond‐
ents answering never or rarely. 53 respondents answered that they never or rarely
comment on yammer posts (78 %), this is the lowest utilisation with a codified average
rating of 0.90 out of 4 (see Figs. 2 and 3).
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The Yammer usage rate for post creation was recorded for each employee type. The
majority of Graduates/Analysts of them indicated that they rarely or never make posts
(85 %). In comparison, 40 % of Partners answered rarely or never. In general, the more
senior the employee was, the higher the chance he or she would access Yammer (see
Fig. 4).
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Fig. 4. Post creation usage by employee type
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Yammer utilisation rate for post creation was also compared with duration of
employment (see Fig. 5). Employees who had been working for under a year at the firm
had an average usage of 1.57/4.00 for post creation. Employees working for 1 to 2 years
had an average rating of 1.86/4.00 for post creation with 38 % answering never (see
Fig. 3). Employees working for 3 to 4 years at the organisation had an average usage
rating of 2.09/4.00 for post creation, with 18 % answering never. Employees who had
been working for 5 years or above had the highest rating with an average utilisation rate
of 2.33/4.00 for post creation, with 13 % of those respondents answering never.

A comparison between the creation of posts for graduates/analysts, experienced
analysts and senior analysts have a combined utilisation rate of 0.67 out of 4. Managers,
directors and partners, have a combined average utilisation of 1.31 out of 4. This is
shown in Fig. 6 below. This 95 % increase in usage could be due to a number of factors,
such as the different responsibilities of the positions or their familiarity of Yammer.

60 of the 68 respondents answered question 6, which asked what Yammer was used
for. 60 % of those indicated that Yammer was used for information sharing, 48 % selected
the problem solving/seeking advice option. 40 % selected the community Building/
social Engagement option. 27 % selected idea generation/crowd sourcing, while 10 %
selected task co-ordination and another 18 % selected the ‘Other’ option (see Fig. 7).

Other uses that were specified included, ‘to tick the box’, ‘the partners tell us to’,
‘when we are told by the partners to use it’, ‘to nominate people for awards’. Two
answers also suggested that they do not use Yammer in this other category.

44 respondents answered question 7 which asked why individuals don’t use
Yammer. 30 respondents answered “Not enough time” this represented 68.18 % of
respondents or 44.12 % of the entire sample. A further 15 people answered that they
“Don’t see the benefit” which is 34.09 % of the people that answered the question or
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22.06 % of the whole sample. No respondents answered that they did not know how to
use Yammer. For the 14 people that selected ‘Other’, common themes were grouped. 4
respondents indicated that it was not easy to find information. 6 surveys also suggested
that Yammer is not well integrated into the organisation or there are easier ways to

Post Creation Usage By Management Grouping

Fig. 6. Post creation usage by management grouping
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connect. The 6 answers indicating integration as an issue is 14 % of the people that
answered the question or 9 % of the full 68 sample size. Refer to the results in Table 2.

Table 2. Reasons for not using Yammer.

Reasons for not using Yammer Number of people Percentage

Not enough time 30 68 %

Don’t see the benefit 15 34 %

Other (please specify) 14 32 %

I don’t know how      0      0 %

4.2 Part 2 – Interview Results

Increasing Yammer Usage. 3 of the 5 people interviewed suggested that usage could
be increased by integrating it more with other in-house communication tools. Some
suggestions included a single sign on, integration with Lync and other communication
tools. 3 out of the 5 interviewees also suggested that a way to improve usage would be
more experience and training, such as a short course. One respondent suggested that
enticements to get people actively engaged such as competitions. Refer to the Fig. 8.

The Benefits of Using Yammer. 3 out of 5 respondents indicated that there are benefits
in using Yammer, while the remaining 2 indicated to the contrary. Of the two users who
did not see the benefit, one stated that they preferred other communication tools, the
other stated they did not use it use because they did not have enough time.
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Fig. 8. Respondents suggested approaches to increase Yammer usage
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Encouragement by Management to Use Yammer. All interviewees indicated that
they had been encouraged by more senior employee to use Yammer. Of those, 4 of the
respondents suggested that this was due to the importance of the firm being perceived
as an innovative company that has a competitive edge in technology use.

5 Conclusions and Future Work

Our findings are limited by factors such as sample size and survey techniques utilised.
While a significant number of people participated, all participants were from one divi‐
sion within the company. Analysis however, shows that approximately 25 % of the
department and a wide range of respondents, including, employees from all different
role levels, different genders and different times employed at the organisation completed
the survey. The relatively large percentage of respondents with a variety of demo‐
graphics assists to counter the limitation. An assumption of this study is that ESNs, such
as Yammer, are beneficial to the workforce. The articles and documentation that are
analysed as part of this study do substantiate this assumption, however more investiga‐
tion should be conducted. It is also assumed that the responses provided by participants
were accurate representations of usage.

Based on the above-mentioned results, we propose several recommendations. The
first recommendation is that Yammer must be able to be incorporated into existing tools.
This could be achieved, for instance, by implementing a single sign-on feature so that
users don’t have to log on individually. The second recommendation aimed at improving
the usage rate of Yammer is to integrate Yammer’s functionality with Lync, which is
an instant messaging service. Yammer and Lync are both owned by Microsoft (Yammer
2014), so it is possible that the functions of the two ESNs will be integrated and/or
combined to make them more user friendly and thus encourage increased usage of both
applications. The third recommendation concerns any organisation that is planning or
has already implemented an ESN: Providing an orientation course to junior and senior
management not only instructs them on how to use the application but also communi‐
cates information about its many benefits. This will assist in ensuring a more productive
business environment.

Our findings may also be useful for many other service-driven industries that rely
on a client base to generate revenue. These industries include but are not limited to
consulting, finance, hospitality, health care and entertainment. Many of these industries
strive to be leaders of technological innovation, which may give them a competitive
edge and therefore increase the probability of maximum utilisation by employees.
Moreover, these industries may have multi-generational tiers that could face similar
challenges in using Yammer.

Finally, this study is valuable for all businesses because it is a good example of how
business professionals need to continually assess the functioning of their technology
applications. Technology is constantly evolving, and improvements are very often
possible. The integration of Yammer with other applications such as Lync, as indicated
by this investigation, would be one such improvement.
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Abstract. Ensemble clustering approaches have been recently applied,
in a variety of ways, in order to enhance the quality and/or the execution
time of community detection tasks. The quality gain that can be obtained
from applying ensemble approaches is known to be tightly linked to both
quality and diversity of the applied clusterings. However, most of existing
work simply ignore this important issue of ensemble selection. In this
paper we intend to fill this gap. We propose a graph-based ensemble
selection approach that allow to take into account both criteria of quality
and diversity. Different quality measures are also considered: cluster-
oriented quality and network-oriented quality functions. Experiments on
real network datasets show the validity of our approach.

Keywords: Community detection · Complex networks · Ensemble clus-
tering · Ensemble selection

1 Introduction

Complex networks are frequently used for modeling interactions in real-world
systems in diverse areas, such as sociology, biology, information spreading and
exchanging and many other different areas. One key topological feature of real-
world complex networks is that nodes are arranged in tightly knit groups that
are loosely connected one to each other. Such groups are called communities.
Nodes composing a community are generally admitted to share common propri-
eties and/or be involved in a same function and/or having a same role. Hence,
unfolding the community structure of a network could give us much insights
about the overall structure a complex network. Comprehensive review of the
state of the art can be found in [6,24]. Different algorithms have different exe-
cution times and yield results of various quality.

The large-size of today available networks makes most of existing algorithms
hard to apply. In addition, most of existing low time complexity algorithms show
generally low robustness. Different executions of the same algorithm on the same
network may leads to detecting highly different partitions of the network. This is
for instance the case of the Louvain approach [2] which is sensitive to the order
c© Springer International Publishing Switzerland 2015
G. Meiselwitz (Ed.): SCSM 2015, LNCS 9182, pp. 138–147, 2015.
DOI: 10.1007/978-3-319-20367-6 15
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in which nodes of the network are parsed. Another very known exemple is the
high speed label propagation algorithm the exhibits, in its original version [18],
a very high instability.

Ensemble clustering approaches have been proposed as a mean for both
graph coarsening and graph clustering enhancing. Graph coarsening refers to
the process of reducing the scale of a graph by replacing a group of cohesive
nodes in the graph by a single node [22]. High quality community detection
algorithms, with higher computational complexity, can then be applied on the
reduced graph. Results are then expanded to the initial graph. Ensemble clus-
tering can directly be applied in order to merge different clustering obtained
by applying different algorithms or by applying an unstable algorithm several
times [21]. However, the quality gain that can be obtained from applying ensem-
ble approaches is known to be tightly linked to both quality and diversity of
the applied clusterings [1,4]. Most of existing work simply ignore this important
issue of ensemble selection. In this paper we intend to fill this gap.

The remainder of this paper is organized as follows. Next in Sect. 2, we first
define the problem of ensemble clustering, discuss main approaches for consensus
clustering computation and show applications in the field of community detection
in complex networks. In Sect. 3 we define the problem of ensemble selection and
quickly review main ensemble selection approaches. The proposed graph-based
ensemble selection algorithm is presented in Sect. 3.2. Experiments and results
are reported and commented in Sect. 4. Finally we conclude in Sect. 5.

2 Applying Ensemble Clustering to Community
Detection

2.1 Ensemble Clustering Approaches

Let G =< V,E > be a undirected simple graph where V is the set of nodes and
E is the set of edges. Let πi be a partition of the set V . We have by definition
πi = {π1

i , . . . , πl
i} where πj

i ⊆ V , and
⋃

j

πj
i = V and ∀j, k ∈ [1, l]πj

i ∩ πk
i = ∅.

We consider a set of a different partitions P = {π1, . . . , πn} defined over
the same set V . The goal of an ensemble clustering function is to compute a
consensus clustering π∗ that minimize the number of disagreements with each
base partition πi. In a formal way we have:

π∗ = arg min
πi∈P

dist(π∗, πi) (1)

Where dist() is a distance function measuring disagreement between two
partitions. Some exemples of such distance functions are given in Sect. 3.

Different consensus clustering functions have been proposed in the litera-
ture. Existing functions can be roughly classified into two classes: evidence accu-
mulation based functions [7] and graph-based functions [23]. The first family of
approaches is based on computing a clustering-based similarity between nodes
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of the graph. One widely applied method is based on constructing a consen-
sus graph out of the set of partitions to be combined [5,23]. The consensus
graph Gcons is defined over the same set of nodes of the initial graph G. Two
nodes vi, vj ∈ V are linked in Gcons if there is at least one partition P y

Qx
where

both nodes are in a same cluster. Each link (vi, vj) is weighted by the frequency
of instances that nodes vi, vj are placed in the same cluster. Notice that the
obtained graph is not necessarily a connected one. Different approaches can be
applied in order to compute the aggregated clustering out from the consensus
graph:

– In [23], authors transform the graph into a complete one by adding missing
links with a null weight, then nodes are finally partitioned into clusters using
agglomerative hierarchical clustering with some linkage rule, or by using a
classical graph partitioning method such as the Kernighan-Lin algorithm [16].

– In [3] a similar approach is applied but with enforcing that nodes in the same
result clusters should be connected in the initial graph by a sufficiently short
path.

– In [20] authors propose a simple but effective method that consists on pruning
links in the obtained consensus graph whose weights (frequency) is under a
given threshold α ∈ [0, 1]. The set of obtained connected components is taken
to be the aggregated partition. The main problem of this approach is the
problem of defining the value of the threshold α to use.

2.2 Ensemble Clustering-Based Community Detection

Ensemble clustering approaches have been used for various goals in the field
of community detection in complex networks. One first direct application is to
allow merging different partitions of the same graph obtained by applying a fast
but low quality community detection algorithm, such as the label propagation
algorithm [20]. Another application, to reduce the size of large-scale graphs.
Let G =< V,E > be a large)scale graphe. The idea is compute a set of n
different low quality partitions of a graphe : Π = {π1, . . . , πn}. A strict consigns
graph is defined over the set of nodes V such that, v ∈ V are linked if and
only if they are grouped together in a same cluster in all partitions πi ∈ Π.
The obtained graph is usually composed of a large number of small connected
components. Nodes composing each connected component are reduced to form
only one node reducing hence the scale of the whole graph. The reduction phase
can allow applying high quality community detection algorithms to the reduced
graphe [22]. In [12] ensemble selection approaches are proposed in order to relaxe
the constraint on connecting nodes if the frequency of being clustered together
in all n partitions is higher than a given threshold 0 < δ < 1.

In [11], ensemble clustering approaches have been applied in order to imple-
ment multi-objective local community identification. In [10] an ensemble clus-
tering approach is applied in order to compute a graph partition out of a set
of bi-partitions of the graph computed after identifying local-communities of a
set of seed nodes carefully selected to represent different points of view on the
target graph.
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Few work has addressed the problem of ensemble selection before applying
the ensemble clustering process. In next section we introduce the problem of
ensemble selection and we show how this can enhance the output of the ensemble
clustering process.

3 Ensemble Selection

3.1 Problem Definition

Different works have showed that the quality of the output of an ensemble clus-
tering is tightly related to both the quality of each partition in the base partitions
set and diversity of these partitions.

Let Π be a set of n base clusterings. An ensemble selection function ES
aims at selecting a subset of Π̃ ⊆ Π such that all partitions πi ∈ Π̃ are of
high quality and diverse. The diversity of partitions can be measured applying
clustering comparison metrics such as the Adjusted Rand Index (ARI) [9], or
information-based metrics such as the NMI [15].

The ARI index is based on counting the number of pairs of elements that
are clustered in the same clusters in both compared partitions. Let Pi =
{P 1

i , . . . , P l
i }, Pj = {P 1

j , . . . , P k
j } be two partitions of a set of nodes V . The

set of all (unordered) pairs of nodes of V can be partitioned into the following
four disjoint sets:

– S11 = {pairs that are in the same cluster under Pi and Pj}
– S00 = {pairs that are in different clusters under Pi and Pj}
– S10 = {pairs that are in the same cluster under Pi but in different ones under

Pj}
– S01 ={pairs that are in different clusters under Pi but in the same under Pj }
Let nab = |Sab|, a, b ∈ {0, 1}, be the respective sizes of the above defined sets.
The rand index, initially defined in [19] is simply given by :

R(Pi, Pj) =
2 × (n11 + n00)

n × (n − 1)

In [9], authors show that the expected value of the Rand Index of two random
partitions does not take a constant value (e.g. zero). They proposed an adjusted
version which assumes a generalized hypergeometric distribution as null hypoth-
esis: the two clusterings are drawn randomly with a fixed number of clusters
and a fixed number of eleme nts in each cluster (the number of clusters in the
two clusterings need not be the same). Then the adjusted Rand Index is the
normalized difference of the Rand Index and its expected value under the null
hypothesis. It is defined as follows:

ARI(Pi, Pj) =

l∑

x=1

k∑

y=1

(|P x
i ∩ P y

j |
2

)

− t3

1
2 (t1 + t2) − t3

(2)
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where:

t1 =
l∑

x=1

(|P x
i |
2

)

, t2 =
k∑

y=1

(|P y
j |
2

)

, t3 =
2t1t2

n(n − 1)

This index has expected value zero for independent clusterings and maximum
value 1 for identical clusterings.

Another family of partitions comparisons functions is the one based on the
notion of mutual information. A partition P is assimilated to a random variable.
We seek to quantify how much we reduce the uncertainty of the clustering of
randomly picked element from V in a partition Pj if we know Pi. The Shanon’s
entropy of a partition Pi is given by:

H(Pi) = −
l∑

x=1

|P x
i |
n

log2(
|P x

i |
n

)

Notice that |P x
i |
n is the probability that a randomly picked element from V be

clustered in P x
i . The mutual information between two random variables X,Y is

given by the general formula:

MI(X,Y ) = H(X) + H(Y ) − H(X,Y ) (3)

This can then be applied to measure the mutual information between two par-
titions Pi, Pj . The mutual information defines a metric on the space of all clus-
terings and is bounded by the entropies of involved partitions. In [23], authors
propose a normalized version given by:

NMI(X,Y ) =
MI(X,Y )

√
H(X)H(Y )

(4)

The evaluation of the quality of a clustering is much harder, than the diver-
sity, in unsupervised settings. In [1] authors propose to evaluate the quality of a
partition πi ∈ Π by computing its distance (using ARI or NMI) from the con-
sensus partition computed over the whole set Π. In [5], the quality of a partition
πi ∈ Π us computed as follows: Q(π) =

∑
π∈Π NMI(π, πi).

In graph settings, external partition quality functions can be used to measure
the equity of a partition. The well known modularity function is one option [8].

3.2 Proposed Approach

We propose here an original graph-based approach to cope with the problem
of cluster ensemble selection. Algorithm 1 sketchs the general outlines of the
proposed approach.

The algorithm is structured into four main steps. Having as an input a set
of r base clusterings, we first compute an r × r pair-wise clustering similarity
matrix M . An entry M [i, j] = sim(ri, rj) gives the similarity between two base
clusterings ri and rj . Different similarity functions can be used such as the
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Algorithm 1. Graph-based cluster ensemble selection algorithm
Require: G < V, E > a connected graph
Require: Π = {π1, . . . , πr} a base clusterings
Require: Q A partition quality function
1: Π∗ ← ∅
2: M ← compute pairwise similarity Matrix(Π)
3: GV ← construct graph(M)
4: C = {c1, . . . , ck} ← community detection(GV)
5: for all c ∈ C do
6: π̂ ← arg max

π∈c
Q(π)

7: Π∗ ← Π∗ ∪ {π̂}
8: end for
9: return Π∗

normalized mutual information (NMI), Adaptive Rand index (ARI) index or
information variation (IV) [15,17]. The obtained matrix is then used to define a
similarity graph GV over the set of base clusterings. Different kinds of similarity
graphs can be defined. These include:

– ε-Neighborhood Graph: Here we connect all points whose pairwise dis-
tances are smaller than ε. As the distances between all connected points are
roughly of the same scale (“at most”), weighting the edges would not incorpo-
rate more information about the data to the graph. Hence, the ε-neighborhood
graph is usually considered as an unweighted graph.

– k-Nearest Neighbor Graph: Here the goal is to connect vertex vi with
vertex vj if vj is among the k-nearest neighbors of vi. However, this definition
leads to a directed graph, as the neighborhood relationship is not symmetric.
There are two ways of making this graph undirected. The first way is to
simply ignore the directions of the edges, that is we connect vi and vj with an
undirected edge if vi is among the k-nearest neighbors of vj or if vj is among
the k-nearest neighbors of vi. The resulting graph is what is usually called the
k-nearest neighbor graph. The second choice is to connect vertices vi and vj if
both vi is among the k-nearest neighbors of vj and vj is among the k-nearest
neighbors of vi. The resulting graph is called the mutual k-nearest neighbor
graph. In both cases, after connecting the appropriate vertices we weight the
edges by the similarity of their endpoints.

– Relative Neighborhood Graph: Relative neighborhood graph (RNG) has
been initially proposed in [25]. The choice of RNG graph is motivated by
the topological characteristics of these graphs that are connexe and sparse.
To build an RNG graph, we first compute a similarity matrix between couple
of items in the dataset. This results in a symmetric square matrix of size n×n
where n is the number of items in the dataset. A RNG graph is defined by
the following simple construction rule: two points xi and xj are connected by
an edge if they satisfy the following property:

d(xi, xj) ≤ max
l

{d(xi, xl), d(xj , xl)},∀l �= i, j (5)
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where d(xi, xj) is the distance function. A community detection algorithm is
applied on the obtained graph in order to cluster the given examples. Clus-
tering evaluation criteria can then be used to compare different algorithms.

In this work, we have selected to build a relative neighborhood graph since it is
the only approach that guarantee having a connected and sparse graph.

4 Experiments

In this section we evaluate the utility of the proposed ensemble selection app-
roach for enhancing community detection in real world complex networks. The
evaluation process is the following: given a network for which we know a ground
truth partition into communities we apply first the label propagation approach
100 times. We then compute a consensus partition applying a CSPA ensemble
clustering approach on the whole set of obtained partitions and on the set of
partitions selected by applying our approach. The quality of obtained commu-
nities is evaluated using the ARI and NMI metrics with respect to the ground
truth partition.

A set of three widely used benchmark networks for which a ground-truth
decomposition into communities are known are used. These are the following:

– Zachary’s Karate Club: This network is a social network of friendships
between 34 members of a karate club at a US university in 1970 [26].
Following a dispute the network was divided into 2 groups between the club’s
administrator and the club’s instructor. The dispute ended in the instructor
creating his own club and taking about half of the initial club with him. The
network can hence be divided into two main communities.

– Dolphins Social Network: This network is an undirected social network
resulting from observations of a community of 62 dolphins over a period of
7 years [14]. Nodes represent dolphins and edges represent frequent associa-
tions between dolphin pairs occurring more often than expected by chance.
Analysis of the data revealed two main groups.

– American Political Books: This is a political books co-purchasing net-
work. Nodes represent books about US politics sold by the online bookseller
Amazon.com. Edges represent frequent co-purchasing of books by the same
buyers, as indicated by the “customers who bought this book also bought
these other books” feature on Amazon. Books are classified into three disjoint
classes: liberal, neutral or conservative. The classification was made separately
by Mark Newman based on a reading of the descriptions and reviews of the
books posted on Amazon.

Next figure shows the structure of the selected networks with real communities
indicated by the color code. In Table 1 we summarize basic characteristics of
selected benchmark real networks (Fig. 1).

For all three datasets, the ensemble selection process enhance the quality of
the obtained final partition (Table 2).
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Zachary Karate Club Network [26] US Politics books network [13]

Dolphins social network [14]

Fig. 1. Real community structure of the selected benchmark networks

Table 1. Characteristics of some well-known benchmark networks

Network # nodes # edges # com reference

Zachary club 34 78 2 [26]

Political books 100 441 3 [13]

Dolphins 62 159 2 [14]

Table 2. Evaluation if he proposed graph-based ensemble selection

Dataset Approach NMI ARI Q # Communities

Zachary Ensemble clustering without selection 0.57 0.46 0.40 5

Ensemble clustering with selection 0.77 0.69 0.34 2

US Politics Ensemble clustering without selection 0.55 0.68 0.51 5

Ensemble clustering with selection 0.68 0.67 0.42 6

Dolphins Ensemble clustering without selection 0.55 0.39 0.51 5

Ensemble clustering with selection 0.58 0.59 0.53 3

5 Conclusion

Ensemble clustering approaches are proposed as mean to cope with the robust-
ness issue. of high speed community detection algorithms. In this work, we have
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proposed a new approach for enhancing the output of ensemble clustering by
applying an ensemble selection process. An original graph-based ensemble selec-
tion approach is studied. Results show that the overall quality of detected com-
munities is enhanced when applying ensemble selection process. Experiments
on large-scale datasets are planned in order to confirm these first but promising
results. Comparisons with other ensemble selection approaches based on implicit
quality estimation are also scheduled.
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Abstract. Analysing users’ behaviour and social activity for investigat-
ing suspects is an area of great interest nowadays, particularly inves-
tigating the activities of users on Online Social Networks (OSNs) for
crimes. The criminal activity analysis provides a useful source of informa-
tion for law enforcement and intelligence agencies across the globe. Cur-
rent approaches dealing with the social criminal activity analysis mainly
rely on the contextual analysis of data using only co-occurrence of terms
appearing in a document to find the relationship between criminal activi-
ties in a network. In this paper, we propose a model for automated social
network analysis in order to assist law enforcement and intelligence agen-
cies to predict whether a user is a possible suspect or not. The model uses
web crawlers suited to retrieve users’ data such as posts, feeds, comments,
etc., and exploits them semantically and contextually using an ontology
enhancement objective metric SEMCON. The output of the model is a
probability value of a user being a suspect which is computed by finding
the similarity between the terms obtained from the SEMCON and the con-
cepts of criminal ontology. An experiment on analysing the public infor-
mation of 20 Facebook users is conducted to evaluate the proposed model.

Keywords: Ontology · Online social networks · Facebook · SEMCON

1 Introduction

In recent years, the usage of Online Social Networks (OSNs) has increased
rapidly throughout all layers of society. Law enforcement and intelligence agen-
cies analyse traces of digital evidence in order to solve crimes and capture crimi-
nals whom are also OSNs users during their investigation activities. Particularly
analysing contents shared by users on social networks such as Facebook, Twitter
and LinkedIn are of interest. Several approaches of analysis aiming at extracting
useful information, modelling users profile, and understanding users behaviour
and social activity have been proposed [1].

Analysing users behaviour and social activity for investigating suspects is
also an interesting area of research, particularly investigating the activities of
users on OSN for crimes. The criminal activity analysis provides a useful source
of information for law enforcement and intelligence agencies across the globe.
c© Springer International Publishing Switzerland 2015
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Some agencies are now using social media as a crime-solving tool [2]. Digital
traces from social media such as Facebook is gaining fast acceptance for use as
evidence in courts [3]. According to a survey by LexisNexis in 2012 [4], there
are more than 950 law enforcement professionals with federal, state, and local
agencies in United States whom use social media, particularly Facebook and
YouTube, to obtain evidence to deepen their criminal investigation. Other similar
criminal cases have been reported recently where digital evidence from OSNs is
used as support for digital investigation [5,6].

Criminal activity analysis consists of different stages such as data process-
ing, transformation, analysis, and visualization. Many of these stages are done
manually. Thus, it takes much time and human effort to extract the required
evidence from the massive amount of information.

Recently some research has been done to automate the social criminal activity
analysis to help law enforcement and intelligence agencies discover the criminal
networks. In this light, a framework for the forensic analysis of user interaction
in OSNs is proposed in [7]. The framework enables searching for actor activities
and filtering them further for temporal and geographical analysis. The authors
in [8] proposed a framework that consists of major components of a network
analysis process: network creation, network partition, structural analysis, and
network visualization. Based on this framework, the authors developed a system
called CrimeNet Explorer. The system has structural analysis functionality to
detect subgroups from a network, identifying central members of subgroups, and
extracting interaction patterns between subgroups. The authors in [9,10] used
data mining approach for analyzing criminal groups. They used data mining in
multiple social networks data to discover criminal networks.

However current approaches to automating the social criminal activity analy-
sis have some limitations. They mainly rely on the contextual analysis using only
co-occurrence of terms appearing in a document to find the relationship between
criminal activities in a network [8]. Moreover, some of the approaches perform
experiment using no real-world datasets [9].

In this paper, we try to fill this gap by proposing a framework for automated
social network analysis. This framework will assists law enforcement and intelli-
gence agencies to predict efficiently and effectively whether a user is a possible
suspect or not. This is achieved by exploiting users’ posts, feeds and comments,
semantically and contextually using SEMCON [11]. SEMCON is a context and
semantic based ontology enhancement model developed at our lab originally for
the purpose of enriching an ontology from posts of multimedia documents.

The rest of the paper is organized as follows. In Sect. 2 we illustrate in detail
our proposed model. Section 3 describes the setting for experimental procedure
whereas Sect. 4 illustrates the experimental results and their analysis. Lastly,
in Sect. 5 we sketch conclusions and future work.

2 Proposed Model and Methodology

The proposed model, illustrated in Fig. 1, aims at performing the analysis of social
networks profiles. Information such as posts, feeds and comments are extracted
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Fig. 1. Flow chart of the proposed model

and analysed, considering in particular both the context and the semantics of
terms used by users. The model is explained in the following sections.

2.1 Acquisition Module

The module use web crawlers suited to retrieve and manage data coming from
particular social networks such as Facebook, Twitter, LinkedIn, etc. In our case
we have used Facebook crawler for managing Facebook posts. Facebook crawler
is based on the Facebook Graph APIs and Facebook Query Language (FQL).
To fetch Facebook messages and making queries, this paper uses RestFB [12]
which is a simple and flexible Facebook Graph API client written in Java. The
crawler uses an opaque string called Facebook access token that identifies a user,
application, or page and can be used by the application to make graph API calls.
In this work, the Facebook crawler is dedicated to fetch only posts, feeds and
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comments of a user. Facebook imposes some limitations on the number of posts,
feeds and comments retrievable through its APIs according to the data access
policy of Facebook. It does not allow to retrieve the information of more than 25
posts, feeds and comments per user. The restrictions on the maximum number of
retrievable information are overcome by using specific parameters which enables
to filter and page through the connection data.

2.2 SEMCON Module

The information fetched by Acquisition Module is used as input to the SEMCON
Module. The SEMCON module treats each post, feed and comment basically as
an independent document-passage and it performs the following steps.

Initially a morpho-syntatic analysis using TreeTagger [13] is performed where
the partitioned passages are tokenized and lemmatized. The potential terms that
are obtained as a result can either be a noun, verb, adverb or adjectives. These
are different parts-of-speech (POS) of a language. It is a well-known fact that
nouns represent the most meaningful terms in a document [14], thus, our focus
is on extracting only common noun terms t for further consideration.

The next step is the calculation of the observation matrix. The observation
matrix is formed by calculating the frequency of occurrences of each term t, its
font type (bold, underline, italic) and its font size (title, level 1, level 2) as given
in Eq. 1.

Oi,j =
∑

i∈t

∑

j∈p

(Freqi,j + Typei,j + Sizei,j) (1)

where, t and p indicate the set of terms and passages, respectively. Freq i,j denotes
the frequency of occurrences of term ti in passage, pj , Typei,j denotes font type
of term ti in passage pj , and Sizei,j indicates font size of term ti in passage pj .

The observation matrix is used as input to compute the contextual and
semantic similarity between two terms.

Term to term contextual score (Scon) is calculated using the cosine similarity
metric with respect to the passages, and it is given in Eq. 2.

Scon(ti, tj) =
ti · tj

‖ ti ‖‖ tj ‖ (2)

A term square matrix is used to store the contextual(Scon) values among all
extracted terms t.

The next step is the computation of the semantic score (Ssem). The seman-
tic score is calculated using the Wu&Palmer algorithm [15] and the score is
computed using the Eq. 3.

Ssem(ti, tj) =
2 ∗ depth(lcs)

depth(ti) + depth(tj)
(3)

where t i and tj indicate terms extracted from the passage, depth(lcs) indicates
least common subsumer of t i and tj , depth(t i) and depth(tj) indicate the path’s
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depth of t i and tj , respectively. Go through the all terms, we take all possible
pairs and compute the semantic score Ssem(ti, tj), for each pair t i and tj , where
t i, tj ∈ C and C is the set of terms extracted from the corpus.

The overall correlation between two terms t i and tj extracted from the the
passage is computed using the contextual and semantic score. Mathematically,
the overall score is given in Eq. 4.

Soverall(ti, tj) = w ∗ Scon(ti, tj) + (1 − w) ∗ Ssem(ti, tj) (4)

where S con is the contextual score, S sem is the semantic score and w is a para-
meter with value set as 0.5 in our case, based on the empirical analysis from the
data set. The overall score is in the range (0,1]. The overall score is 1 if two
extracted terms are the same.

2.3 User Prediction Module

The prediction of a user as a suspect or not depends on the similarity score
between the terms extracted from the user’ posts, feeds and comments via SEM-
CON module and concepts extracted by the criminal ontology. The higher the
score, the closer the user is considered as a suspect user.

The similar calculation is performed using the cosine similarity measurement.
More formally, it is given in Eq. 5.

Similarity(Oc, ui) =
−→
O c × −→u i

‖ −→
O c ‖ · ‖ −→u i ‖

(5)

where, Oc indicates concepts extracted from the criminal ontology and ui indi-
cates terms extracted by the user postings.

The output of the system is a probability value P, of a user being a suspect s.
If the Ps is greater than a specified threshold t then the user is labelled as a
suspect.

3 Experimental Setting

We have performed the investigation of suspects using the public users’ posts,
feeds and comments. The facebook crawler is established to collect the data
for the period starting from 1 January till 31 December 2014. The posts are
extracted from news and media.

The posts from social networks contain usually noisy text, e.g. null values,
therefore we filtered out only the posts which comply with the standard rules of
orthography, syntax and semantics. After this process, we created a corpus which
consists of 198 posts published by 20 users. The average number of posts per
user is 10. The total number of terms used is 8493 with an average of 43 terms
for each post. Finally, from these terms we identified and extracted 1042 nouns
(singular and plural). The detailed information for each user is shown in Table 1.
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Table 1. The corpus data

User # of Posts # of Terms # of Nouns

1 11 929 55

2 3 121 11

3 12 301 58

4 5 130 25

5 8 376 56

6 4 1550 140

7 11 366 48

8 9 383 51

9 16 600 58

10 11 270 40

11 12 313 46

12 6 117 21

13 21 567 102

14 9 344 46

15 12 336 43

16 8 317 42

17 12 494 58

18 9 307 44

19 10 298 42

20 8 374 56

Total 198 8493 1042

We have also created a criminal ontology shown in Fig. 3. Basically it is
used to predict if a user is a suspect by comparing its concepts with the terms
outputted by the SEMCON as described in Sect. 2.3. However, the criminal
ontology may also be used for visualization of criminal information by displaying
concise overviews of its concepts and their hierarchical relations using treemaps.

4 Results and Analysis

In order to evaluate a user being as a suspect or not, we have performed an
experiment on 20 Facebook users by analysing their public postings. For each
user, we initially computed an overall score by aggregating the semantic and
contextual score for each term (noun) extracted. The overall scores of terms are
used to find the similarities of the terms with the criminal ontology concepts.
Figure 2 illustrates the terms score obtained by SEMCON for the User #13
as depicted in Table 1. As can be seen from the graph, the contextual score
indicated by the blue curve is much lower then the semantic score denoted by
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Fig. 2. Scores obtained by SEMCON for a user in investigation

Table 2. The probability of users being suspects

User Probability User Probability

1 0.990 11 0.992

2 0.727 12 0.000

3 1.000 13 1.000

4 0.892 14 0.772

5 0.578 15 0.784

6 0.820 16 0.800

7 1.000 17 0.799

8 0.000 18 0.000

9 0.933 19 1.000

10 1.000 20 0.800

the orange curve. This may have happened due to the fact that the user has
posted or commented in different topics. However, terms used in these posts
have high semantic correlation with each other.

In the next step we found out how likely that a user is a suspect. This is
achieved by comparing the user overall score obtained by SEMCON module and
the scores of concepts of criminal ontology. User suspicion is represented by a
probability value. The obtained probabilities for users being a suspect are shown
in Table 2. The probability value 0.000 represents the users whose posts does not
contain any of the criminal ontology concepts. Thus, these users are considered
as unsuspected users. The probability value 1.000 indicates the users whose posts
contain some of the concepts of the criminal ontology, i.e. gun, rifle, shooting,
threat and death. These users are considered to be highly suspected users.
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Table 3. Categorization of user prediction

Unsuspected Moderate suspected Highly suspected

User 8, 12, 18 2, 4, 5, 6, 14 1, 3, 7, 10

15, 16, 17, 20 11, 13, 19

Fig. 3. A part of criminal ontology

Based on the obtained probability results, we can identify three major cat-
egories of users; users classified as unsuspected users, moderate suspected users
and the highly suspected users. More precisely, if the probability score of user
exceeds a given positive threshold value (in our case 0.90) we classify his/her
as being a highly suspected user; if his/her probability score is 0.00 we label
him/her as unsuspected user, otherwise he/she is considered as being a mod-
erate suspected user. The labelling of users in particular categories is shown in
Table 3.

5 Conclusion and Future Work

In this paper, we have proposed a new approach to investigating if a user is
a suspect by analysing the OSNs data. We used Facebook as a case study of
OSNs and Facebook user’ posts, feeds and comments have been the object of the
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study. The approach employs the SEMCON to provide a semantic and contex-
tual data-mining analysis for automatically monitoring users’ activity through
textual analysis. We initially built a domain ontology called criminal ontology.
The prediction of a user as a suspect or not is computed by finding the simi-
larity score between terms extracted from user’ posts, feeds and comments via
SEMCON module and the concepts extracted by the criminal ontology.

From the experiment conducted by analysing the postings published within
a year by 20 users, we identified three categories of users: unsuspected, moderate
suspected and highly suspected users. The categorization of users can assist law
enforcement and intelligence agencies to narrow the investigation, identify and
focus only on suspected users in order to prevent or solve crimes.

In the future we plan to further extend our proposed approach. Terms
obtained from the SEMCON model will be used to build a user ontology. The
user ontology can be used to create a history based user activity profile which
may actually put light on otherwise invisible relations between a particular social
network user and his/her network, and the dependence among a user’s various
activities. It also can be used by the law enforcement personnels for deeper inves-
tigation in order to search for suspicious user activities and filtering them for
temporal and geographical analysis.
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Abstract. Expressing attitudes and opinions towards various entities (i.e.
products, companies, people and events) has become pervasive with the recent
proliferation of social media. Monitoring of what customers think is a key task
for marketing research and opinion surveys, while measuring customers’ pref-
erences or media monitoring have become a fundamental part of corporate
activities. Most experiments on automated sentiment analysis focus on major
languages (English, but also Chinese); minor or morphologically rich languages
are addressed rather sparsely. Moreover, to improve the performance of
machine-learning based classifiers, the models are often complemented with
language-dependent components (i.e. sentiment lexicons). Such combined
approaches provide a high level of accuracy but are limited to a single language
or a single thematic domain.

This paper aims to contribute to this field and introduces an experiment
utilizing a language– and domain– independent model for sentiment analysis.
The model has been previously tested on multiple corpora, providing a trade-off
between generality and the classification performance of the model. In this
paper, we suggest a further extension of the model utilizing the surrounding
context of the classified documents.

Keywords: Sentiment analysis � Cross-domain � Cross-language � Document
surrounding context

1 Introduction

Expressing attitudes and opinions towards various entities such as products, companies,
people and events has become an instant phenomenon with the proliferation of social
media. Nowadays, the monitoring of what customers think is a key task of marketing
research. Opinion surveys, measuring customers’ preferences or media monitoring have
become a fundamental part of corporate activities [1]. Recognizing opinion polarity and
finding out about people’s attitudes has become a challenge, which is addressed by
(automated) sentiment analysis [2]. The literature highlights two main approaches to this
issue [3]. The first approach is based on utilizing a dictionary of words (opinion lexicon)
to recognize the sentiment polarity (lexicon-based approaches [4] ). The second group of
approaches to sentiment analysis is based on (supervised) machine learning [5]. Such
methods usually require labeled training set to build the classifier [6].
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Most experiments on automated sentiment analysis focus on major languages
(English, but also Chinese); minor or morphologically rich languages are rarely
addressed [7]. Moreover, to improve the performance of machine-learning based
classifiers, the models are often complemented with language-dependent components
(i.e. sentiment lexicons). Such combined approaches provide a high level of accuracy
but are also limited to a single language or a single thematic domain.

This paper aims to contribute in this field and introduces an experiment utilizing a
language– and domain– independent model for sentiment analysis. The model has been
previously tested on multiple corpora [8], providing a trade-off between generality and
the classification performance of the model. In this paper, we suggest a further
extension of the model utilizing the surrounding context of the classified documents.

2 The Surrounding Context Correction

From the marketing communications perspective, negative comments are more
important than positive ones. This is not to say that the positive remarks from cus-
tomers are not important—i.e. when spread by word-of-mouth to encourage potential
customers—although these do not usually require any immediate (re-)action from the
company, as is in the case of negative comments. Moreover, customers tend to share a
negative experience which often initiates further activity of other disappointed or
frustrated users, thereby creating a snowball effect. Negative emotions not only
strengthen and prolong discussions but can also influence or even disrupt communi-
cation between community members and/or a company [9]. Therefore discovering a
negative comment or an expression of negative emotions could enable a faster and
more appropriate reaction by the company to a potentially emerging problem.

Common approaches to the sentiment analysis problem usually classify the com-
ments (or documents in general) separately [2]. However, incorporating the sentiment
of surrounding comments could provide additional information to further improve
classification accuracy. When the classifier cannot detect the sentiment of the analyzed
comment with high confidence, it could look around for the prevailing sentiment of
surrounding comments. If there are more surrounding negative comments, this could
indicate that the sentiment of the analyzed comment is also rather negative [10]. The
surrounding context could be either local (i.e. the comments are in the same discussion
or thread) or chronological (i.e. the comments addressing a similar issue appear in the
same time frame but on different locations).

Therefore the model includes a correction to further improve the accuracy of the
analyzed comments. For each classified comment, the classifier computes two values
cneg, cpos 2 [0, 1]; cneg = 1 – cpos which express the confidence that the classified
comment belongs to the given class of sentiment [11]. If the confidence of the classifier
is high (cneg, cpos values are far from 0.5), the correction plays only a marginal to no
role in the classification. However, when the classifier has low confidence in the
sentiment of the analyzed comment (cneg, cpos values are very close to 0.5), the cor-
rection is applied. The extent of the correction applied according to the cneg value is
displayed in Fig. 1.
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If the cneg value is close to the value 0.5 (the level of the classifier’s confidence in
assigning a comment to a positive/negative class is low), then the correction (corr) is
applied to the full extent. However with an increasing distance from cneg = 0.5, the
amount of correction applied declines rapidly. The z parameter influences the extent of
which is the correction applied with the increasing distance from the point where
cneg = 0.5. In the current setting described in Fig. 1, the correction doesn’t play any
important role for cneg 62 (0.4, 0.6). The z parameter has been experimentally set to
z = 500. However, such an approach is only heuristic and the value can be set up
differently according to the classification task.

The correction (corr) can be expressed as in the Eq. (1):

corr ¼ e�z�ðcneg�0;5Þ2 ð1Þ

The correction mechanism has been designed to take into account two various
effects. The first effect (E1) represents the predominant sentiment of related comments
published from the when the topic first appeared. The related comments can be rep-
resented by a discussion in one thread in a discussion group or on a social network, or
by comments published on various sites but still discussing the same topic (identified
i.e. by topic keywords).
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Fig. 1. The extent of the correction applied according to the cneg value
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The second effect (E2) includes the current trend of sentiment polarity. This
exclusively takes into account the sentiment of recently published comments. The
number of comments representing the trend is n – k and can be set up differently
according to the classification task. Again, the comments can be represented either by a
discussion in one thread or by comments addressing the same topic. Both effects are
demonstrated in Fig. 2.

The horizontal axis represents the time sequence of the comments published.
The vertical axis represents the relative share of comments (s) that were assigned to the
negative class by the classifier. Figure 2 illustrates an example where the positive
comments are prevailing at the beginning of the discussion (the share of negative
comments is less than 0.5). Subsequently, the overall mood in the discussion shifts and
many negative comments are made (comments k to n). The task is to classify the n + 1
comment.

First, the classifier evaluates the n + 1 comment regardless of the surrounding
context. If the cneg is far from the 0.5 value (the classifier has high confidence in the
polarity of the analyzed comment), the correction doesn’t apply. However, if the cneg is
close to 0.5, the correction (including effects E1 and E2) is applied to the extent
according to Eq. (1).

The first E1 (prevailing surrounding sentiment) effect is included in the model as
expressed in the Eq. (2):

E1 ¼ sn � 0; 5 ð2Þ

The first E1 effect is the relative share of negative comments (sn) from the beginning of
the discussion until now, minus 0.5. For E1 < 0, the predominant sentiment of analyzed

Fig. 2. An example of both sentiment correction components E1 and E2
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comments is positive (the relative share of negative comments in the discussion is less
than 0.5) and the E1 effect will be reflected in lowering the cneg. For E1 > 0, the
corrected cneg will be higher, since the negative sentiment is prevailing (the relative
share of negative comments sn is more than 0.5).

The second effect compares the relative share of negative comments sn–k in last
n – k cases according to the cumulative share of negative comments for all analyzed
cases sn. The E2 effect is included in the model as expressed in the Eq. (3):

E2 ¼
n�sn�k�sk

n�k

sn
� 1 ð3Þ

For E2 > 0 is the relative share of negative comments sn–k for last n – k cases is
higher than for all analyzed comments sn. Therefore it could be expected that the share
of negative comments will continue to increase in the near future. The effect will
contribute to the increase of cneg for the classified comment. For E2 < 0, the corrected
cneg will be lower since the relative share of negative comments is lower for the last
n – k cases. The E2 effect could even rise beyond value 1 (in case that a recent rise in
negative comments is highly significant). If so, the effect value counts as 1.

The correction mechanism also includes weights for both effects. By default, the
weights were chosen identically for both effects as w1 = w2 = 0.5. The corrected cneg –
ccorneg – can therefore be expressed as in the Eq. (4).

ccorneg ¼ cneg þ corr � ðw1 � E1 þ w2 � E2Þ ð4Þ

3 Results

Several datasets were used to validate the model. The first corpus data were obtained
from the Czech-Slovak Film Database available at http://www.csfd.cz. CSFD is the
largest community-driven online database of reviews and information in the Czech
(Slovak) language related to films, television programs, including cast, production crew
and biographies. CSFD is often considered as a local alternative to the Internet Movie
Database (IMDb). This dataset has been chosen to compare the results on local lan-
guage with studies conducted on similar (i.e. IMDb) corpora. The second dataset was
obtained from mall.cz, the second largest [12] Czech e-shop. Mall.cz offers various
products ranging from electronics and home appliances to sports gear and supplies for
hobbies and pets. This dataset has been chosen to validate how the model deals with
cross-domain sentiment classification [2]. The third dataset was the Large Movie
Review Dataset [13] based on the IMDb data (movie reviews). This dataset has been
chosen not only to compare the results on CSFD corpus, but also to compare the model
performance with other studies (since the corpus is publicly available and often utilized
as a sentiment analysis dataset).

The last dataset contained reader reviews retrieved from Amazon websites in mul-
tiple languages. All reviews related to the 2012 bestselling book, Fifty Shades of Grey by
E.L. James (all versions – hardcover, paperback, kindle or audio version) were obtained.
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The languages included English (amazon.co.uk; 7,255 reviews), German (amazon.de;
4,154 reviews) and French (amazon.fr; 1,258 reviews). The dataset has been chosen to
test how the model deals with cross-language sentiment classification [2].

3.1 Czech-Slovak Film Database Results

The training set contained 3,000 positive (4 - and 5-star reviews) and 3,000 negative
comments (0-, 1- and 2-star reviews). Then the trained model was validated on a
randomly selected set of 120,000 comments (20,000 from each star-rating). The results
of the classification (without the correction applied) are summarized in Table 1.

The classification accuracy without the correction mechanism applied (computed
on 0-, 1-, 2-, 4-, and 5-star comments since 3-star comments were considered as neutral
and therefore without any sentiment) reached 82.53 %. Subsequently, the correction
including the surrounding context has been applied. The context to the CSDF data was
considered as the previously published comments to the same movie. There was more
than one comment about 12,000 movies in the test dataset. The highest number of
comments about one single movie was 175. The dataset contained various movies,
from The Shawshank Redemption (2nd most popular movie on CSFD) to Playgirls
(considered as the 14th worst movie of all time). The classification results with the
suggested correction applied are summarized in Table 2.

Table 1. Classification results on CSFD validation set

Star rating Predicted negative Predicted positive

0 89.57 % 10.44 %
1 86.17 % 13.83 %
2 74.60 % 25.40 %
3 46.44 % 53.56 %
4 21.98 % 78.03 %
5 15.73 % 84.28 %

Table 2. Classification results on CSFD validation set (correction applied)

Star rating Predicted negative Predicted positive

0 91.58 % 8.42 %
1 87.87 % 12.14 %
2 76.22 % 23.78 %
3 47.31 % 52.69 %
4 21.87 % 78.14 %
5 15.11 % 84.89 %
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The classification accuracy with the correction mechanism applied (computed on
0-, 1-, 2-, 4-, and 5-star comments since 3-star comments were considered as neutral
and therefore without any sentiment) reached 83.74 %. Therefore the correction applied
improves the classification accuracy by 1.21 %.

3.2 Large Movie Review Dataset (IMDb) Results

The IMDb allows users to review the movies on a scale ranging from 1- to 10-stars.
The training set from [13] contained 12,500 positive (7- to 10-star reviews) and 12,500
negative comments (1- to 4-star reviews). The validation set contained the same
amount of comments – 12,500 positive and 12,500 negative reviews. The results of the
classification (without the correction applied) are summarized in Table 3.

The classification accuracy without the correction mechanism applied (computed
on 1-to 4- and 7- to 10-star comments) reached 86.44 %. Subsequently, the correction
including the surrounding context has been applied. Similarly to the CSFD data, the
comments to the same movie were considered as a context to apply the correction. The
classification results with the suggested correction applied are summarized in Table 4.

Table 3. Classification results on IMDb validation set

Star rating Predicted negative Predicted positive

1 92.49 % 7.51 %
2 88.79 % 11.21 %
3 82.88 % 17.12 %
4 74.80 % 25.20 %
5 23.54 % 76.46 %
6 13.96 % 86.04 %
7 11.31 % 88.69 %
8 8.98 % 91.02 %
9 92.49 % 7.51 %
10 88.79 % 11.21 %

Table 4. Classification results on IMDb validation set (correction applied)

Star rating Predicted negative Predicted positive

1 93.65 % 6.35 %
2 90.83 % 9.17 %
3 84.65 % 15.35 %
4 77.00 % 23.00 %
5 21.20 % 78.80 %
6 12.32 % 87.68 %
7 9.26 % 90.74 %
8 8.04 % 91.96 %
9 93.65 % 6.35 %
10 90.83 % 9.17 %
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The classification accuracy with the correction mechanism applied reached
87.88 %. Therefore, the correction applied improves the classification accuracy by
1.44 %. Studies conducted on the same dataset reached similar performance (i.e.
88.33 % in [13]). However the model suggested in our experiment does not utilize any
language- or domain-dependent components (i.e. sentiment vocabularies or ontologies)
and therefore could be used to address cross-language or cross-domain sentiment
classification.

3.3 Mall.Cz Results

The mall.cz dataset has been analyzed to validate the model on data from multiple
domains (product reviews from various product categories). The training set contained
3,000 positive (4- and 5-star reviews) and 3,000 negative comments (1- and 2-star
reviews). Then the trained model was validated on a randomly selected set of 100,000
comments (20,000 from each star-rating). The results of the classification (without the
correction applied) are summarized in Table 5.

The classification accuracy without the correction mechanism applied (computed
on 1, 2-, 4- and 5-star comments) reached 76.71 %. Subsequently, the correction
including the surrounding context has been applied. As a context, reviews previously
commenting on the same product were considered. The classification results with the
suggested correction applied are summarized in Table 6.

The classification accuracy with the correction mechanism applied reached
78.95 %. Therefore, the correction applied improves the classification accuracy by
2.24 %. The performance of the model on mall.cz dataset did not reach such values as

Table 5. Classification results on mall.cz validation set

Star rating Predicted negative Predicted positive

1 81.38 % 18.62 %
2 73.67 % 26.33 %
3 57.09 % 42.91 %
4 32.58 % 67.42 %
5 20.50 % 79.50 %

Table 6. Classification results on mall.cz validation set (correction applied)

Star rating Predicted negative Predicted positive

1 82.89 % 17.11 %
2 75.51 % 24.49 %
3 50.81 % 49.19 %
4 27.42 % 72.58 %
5 17.04 % 82.96 %
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in the previous cases. However, the model still performed on a satisfactory level
considering that the data came from multiple domains, Czech is a morphologically rich
language and the model does not utilize any language-dependent component to
improve the classification.

3.4 Amazon Results

For the experiment on Amazon data, 100 positive (4- and 5-star reviews) and 100
negative (1- and 2-star reviews) comments from each language were used to train the
model. Even though the amount of data obtained from the Amazon websites was much
higher, there were only a limited number of French negative comments collected. This
was also the reason why a separate training and validation set could not be used. In this
case, the model utilized the 10-cross fold validation. All three languages were merged
together into one and treated as one single dataset. The aim of this experiment was to
discover how the model deals with cross-language sentiment classification. The results
of the classification (without the correction applied) are summarized in Table 7.

The classification accuracy without the correction mechanism applied (computed
on 1, 2-, 4- and 5-star comments) reached 87.58 %. Subsequently, the correction
including the surrounding context has been applied. The classification results with the
suggested correction applied are summarized in Table 8.

The classification accuracy with the correction mechanism applied reached
88.08 %. Therefore the correction applied improves the classification accuracy by
0.50 %. Even though the model does not utilize any language-dependent components,

Table 7. Classification results on Amazon multilingual set

Star rating Predicted negative Predicted positive

1 89.00 % 11.00 %
2 88.00 % 12.00 %
3 57.33 % 42.67 %
4 19.00 % 81.00 %
5 7.67 % 92.33 %

Table 8. Classification results on Amazon multilingual set (correction applied)

Star rating Predicted negative Predicted positive

1 90.33 % 9.67 %
2 89.67 % 10.33 %
3 59.00 % 41.00 %
4 19.67 % 80.33 %
5 8.00 % 92.00 %
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it performs very well on multilingual data. Moreover, the correction we suggest was
able to further improve the classification accuracy of the model.

4 Discussion and Conclusion

The results indicate that the performance of the sentiment classification model could be
improved even without utilizing language-dependent components. The paper suggests
a correction based on incorporating the surrounding context of the analyzed document.
This context is either local (i.e. the comments are in the same discussion or thread) or
chronological (i.e. the comments addressing a similar issue appear in the same time
frame but on different locations). The extended model has been tested on several
corpora to reveal how the suggested approach deals with the usual sentiment analysis
problems (i.e. cross-domain, cross-language sentiment analysis or sentiment analysis
on morphologically rich or minor languages). The results of the experiments are
encouraging and summarized in Table 9.

The results suggest that the model performs well on multiple languages even
though it does not utilize any language-dependent component (for a further description
of the model please see [8]). It performs well on major languages (English, German or
French) as well as on a morphologically rich language (Czech). The performance of the
model could be easily improved by including the surrounding context of the analyzed

Table 9. Results summary

Corpus Corpus characteristics Model performance

Mall.cz Czech (morphologically rich)
language, multiple thematic domains
(product reviews in various
categories).

76.71 % correctly classified cases
without the correction applied. With
the knowledge of the surrounding
context, the model reached 78.95 %.
2.24 % overall improvement

CSFD Czech (morphologically rich)
language. One thematic domain
(movie reviews)

82.53 % correctly classified cases
without the correction applied. With
the knowledge of the surrounding
context, the model reached 83.74 %.
1.21 % overall improvement.

IMDb English language. One thematic
domain (movie reviews).

86.44 % correctly classified cases
without the correction applied. With
the knowledge of the surrounding
context, the model reached 88.33 %.
1.44 % overall improvement.

Amazon Multiple (English, German, French)
languages. One thematic domain
(book reviews).

87.58 % correctly classified cases
without the correction applied. With
the knowledge of the surrounding
context, the model reached 88.08 %.
0.55 % overall improvement.
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document. The model also achieves comparable results with studies conducted on
similar datasets [13].

It may represent an opportunity for a subsequent research inquiry to address the
limitation of the effect of the previously reached performance and on the nature of the
analyzed data on the magnitude of correction outcomes. The higher the previously
reached performance, the lesser the correction contributes to further classification
improvement.
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Abstract. Hashtags increase the reachability of a tweet to manifolds
and consequently, has the potential to create a wider market for brands.
The frequent use of a hashtag features it in the Twitter trending list. In
this study we want to understand what contributes to the popularity of a
hashtag. Further, hashtags generally come in groups in a tweet. In fact, an
investigation on a real world dataset of Great Eastern Japan Earthquake
reveals that 50 % of hashtags appear in a tweet with at least another
hashtag. How this co-occurrence of hashtags affects its popularity is also
not addressed heretofore, which is the focus herein. Results indicate that
if a hashtag appears with one or more other similar hashtags, popularity
of the hashtag increases. In contrast, if a hashtag appears with dissimilar
hashtags, popularity of the focal hashtag decreases. The results reverse
when dissimilar hashtags come along with a URL.

Keywords: Twitter · Hashtag · Hashtag co-occurrence · Metacognitive
experience

1 Introduction

In August 2007, Chris Messina tweeted on his Twitter account “how do you feel
about using # (pound) for groups? As in #barcamp [msg]?” It was claimed as the
first ever hashtag [19] on Twitter and since then this became a unique strategy for
categorizing messages which can properly lead individuals to conversations and
discussions pertaining to a specific topic [7,15]. Social media is fast paced and no
one has the time all day long to sift through his timeline to read everything being
posted. That is where hashtags are significant. It can generate immediate, live,
and interactive reactions and responses to specific topics. People use hashtags
while watching their favorite TV program, listening to a debate on the radio,
promoting a product, or running a campaign. It has been shown that when
individuals used a hashtag within their tweet, engagement can increase as much
as 100 % and for brands it could get an increase of 50 % [6]. This is because
c© Springer International Publishing Switzerland 2015
G. Meiselwitz (Ed.): SCSM 2015, LNCS 9182, pp. 169–182, 2015.
DOI: 10.1007/978-3-319-20367-6 18
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a hashtag immediately expands the reach of the tweet beyond followers of the
tweet author and hence is reachable to anyone interested in that hashtag phrase
or keyword.

During the 2012 presidential election, both Obama and Romney used hashtags
to campaign through social media. The craze for hashtags is so high that people
are willing to pay even $3,000 to rent a “social media wedding concierge” [8].

From the preceding discussion, it is transparent that the importance of hash-
tags is enormous, which motivates us to investigate the characteristics of these
hashtags. The abundance of information to which we are exposed through online
social networks exceeds the amount of information we can consume. Hence, the
hashtags compete with each other to attain our limited attention. Users can
remember a bounded number of different hashtags at a time, which suggests
that one hashtag is remembered by the users at the expense of others [23].
How many users will adopt a hashtag determines its popularity. This adop-
tion solely depends on how people find it meaningful and attractive which is
concluded from their metacognitive experience. Metacognitive experiences are
those experiences that are related to the current, on-going cognitive endeavor
while metacognition refers to a level of thinking that involves active control over
the process of thinking that is used in learning situations [12,13]. The detailed
discussion of metacognition can be found in the literature review section.

On inspecting tweets containing hashtags, one can notice that hashtags usu-
ally come in groups, i.e., a single tweet contains more than one hashtag.
A preliminary analysis on our data set reveals that tweets containing multi-
ple hashtags get diffused more compared to tweets having a single hashtag. Here
the decisive question arises whether the characteristics of the hashtags appeared
together are random or it carries certain pattern, which is the focus of this
study. The popularity of one hashtag might boost the popularity of others when
they appear together. For instance, say hashtag h becomes trendy on Twitter.
Now, users start using h with h1 which increases the discoverability of h1 also.
In such circumstances, we believe that there can be three main possibilities: a)
popularity of h takes off further, b) hashtag h1 becomes more popular, and c)
hashtag h1 replaces hashtag h. To understand this phenomenon, it is necessary
to investigate the change of popularity of a hashtag h when co-appeared with
other hashtags h1, h2, etc. We investigate the popularity of a hashtag measured
by the number of distinct users who have adopted / used it and model the popu-
larity using regression technique considering both network variables and content
variables of hashtag.

We postulate that when a hashtag appears with multiple hashtags, it increases
the popularity of the focal hashtag. Next, we investigate the nature of these
co-appearing hashtags in terms of similarity. Dissimilar hashtags increase the
metacognitive difficulty of the users [11], but when used with URLs it adds
more information and brings surprisingness to the tweet, which in turn increases
the popularity of hashtags. Earlier studies [9] have shown that when hashtags
appeared with a URL in a tweet, retweetability of that tweet escalates which
is in line with our hypothesis. We examine this phenomenon using the Great
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Eastern Japan earthquake data set and also check whether the external event
(e.g., earthquake) has any impact on this process.

Our investigation on hashtag popularity supports both the hypotheses. Fur-
ther, it has been shown that only hashtag content can predict the popularity of
hashtags and network variables turned out insignificant in popularity prediction,
which is in agreement with [21]. Running the model in three different windows
we found that direction of the impact of the independent variables on popularity
are same, though the strength of impacts (coefficients) was larger at the time of
the event which reduced again back to normal after the event.

Moreover, we have investigated these properties at a granular level. We model
hashtag retweetability at the dyad (user-retweeter pair) level. This model will
allow us to understand the user level attributes that play role in popularity.

2 Literature Review

What does motivate people to share information? Sharing information with
friends is considered to be a communal act in online social network sites. People
share YouTube videos, Facebook posts, or tweets on Twitter. While a mas-
sive amount of information gets generated online, only a handful of them get
noticed and shared. This leads to the straightforward question what makes a
piece of content more share-worthy than others. Researches have been carried
in the viral-marketing area to unfold the characteristics of the content that goes
viral [1–3]. However, the main query lies in why people share information in the
first place and what type of content gets shared. Consumers might share some
content online for several reasons, e.g., altruistic reasons (e.g., to help others) or
for self-enhancement purposes (e.g., to appear knowledgeable, see [25]).

Human reasoning is accompanied by metacognitive experiences. The assump-
tions about what makes it easy or difficult to think of certain things or to process
new information contribute to what exactly people conclude from their metacog-
nitive experiences. Researches showed evidence that people are more likely to
advocate a statement as true when the color in which it is printed makes it easy
to read (e.g., [12,13]). [14] describes that accessibility and processing fluency
both pertain to the ease of recalling and processing new information. Moreover,
repeated exposures lead to the subjective feeling of perceptual fluency, which in
turn influences liking [13]. On the other hand, [11] experimentally showed that
metacognitive difficulty increases the attractiveness of a product by making it
appear unique or uncommon.

In this work we want to investigate why some hashtags go more viral than
others? A hashtag is a word or phrase preceded by a hash sign (#), used on
Twitter to identify messages on a specific topic. This works as a user-defined
index term to link several topics or events together. [26] examined the dual
effect of hashtags on Twitter: a) a symbol of a community membership and b)
a bookmark. In this paper they investigated which of the two reasons strive
people to adopt a hashtag. The prediction using SVM technique incorporates
social network variables like indegree, outdegree of nodes (number of people
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retweeted the hashtag), relevance, popularity of the hashtags, length (number
of characters), age of the hashtag. The dataset used in this study was Twitter
data on politics.

Popularity of the hashtag determines how many users will adopt a partic-
ular hashtag. Using a 25 week Twitter data, [21] reported hashtag frequency
prediction on a weekly basis using regression technique. Features used in the
regression model were extracted from the hashtag itself (e.g., number of char-
acters in the hashtag) and their experiment shows that hashtag popularity can
be predicted using only the content features of the hashtags instead of using the
costly graphical features extracted from tweets. However, [10] claimed that con-
textual features are more effective than content features which can be explained
by the fact that community graph plays an important role in information diffu-
sion. Clarity of hashtag, number of words in a hashtag, user count, tweet count,
etc. were used to predict the popularity. However, on Twitter a large number of
hashtags are generated every day and people cannot remember all of them. Using
an agent-based simulation model, [23] claimed that the users can remember a
bounded number of different memes at a time, which suggests that one meme is
remembered by the users at the expense of others. The proposed retweet model
assumes the finite memory of the users where memes are registered and by the
friend and follower links, some other users can read the meme posted. However,
a careful investigation of the usage of hashtags needs to be done. On inspecting
tweets containing hashtags, one can notice that hashtags usually come in groups,
i.e., a single tweet contains more than one hashtag. A preliminary analysis reveals
that tweets containing multiple hashtags get diffused more than tweets having
a single hashtag. It will be interesting to investigate “Are these characteristics
of the hashtags appeared together random or does it carry certain patterns?”
Moreover, in the time of emergency, the adoption of hashtags might change.
Using a 2011 Japan earthquake data, this chapter investigates how a hashtag
becomes popular.

3 Dataset Description

In this study, we have used data set from the 2011 Japan earthquake. We used
a Twitter dataset collected during the earthquake in 2011 described thoroughly
in [20]. Dataset collection procedure has been discussed briefly here:

– First, a set of tweets has been collected from Twitter streaming API for tweets
during the event.

– Next, for all these tweets the user details has been crawled using the same
API along with the follower IDS.

– For all these users the tweets are collected for 20 days of time period.

The dataset covers a period of 20 days (from 5th March, 2011 to 24th March,
2011), and consists of 362,435,649 tweets posted by 2,711,473 users in Japan.
This dataset is remarkable by its completeness: 80 % to 90 % of all published
tweets by these users were present in this dataset. It should be noted that the
dataset consists of tweets of Japanese Twitter users. Hence, major proportion of
tweets (98 %)in the data set is written in Japanese.
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4 Solution Details

4.1 Building Research Hypotheses

Synonymous hashtags when appeared together, it will increase the visibility of
the tweet contrary to dissimilar hashtags. Dissimilar hashtags will increase the
metacognitive difficulty of the users [11], but when used with URLs it would
add more information, bring surprisingness to the tweet, and could increase the
popularity of hashtags. Thus, we postulate two hypotheses:

Hypothesis 1. Hashtag popularity increases when it appears with other hash-
tags.

Hypothesis 2. When co-appearing hashtags are dissimilar, presence of URLs
increases hashtag popularity.

We have investigated what happens when the hashtags co-appear. First, we
examine whether the co-occurrence of hashtags plays any role in hashtag pop-
ularity and then we calculate the distance among the co-appearing hashtags
to test whether the distance among the tags has any impact on its popularity.
Additionally, we have also considered the interaction effect of the URL and the
distance among the co-appearing hashtags. We have modeled hashtag popularity
using the content variables of hashtags and the user specific variables. We have
presented two models, one with only the hashtag specific variables, and another
model with the hashtag specific and dyad specific variables.

4.2 Factors Considered for Hashtag Popularity

To investigate the factors impacting popularity hashtag specific, dyad specific,
and control variables are considered as follows:

Hashtag Specific Variables

Length of Hashtag: The hashtag has been extracted from the tweet content by
searching words that start with “#”. For all hashtags we counted the number of
characters in that hashtag. Very long hashtags are not economical in the Twitter
perspective as tweets are limited to only 140 characters. On the other hand, very
small hashtags (e.g., abbreviated hashtags containing only 2 or three letters) do
not contain sufficient information to understand.

Number of Words: Clarity of the hashtag is important for its adoption. Hash-
tags, which contain multiple words are easy in order to follow the context from
the hashtag itself. However, finding the word segments from a hashtag in the
Twitter context is not straightforward as Twitter users use Twitter specific lin-
gual. For the same reason, we counted the number of words in the hashtag by
separating the capital letters or other special separator characters (e.g., under-
score ( ), plus (+) etc.).
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Contains Capital Letters: This is a boolean variable computing the presence
of capital letters in the hashtag. The value of the variable = 1 if the hashtag
contains capital letters and 0 otherwise.

Contains Digits: This is a boolean variable denoting the presence of digits in
the hashtag. The value of the variable = 1 if the hashtag contains digits and 0
otherwise.

Contains Other Separators: This is a boolean variable computing the pres-
ence of other separators in the hashtag, e.g., underscore ( ), plus (+). The value
of the variable = 1 if the hashtag contains other separators and 0 otherwise.

Appeared with Other Hashtag: This determines whether a hashtag appeared
with other hashtags or not. If the hashtag appears with other hashtags then the
value of the variable is the number of hashtags it appeared with and 0 otherwise.
This is a time series variable indicating that the value of the variable determines
in a particular time unit, whether the hashtag appeared with others or not.

Distance: For the co-appearing hashtags we compute the distance between the
hashtag pairs. If more than two hashtags appear with the focal hashtag then the
average distance of the hashtag pairs are considered. For each pair of hashtags
we have calculated the Levenshtein distance [24] among them.

Inclusion of URLs: Earlier studies [18] have shown that inclusion of URLs in
the tweet increases a tweet’s retweetability. Our previous study also supports
this finding (as described in the previous chapter, Chap. 3). Moreover, we also
observed that the presence of both hashtags and URLs in the tweet increases its
popularity. Therefore, we compute this variable as a boolean variable denoting
the presence of URLs in the tweet. URL = 1 if the tweet contains a URL, 0
otherwise. If a hashtag appears in more than one tweet, we compute the average
number of times the focal hashtag appeared with URLs. We place URL = 1 if
the average number of tweets > 0, 0 otherwise.

DistanceXURL: To examine the moderating effect of the URL on distance
of co-appearing hashtags we compute the interaction variable of distance and
boolean URL.

DistanceXURL = distance × URL

Frequency of Hashtag: For each hashtag h we calculate the frequency of
hashtag as the number of times h has been retweeted per minute.

Age of Hashtag: For each hashtag h we compute the age of the hashtag since
it has been used by some user. Unit of time used here is an hour.

Dyad Specific Variables

Frequency of Dyad: For each hashtag h we calculate the frequency of hashtag
at the dyad level. Hence, dyad frequency (per minute) is computed as the number
of times user uretweeter retweets a tweet by uauthor, that contains hashtag h.
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PageRank of Author and Retweeter: Each user on Twitter has a number
of followers and followees which can be thought of as incoming and outgoing
links from a web page. Similar to web pages, we can also compute the PageRank
of a user to enumerate his popularity. However, in our case we formulated the
retweet network of the users where direction indicates the reverse direction of
information flow from (retweeter → author). Instead of using the PageRank com-
puted on the follower-followee network, we computed the PageRank based on the
retweet network. In this case, unlike otherwise, computed PageRank determines
the activeness and actual influence of the users.

For both author and retweeter of the tweet, we compute the PageRank
(PageRankauthor and PageRankretweeter).

Betweenness Centrality of Author and Retweeter: Betweenness centrality
is a measure of a node’s centrality in a network. It is equal to the number of
shortest paths from all vertices to all others that pass through that node. We
have measured the betweenness centrality of the users on the retweet network.

For both author and retweeter of the tweet, we compute the betweenness
centrality (betweennessauthor and betweennessretweeter).

Relationship between Dyad (Author and Retweeter): On Twitter, a
tweet can be retweeted by author’s followers or friends. However, if a tweet
becomes popular, this can be retweeted by retweeters even if they do not have
any relationship with the author of the tweet.

Control Variables
Below are two control variables used in the model:

Day of Week: Day of the week [22] might have an impact on the popular-
ity of the hashtag. [22] finds that day of the week controls traffic on Twitter,
while Monday to Thursday the tweet volume increases, Friday it slows down. On
Mondays users usually use Monday specific hashtags more frequently (#Mon-
day, #mondayfever). On the other hand, on Saturdays and Sundays people write
more fun-filled hashtags like #supersunday, #saturdaysale.

Time of the Day: Twitter gets the most traffic during 9am-3pm from Monday
to Thursday [22]. We also include this as a control variable in the popularity
model (Table 1).

Model Specifications. In this model the dependent variable is the retweet
count of tweets containing a specific hashtag for a specific dyad (retweeter →
author pair).

RetweetCounti,j,t = α +
∑

i H(i, t) +
∑

j D(j, t) +
∑

k C(k, t) + ε
H(i, t),D(j, t), C(k, t) refer to the vector of hashtag specific variables, dyad

specific variables, control variables respectively.
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Table 1. Variables affecting hashtag popularity

Variable Meaning

Dependent variable numDistinctUsers number of distinct users who adopted/used
the hashtag

Network variables PageRank average PageRank of the users using the
hashtag in retweet network

betweenness average betweenness centrality of the users
using the hashtag in retweet network

Content variables hasCaps value = 1 if the hashtag contains capital
letters, = 0, otherwise

hasDigits value = 1 if the hashtag contains digits, =
0, otherwise

hasOther value = 1 if the hashtag contains other
separators, = 0, otherwise

numWords number of words in the hashtag

length length of the hashtag

appearedWithOthers number of hashtags #h appeared with

distance(h,H) average distance of #h with all hashtags in
H

isURL boolean variable indicating if the tweet
contains URLs

Control variables timeOfDay 24 hours have been divided into 5
time-windows, morning(7am-10am),
noon (11am-3pm), afternoon (4pm-7pm),
evening (8pm-11pm), night (12am -6am)

dayOfWeek day of the week is coded as dummy variable

tagAge time since the tweet is composed (in hour)

tagFreq frequency of the hashtag per unit time
(minute)

Dyad specific variables dyadFreq dyad (retweeter → author) frequency per
unit time (measured in minute)

relationship boolean variable denoting follower-followee
relationship, value = 1 if relationship
exists and 0 otherwise

H(i, t) = [hasDigits, hasCaps, numWords]′i
+ [distance, appearedWithOthers, isURL, distanceXisURL]′i,t

D(j, t) = [Pagerankauthor, betweennessauthor, Pagerankretweeter,

betweennessretweeter]
′
j,t + [relationship]j

C(k, t) = [dayOfWeek, timeOfDay, age]
′
k,t
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Table 2. Hashtag popularity model at the dyad level

Variable Pre-event During-event Post-event

dyadFreq 0.001*** 0.002*** 0.005***

length -0.004*** -0.004*** -0.004***

numWords -0.006*** 0.002 0.017***

length2 0.001*** 0.001*** 0.001***

numWords2 0.001** 0.000 -0.005***

tweetCount 0.009*** 0.046*** 0.016***

hasCaps 0.013*** 0.010*** 0.029***

hasDigits -0.028*** -0.027*** -0.039***

hasOther 0.005*** 0.024*** 0.029***

appearedWithOthers 0.008*** 0.003*** 0.001***

tagAge -7.7E-05*** -7E-05*** -5.3E-05***

tagFreq 3.63E-05*** 1.07E-05*** 9.83E-06***

distance -0.001*** -0.004*** -0.002***

isURL 0.085*** 0.093*** 0.104***

distancesXisURL 0.004*** 0.012*** 0.006***

PageRankauthor 0.037 0.214 -0.672

betweennessauthor 0.001E-10*** 0.001E-10*** -3.01E-10***

PageRankretweeter 0.317 -2.173*** -1736.72***

betweennessretweeter 0.001E-09*** 0.001E-09*** -1.21E-09***

relationship 0.772*** 0.868*** 0.911***

***p < 0.01, **p < 0.05, *p < 0.1

5 Data Analysis and Findings

The Great Eastern Japan earthquake dataset has been used to examine this
phenomena. The dataset consists of 1.3 million observations with 521028 hash-
tags from 0.1 million users. The model investigates the effect of URLs in hashtag
popularity at two levels - first at the hashtag level and second at the dyad (user-
retweeter pair) level.

5.1 Data Preparation

Using the Twitter dataset, we found the hashtags from each tweet by simply
searching words that start with “#”. From the primary tweet dataset we pre-
pared a dataset where each row contains the timestamp of the tweet, the list of
hashtags in the tweet, author of the tweet, boolean variable indicating whether
the tweet contains URLs. Our tweet dataset (5th-24th March) has been divided
into three time windows, pre-earthquake (5th −10th March), during-earthquake
(11th − 16th March), and post-earthquake (17th − 24th March).
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5.2 Data Analysis

We formed the retweet network from the tweets in our database, where the
nodes represent the users and directed links represent the reverse of direction
(retweeter → user) of information flow. Network variables such as PageRank,
betweenness centrality are measured using the retweet network.

Besides network variables, hashtag contents have been analyzed. Since tweets
are limited to 140 characters, each character in the tweet is very costly. There-
fore, very long hashtags are not preferable. Moreover, long and complex hashtag
increases the cognitive load and are not easy to understand [16,17]. For the
same reason, the hashtag is analyzed and the number of words in the hashtag is
counted. The intuition behind this is that number of words in a hashtag increases
its clarity and the hashtag itself carries more contextual information about the
tweet itself. If the words are separated by special characters or by capital letters
it is easy to determine the words in the hashtag.

There tends to be more than one hashtag in a tweet. A preliminary analy-
sis has shown that if a hashtag appears with others, popularity of the focal
hashtag increases. Moreover, we included the distance among the co-appearing
hashtags to examine the effect of distance on its popularity. Previous studies
have experimented that inclusion of URLs and hashtags increase the chance of
retweetability [4]. In this study, we have included the boolean variable for URL
to examine its effect on similarity/dissimilarity of hashtags.

Next, we examine whether there is an effect of an event on popularity and
Japan earthquake data is used for that reason. The effects of the variables are
investigated in all the three time periods (pre-, during- and post-event time-
windows) independently.

5.3 Findings and Discussion

To understand the effect of hashtag popularity at user level, we modeled retweet-
ability of a hashtag for dyads, where each dyad consists of the user who tweeted
and the one who is retweeted. The model is run with the hashtag and dyad
specific variables along with the control variables as listed earlier. Retweet count
(per hashtag per dyad) is considered as the dependent variable. We have divided
the dataset into three different time-windows and regression technique has been
used in all cases. Results for the three time-windows have been shown in Table 2.
The findings show that dyad specific and hashtag specific variables considered
in the model have significant impacts on retweet count. The dyad frequency
have significant positive impact on retweet count per unit time, which suggests
that the users retweet hashtags from Twitter users they usually retweet from.
Moreover, in the Twitter world if the user and retweeter has follower-followee
relationship, then retweet count of a hashtag increases opposed to retweet prac-
tices from non-follower/friend relationship.

It is also clear from our dataset that length does not have a significant impact
on popularity, however, the number of words in a hashtag has inverse u-shaped
impact. While the number of words has a positive impact on popularity, too many
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Fig. 1. Interaction plot on distance and URLs in pre-, during-, and post-event window
(dyad Level)

words in a hashtag have a negative impact. Intuitively, this is comprehensible as
the number of words increases the clarity of hashtag at first, but as the number of
words grows in abundant the hashtag becomes complex. Further, the presence
of digits or capital letters in the hashtag has negative impact on popularity,
but popular hashtags mostly contain other separators to segregate the words in
hashtag phrases.

On the other hand, while hashtag frequency (for a specific dyad) has a posi-
tive impact, which suggests that user retweets tweet containing specific hashtags
many times. Above all, we have examined the interaction effect of hashtag dis-
similarity with presence of URLs and we receive similar impact as seen in model
1 at hashtag level.

Figure 1a plots the interaction effect of URLs on distance in the pre-event
time-window at the dyad level.

It shows that when there is a URL in a tweet (along with a hashtag), the
retweet count of that hashtag by a specific dyad is more compared to when
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there is no URLs in the tweet. In this case, when the distance among the co-
appearing hashtags is higher, introduction of a URL results in higher retweet
count, compared to when a URL appears with similar hashtags.

To determine if the patterns characterizing the significant interactions con-
form to the directions as proposed in the research hypotheses, we have plotted
the interaction effects (Fig. 1a, b, and c) for all three time-windows. This pro-
cedure was introduced by [5] for all interaction cases. Figure 1a, b, and c show
the disordinal (or crossover) interaction of URLs on the relationships of hash-
tag similarity with hashtag popularity. Figure 1b and Fig. 1c plot the interaction
effect of URLs on similarity with retweetability of a hashtag at dyad level in
the during-event and post-event windows respectively. Similar to hashtag level
analysis, one can note that the retweet count at dyad level has similar result as in
Fig. 1a. The appearance of URLs when the hashtags are similar has significantly
less impact compared to when the hashtags are dissimilar.

Overall, we can see that the presence of URLs with similarity (or dissimilar-
ity) of hashtags has significant impact at dyad level, which suggests that choice
of hashtag is driven by individual metacognitive experiences.

6 Conclusion

Hashtag in a tweet starts with a # symbol and is used before a relevant key-
word or phrase in a tweet, which facilitates to categorize the tweets into dif-
ferent topics. Consequently, it becomes convenient to search them in a Twitter
search. However, in practice hashtags mostly come in groups, i.e., one can find
more than one hashtag in a tweet. Are these co-appearing hashtags random or
do they carry certain patterns? In this study, we have investigated the charac-
teristics of the co-appearing hashtags. Findings show that the popularity of a
hashtag increases when a hashtag appears with other hashtags. Moreover, the
similarity / dissimilarity of the hashtags plays crucial role in hashtag popularity.
Results indicate that when similar hashtags appear together the hashtag pop-
ularity increases as opposed to dissimilar hashtags. To our surprise when the
dissimilar hashtags appear with a URL, then the effect is reversed. This phe-
nomenon can be explained by the fact that when dissimilar items co-appear it
increases the meta-cognitive load and introduces confusion, but with the provi-
sion of extra information (e.g., URL), this becomes surprising and interesting
to users resulting adoption of those hashtags together. These findings can help
to diffuse new hashtags by coupling with similar popular hashtags or adding
the pinch of surprise with dissimilar hashtags and a URL. It also can help the
practitioners implement efficient policy making for product advertisement with
brand hashtags.

In this study we have analyzed how these effects change due to an event
and observed that due to event the trend of the effect was the same. However,
to generalize the effect of the event on this phenomenon, it will be interesting
to investigate on a separate data set. We plan to investigate this in our future
research.
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Abstract. A paper-based survey was conducted with 560 students of a high
school in the eastern part of the Netherlands to determine the factors influencing
their personal information disclosure behavior on Facebook. Results of the path
analysis reveal that habits and perceived control strongly predict information
disclosure of research respondents. Furthermore, information-related benefits
also contribute to disclosure among adolescent Dutch Facebook users. Moreover,
perceived control positively influences respondents’ trust (in Facebook and in
their network members).

Keywords: Personal information disclosure · Habit · Perceived control · Trust

1 Introduction

Reports from the Office for National Statistics (ONS) in the UK and from the Eurostat
indicated that the Netherlands, alongside the United Kingdom and Sweden, topped the
list of countries with the highest proportion of social network users in Europe [46]. It
has also reported that 65 % of the Dutch population are using either Facebook or Twitter,
or even both. The Dutch Centraal Bureau voor de Statistiek [7] reported that in 2012,
over 80 % of people between the ages of 12 and 18 were active users of either Facebook
or Twitter or both. Since adolescents are significantly present in online social networking
(OSN) sites, the quantity of personal information they share on those sites can also be
enormous, as they, according to Christofides, Muise, and Desmarais [10], tend to share
more information than adult OSN site users.

Active participation in OSN sites, through identity creation and management and
social conversation engagement, according to a number of researchers [9, 31], requires
users to constantly share various types of information such as photos, updates of their
activities, and their thoughts on issues and things. In Beldad, De Jong, and Steehouder’s
[3] framework for personal information-related behaviors on the Internet, it is proposed
that people’s willingness to share personal information is predicated on several factors
such as trust, benefits, habits, and context relevance.

Previous studies into information disclosure on Facebook have indicated that
the benefits that can be derived from information sharing (e.g. self-presentation,
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maintenance of social ties) [23] can increase disclosure, while perceived risks can
result in people’s disinclination to share information [12]. What remains unknown,
however, is the exact nature of the relationship between factors such as habits and
perceived control and the disclosure of various types of personal information on
OSN sites. Furthermore, while researchers [9, 23] have investigated the determi‐
nants of information disclosure among young adults, there is still less attention to
the mechanisms behind information sharing among adolescent users of an OSN
site. These are the two gaps that the study aimed at addressing.

2 Determinants of Information Disclosure on Facebook

2.1 Benefits

People’s decision to join online social networking (OSN) sites, such as Facebook and
Flickr, is often predicated on several considerations such as communication and relation‐
ship maintenance [17, 23, 25, 34], relationship building [23], and personal information
publication [25, 42]. Additionally, OSN sites also enable users to actively participate in
civil and political activities [41]. In this study, the benefits of disclosing personal informa‐
tion on OSN sites are categorized into two, namely, information-related (e.g. transmission
of information about one’s daily activities and thoughts on things) and impression manage‐
ment-related (e.g. posting information to shape other people’s view of the person posting).

Previous studies have shown that these benefits lower OSN site users’ resistance to
the idea of sharing complete and correct personal information [6, 23], since information
withholding and fabrication reduce users’ ability to engage in online self-presentation
and communication with multiple individuals [10]. This prompts the first set of research
hypotheses.

H1 : The perceived (a) information-related and (b) impression management-related
benefits of disclosing personal information on Facebook positively influence personal
information disclosure among adolescent Dutch users.

2.2 Trust

Personal information disclosed online is susceptible to abuse. In the context of OSN site
use, disclosed personal information could be exploited not only by the OSN site but also
by members of the network of the one disclosing and third parties such as commercial
organizations [1, 22]. These risks necessitate the cultivation of trust, as trust is relevant
only when actions could be pursued without any certainty [24]. Mayer, Davis, and
Schoorman [27] define trust as ‘the willingness of a party to be vulnerable to the actions
of another party based on the expectation that the other will perform a particular action
important to the trustor, irrespective of the ability to monitor or control that other party’
(p. 712).

The impact of trust in the party receiving personal information has been reported to
significantly influence information disclosure in various online transactions, such as
e-government [5] and e-commerce [14, 28]. It is also likely that the level of trust OSN
site users have in Facebook and in their network members, two primary recipients of
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shared information, could also influence users’ personal information sharing behavior.
This supposition results in the second hypothesis.

H2 : The levels of trust adolescent Dutch Facebook users have in (a) Facebook and
in their (b) social network members positively influence their personal information
disclosure behavior.

The negative relationship between trust and risk perception is well-established in the
literature. Previous studies have shown that people’s level of trust lowers their sensitivity
to risk considerations [18] and reduces their perceptions of the risks of engaging in an
exchange with the trusted party [2, 4, 20]. This leads to the third research hypothesis.

H3 : Adolescent Dutch Facebook users’ levels of trust in Facebook and in their social
network members negatively influence their perception of the risks of disclosing personal
information to (a) Facebook and to their (b) social network members, respectively.

2.3 Perceived Control

Central to the definition of privacy is the concept of control [29, 39] – that is, control over
who should have access to one’s personal information though the creation of a ‘privacy
zone’ [40]. The notion of control in relation to Facebook use is realized through the plat‐
form’s effort to extend the needed technical possibility for users to define who would have
access to their disclosed information, in the form of privacy settings. As people believe
that they own their personal information [33], they are less likely to hesitate sharing their
information if they know that they can decide how much information to make accessible
to whom. The next research hypothesis is predicated on this assertion.

H4 : Perception of control among adolescent Dutch Facebook users positively
influences their personal information disclosure behavior.

Managing one’s information privacy in OSN use context is possible when OSN sites
provide their users with the possibility to define who should have access to their informa‐
tion through technical means such as privacy settings [45]. This perception of control has
been noted to influence OSN users’ perceptions of control [38], just as this perception,
through available privacy management tools, could trigger users’ trust in their network
members [23]. On the contrary, when users do not feel that they have control over their
personal information, they will most likely assume that disclosing personal information is
a risky enterprise [11]. Based on these results, hypotheses 5 and 6 are advanced.

H5 : Perception of control among adolescent Dutch Facebook users positively
influences their trust in (a) Facebook and in their (b) social network members.

H6 : Perception of control among adolescent Dutch Facebook users negatively
influences their perception of the risks of disclosing personal information to (a) Face‐
book and to their (b) social network members.

2.4 Habit

Thus far, the first three described predictors of information disclosure on Facebook are
primarily tied to the rational mechanism behind the decision to share information. What
remains unclear and unknown, however, is the extent to which a non-rational predictor,
such as habit, contributes to information disclosure. The shortage in studies that consider
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habit as a determinant of any OSN use-related behavior prompted Cheung and Lee [8]
to suggest the inclusion of habit in models intending to capture the performance of an
OSN site-related behavior.

The assumption that information disclosure is not always anchored on a rational ground
is based on the finding that despite people’s preference to keep their information private
they still opt to share those information not only for the benefits derived from sharing but
also for the ‘taste’ of disclosure [36]. Additionally, Strater and Richter [37] reported that
people tend not to be very sure about the reasons why they share information online, with
some indicating that they have been so used to completing online forms that they do not
think twice anymore when supplying the information requested by an online organization.
These findings somehow trigger the premise that people’s decision to share personal infor‐
mation might also be hinged on habits. Thus, the seventh hypothesis is advanced.

H7 : The habit of sharing information positively influences adolescent Dutch Face‐
book users’ personal information disclosure behavior.

3 Deterrent of Information Disclosure on Facebook

3.1 Risk Perception

As previously mentioned, the risks associated with the decision to share personal infor‐
mation to an OSN site are copious. In her book ‘I Know Who You Are and I Saw What
You Did: Social Networking and the Death of Privacy’, Andrews [1] argues that users
of online social network sites have confronted different problems of varying levels of
severity as a consequence of information disclosure on such sites.

Considering the complexity in studying risk as an objective reality, researchers
advanced that ‘perceived risk’ should be the appropriate object of investigation [32, 44].
Pavlou [32, p. 109], citing Bauer, defines risk perception as the ‘subjective belief of
suffering a loss in pursuit of a desired outcome’. Risk perception certainly matters since the
degree of such a perception (whether high or low) predicts the extent to which an indi‐
vidual will perform a certain behavior [13]. In online exchanges, the perceived risks of
disclosing personal information have been found to lower people’s decision to share
personal information to an online entity [14, 26, 30]. One can also expect that beliefs in the
riskiness of sharing information to an OSN site might lower Facebook users’ levels of
personal information disclosure. The last research hypotheses are hinged on these findings.

H8 : The perceived risks of sharing information online attributed to the actions of
(a) Facebook and (b) users’ network members negatively influence adolescent Dutch
Facebook users’ personal information disclosure behavior.

4 Method

4.1 Sampling and Respondents

To test the research hypotheses, a paper-based survey was implemented with students
of a high school in the eastern part of the Netherlands. The school offers several levels
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of education either to prepare students for practical training or for university education.
During the implementation of the survey, approximately 1,300 students, between the
age of 12 and 18, were enrolled in the school. Official approval from the school admin‐
istration was acquired which made the wide scale distribution of questionnaires to target
respondents possible.

With the help of some teachers, 921 students were approached to complete the ques‐
tionnaire for a two-week period. Questionnaires from 66 students were eventually
excluded from the dataset as they were not completed. As the study was primarily
focused on students who were using Facebook at the time of the survey, questionnaires
from 225 respondents who did not have Facebook accounts and from 70 students who
stopped using Facebook were also removed. The two-phase exclusion of some
respondent data resulted in 560 completed questionnaires that were used for statistical
analysis.

Of the 560 respondents whose questionnaires were subjected to analysis, 305
(54.5 %) were females. Respondents’ age ranged from 12 to 17, with a mean age of
14.43 (SD = 1.34). This age range signifies that all respondents were all adolescents –
the target group for this research.

4.2 Measurements

The dependent variable ‘personal information disclosure’ was operationalized as the
frequency of posting various types of personal information such as updates of activities,
opinions, likes, and photos. Five newly formulated items were used to measure the
construct. Examples of items to measure the dependent variable included ‘I often share
my opinion on Facebook’ and ‘I often share photos I am in on Facebook’.

The ‘benefits’ construct was split into two sub-constructs: information-related bene‐
fits (e.g. using Facebook to communicate with friends) and impression management-
related benefits (e.g. using Facebook to increase one’s popularity). Items used to measure
the two sub-constructs were derived from the scales of Ellison et al. [16] and Krasnova
et al. [23]. The second predictor ‘trust’ was also split into two: trust in Facebook (e.g.
‘I trust that Facebook has the expertise in protecting my information’.) and trust in
network members (e.g. ‘I trust that my Facebook friends will not jeopardize my personal
information’). Items from the trust scale of Krasnova et al. [23] inspired the formulation
of items used to measure both trust constructs.

‘Perceived control’ was measured with four items partly based on the scale of
Krasnova et al. [23]. Examples of items used to measure the construct included ‘With the
privacy settings, I can determine who can see my personal information’ and ‘I keep control
over information I share on Facebook’. ‘Habit’ was measured with four items based on
the scale by Verplanken and Orbell [43]. A typical example of an item to measure the
construct is ‘I share information without thinking about it’. All items were measured on
a five-point Likert scale with 5 representing ‘strongly agree’ and 1 ‘strongly disagree’.

To see whether the statements selected for the constructs really measured those
constructs, confirmatory factor analysis using SPSS was executed. Results of the prin‐
cipal component analysis (PCA) using the 29 items selected for the constructs revealed
that the correlations among those items were sufficiently high for PCA, as indicated by
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a Kaiser-Meyer Olkin Measure Sampling of Adequacy value of. 82 (higher than the
recommended value of .60) and the Bartlett’s Test of Sphericity value of X2

(435) = 6,275.44, p < .001.
Furthermore, results of PCA indicated that the items measuring ‘information disclo‐

sure behavior’, ‘information-related benefits’, ‘impression management-related bene‐
fits’, ‘perceived control’, and ‘habits’ really loaded into the respective constructs they
were supposed to measure. The items measuring ‘trust in Facebook’ and ‘trust in
network members’ loaded into one factor resulting in the merging of these items into a
single construct (trust). A similar thing happened to the items measuring ‘perceived risks
attributed to the actions of Facebook’ and ‘perceived risks attributed to actions of
network members’. These items were also merged into one construct (perception of
risks). These decisions led to the reformulation of hypotheses 2, 3, 5, 6, and 8 (from two
sub-hypotheses to just one). Table 1 presents the Cronbach’s alpha scores, mean and
standard deviation values for the new constructs after PCA.

5 Results

Path analysis using AMOS 19.0 was performed to determine the significant predictors
of personal information disclosure on Facebook and to test the hypothesized relationship
among perceived control, trust, and risk perception. To assess the fit of the model, the
following indices proposed by Kline [21] were used: model chi-square, comparative fit
index (CFI), standardized root mean square (SRMR), and root mean square error of
approximation (RMSEA). A model with a good fit has a CFI value > .95 and SRMR < .
08 [19] and RMSEA < .07 [35]. Test of the original model indicated that it has a poor
fit: X2(12) = 195.39, X2/df = 16.28, CFI = .60, SRMR = .09, RMSEA = .17.

Table 1. Reliability scores and mean and standard deviation values of the different research
constructs after PCA

Constructs No. of items ɑ Mean SD

Personal information disclosure 5 .82 2.73 .93

Information-related benefits 3 .68 3.22 .85

Impression management-related
benefits

2 .77 2.04 .98

Trust in Facebook and in network
members

7 .84 3.66 .73

Perceived control 4 .75 4.02 .84

Habits 4 .74 2.18 .82

Perception of risks attributed to the
actions of Facebook and those of
network members

6 .83 2.22 .77
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Inspection of the modification indices revealed that fit could be improved by corre‐
lating the construct ‘habit’ with ‘information-related benefits’ and ‘impression manage‐
ment-related benefits’ and by correlating the two benefit constructs. The modification
resulted in an improved fit, though still unacceptable: X2(9) = 77.69, X2/df = 8.63,
CFI = .85, SRMR = .06, RMSEA = .12. Analysis shows that personal information
disclosure on Facebook among adolescent Dutch users is positively influenced by ‘habit’
(β = .33, p < .001), ‘perceived control’ (β = .32, p < .001), and ‘information-related
benefits’ (β = .18, p < .001), Hypotheses 7, 4, and 1a are therefore, supported; while
hypotheses 1b, 2, and 8 are not.

Additionally, ‘trust’ negatively influences ‘risk perception’ (β = -.30, p < .001),
while ‘perceived control’ positively influences ‘trust’ (β = .30, p < .001). ‘Perceived
control’, however, does not negatively influence ‘risk perception’. Hence, hypotheses 3
and 5 are also supported, while hypothesis 6 not. Moreover, ‘habit’ positively correlates
with ‘information-related benefits’ (β = .17) and ‘impression management-related
benefits’ (β = .25), while the two benefit constructs also positively correlate with each
other (β = .24).

As the results indicate that only the positive determinants (habit, perceived control,
and information-related benefits) and not the negative determinant (risk perception) have
statistically significant effect on the dependent variable of interest, the model was further
modified by removing the ‘risk perception’ construct to see whether or not its fit would
improve. The removal of that construct in the model resulted in a substantially good fit:
X2(6) = 22.37, X2/df = 3.73, CFI = .96, SRMR = .03, RMSEA = .07.

This final model shows that information disclosure is still positively influenced by
‘habit’ (β = .33, p < .001), ‘perceived control’ (β = .32, p < .001), and ‘information-
related benefits’ (β = .18, p < .001). ‘Perceived control’ still positively influences ‘trust’
(β = .30, p < .001). Moreover, the correlations between ‘habit’ and the two benefit
construct (β = .17 for information and β = .25 for impression management) and between
information- and impression management-related benefits (β = .24) are still significant.
Finally, even with the removal of ‘risk perception’ in the model, the effect of ‘trust’ on
personal information disclosure remains statistically insignificant.

6 Discussion and Future Research Directions

As underscored in the introduction, approximately 80 % of the total number of individuals
aged 12 to 18 in Netherlands are active users of Facebook, with 93 % of people in that age
category active in other social media platforms [7]. With this massive number of active OSN
site users, one can only wonder at the amount of personal information that is somehow
made public through Facebook. Despite what has been known about the negative conse‐
quences of information disclosure on OSN sites such as Facebook, however, sharing and
posting various types of personal information on such sites are unlikely to go downhill in
the next few years. This study investigated the determinants and the deterrent of personal
information disclosure on Facebook among adolescent Dutch users.

Attention to ‘habits’ as a predictor of personal information disclosure has not
been very high in previous studies, which tended to take a more rational view on the
mechanism behind people’s information disclosure behavior. From a highly rational
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standpoint, personal disclosure on OSN sites is believed to be influenced by factors
such as trust [10] and the benefits offered by disclosure [23]. It has been known,
however, that some people are so used to completing online forms that they do not
think twice anymore whenever they are asked to supply personal information in a
totally different situation [37].

Results of this study reveal that ‘habit’ strongly predicts the personal information
disclosure behavior of adolescent Dutch FB users. Nonetheless, the finding that respond‐
ents’ perception of control over their personal information also determines information
disclosure seems to suggest that respondents do not just habitually and blindly share
information without taking into account the possible negative consequences of disclo‐
sure. The fact that both ‘habit’ and ‘perceived control’ contribute to disclosure on Face‐
book implies that although respondents may have been accustomed to sharing personal
online, this decision to share is also governed by a consideration of the degree of control
they have over their information.

Information-related benefits, such as transmitting information to network members,
are also statistically significant predictors of information disclosure. What is surprising,
however, is the statistically insignificant effect of impression management-related bene‐
fits on disclosure, considering that adolescents are claimed to have a strong propensity
to present themselves to their social networks as a way to affirm their emerging identities
[15]. These results somehow echo the findings of Krasnova et al.’s [23] study – that
while relationship building through information exchange prompts the decision to share
information, self-presentation is not a relevant determinant of that decision at all.

The seeming irrelevance of impression management-related benefits in triggering
personal information disclosure could be attributed to respondents’ low valuation of
these benefits. This is evidenced by the low mean value of the aforementioned construct.
An implication, hence, is that when adolescent Dutch Facebook users post information
on their profiles, the action is motivated primarily by the need to maintain offline
connections in an online environment and not by the need to be popular or be positively
viewed by others.

The effect of trust on disclosure is also statistically insignificant. Trust, as a construct
in this study, has a relatively complex nature. Initially it was surmised that Facebook
users’ trust could be measured in relation to two trust targets – Facebook and members
of the user’s network. Results of factor analysis, however, indicated that the items
measuring ‘trust in Facebook’ and ‘trust in network members’ do not measure two
different constructs but just one single construct. This suggests that respondents had
difficulty distinguishing the two trust targets from each other.

Discussion of the impact of trust on information disclosure must be done in relation
to the effect of risk perception. The negative effect of risk perception on information
disclosure is not statistically supported. On the contrary, the negative relationship
between trust and risk perception has been found to be statistically significant – a result
very much similar to what previous studies [2, 4, 20] have indicated. While respondents
expressed high trust in both FB and in their network members, the relevance of trust as
a predictor of information disclosure might have been reduced by respondents’ low
levels of risk perception.
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Respondents’ high levels of trust and low levels of risk perception could be partly
explained by how much control they believe to have over their personal information.
When people are convinced of their ability to manage their information, their trust in
the parties receiving the information might increase, which also reduces their perception
of the risks of disclosing information.

The research described in this paper provides a starting point for understanding the
relationship between habits and personal information disclosure, as the impact of the
former on the latter is not yet fully understood. When looking at the possible relationship
between these two constructs, one could focus on the interaction of habit with the indi‐
vidual’s age as a determinant of disclosure. Furthermore, future research could also
investigate the extent to which the habit of information disclosure might be determined
by information type. It is highly likely that some people are habitual disclosers of photos
but not of their views and thoughts on issues and things.

Research into the impact of online network size is something that has not yet received
substantial research attention. A study by Young and Quan-Haase [48] reported that the
amount of personal information disclosed on OSN sites depends on the sharer’s network
size. Despite this finding, however, it remains unknown whether or not the proportion
of network members with whom OSN users share strong ties contributes to their decision
to post certain types of personal information on Facebook.

While people share personal information on OSN sites for the many benefits that can
be derived from disclosure, OSN researchers are still to understand the link between
various types of disclosure benefits and the types of information to disclose. It is imag‐
inable that entertainment- or enjoyment-related benefits could shape OSN site users
decision to post photos on Facebook but not the decision to post their views on political
matters. Further still, impression management-related benefits might prompt OSN site
users to post their daily activities but not their frustration with the services of a certain
telephone company.
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Abstract. We present Shuriken, a method for user grouping and data transfer
for smart devices that are in close proximity. Users point their devices towards
each other to link them into a group (point to link). The relative positions are
estimated between the grouped devices (link to group) with Bluetooth low energy
received signal strength indication and the digital compass readings. The relative
positions are then used for identifying the recipients for data transfer by swiping
towards the physical direction (swipe to send). In this paper, we studied the
possible operations to enable: point to link, link to group and swipe to send and
compared Shuriken to existing techniques for user grouping and data transfer. We
envision practical uses of Shuriken in collaborative shopping in a café, data
transfer in business meetings and localisation of smart devices.

1 Introduction

The affordance of smart mobile devices has made it an essential method of group
communication. Messaging applications, such as WhatsApp, Line and WeChat, provide
group-messaging services through an Internet connection that is designed for remote
users. These applications extend their messaging services to allow transferring other
forms of data. However, in order to preserve the affordance of the application, there is
generally no strong distinction between transferring data and transferring messages. Due
to the practicalities of using these applications, users often use these methods to transfer
data even when they are in close proximity.

In close proximity, users can communication verbally while their smart devices are
used to transfer data that cannot be easily described in words (e.g., images, shopping
catalogues). In a scenario where a group of friends are browsing shopping catalogues
in close proximity, the users have many more options to share their catalogues with a
group other than through messaging services.

Infrared was a method of data transfer between devices. In order to identify your target,
the users to physically point the phones together throughout the course of data transfer.
However, the iPhone 3 did not ship with inherit infrared transceivers that may have caused
the phase out using infrared for data transfer in smart devices. Infrared requires the user of
the sending device to consistent point towards the receiving device. This method of
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identification is simple and intuitive, however, this physically limits the possibilities for
user grouping and is inconvenient especially when the data transfer rate is slow.

Bluetooth technology has experienced a significant growth in the last 20 years. Prior
to Bluetooth v2.0, the device designated as “master” searches for “slave” device and a
relationship is established only when both devices have entered the same PIN. After
Bluetooth v2.1, many other methods of pairing, such as passkey entry (instead of a PIN)
and out of band pairing methods emerged. A popular method for out of band pairing is
NFC however, the physical constraints NFC also limits the capabilities of user grouping.

Similar to Bluetooth, WIFI direct allows data transfer in the absence of an Internet
connection. AirDrop (developed by Apple Inc.) incorporates Bluetooth Low Energy
(BLE, Bluetooth v4.0) to discover devices and WIFI direct to send the data.1 AirDrop
provides an ad hoc data transfer mechanism for users in close proximity. However, the
interactions of using AirDrop do not differ from typical messaging services where users
select recipients of data transfer through a list of usernames.

We present Shuriken, an intuitive method to create a group of devices in an ad hoc
network and to identify recipients for data transfer. Users point their devices together
to create a linkage between devices and linked devices are placed in the same group.
The locations of the devices within a group are used to identify recipient of data (based
upon methods of passing tangible media). Shuriken is built upon the BLE framework
to create an ad hoc network and uses the BLE RSSI and digital compass readings to
estimate the relative positions of the devices.

In this paper, we studied the operations for Shuriken to enable: point to link, link to
group and swipe to send. In addition, the usage of Shuriken was compared to existing
methods to group and transfer data between devices.

2 Related Work

Although Airdrop provides a simple medium to transfer data, the uses of usernames may
be unintuitive for data transfer. In this section, we describe methods presented in the
literature focusing on intuitive pairing solutions and intention based grouping.

2.1 Intuitive Pairing Solution

Intuitive pairing solution focuses on identifying recipients for data transfer in a simple
yet secure manner.

Memory stones [1] describe a method where users imagine that they pick up a stone
and place it to the device to be sent to. The central server records the touch positions
during pick up and send it to the device that received the same touch positions. This
method was designed for copy and pasting between devices in a network. For example,
data can be copied from smart phones to tablets or from smart phones to printers.
Memory stones provides an interesting and intuitive method to identify recipients of
data. However, touch positions will be required in both the sending and receiving device,
deeming Memory stones ineffective for multiple users.

1 http://ipad.about.com/od/iPad_Guide/ss/What-Is-Airdrop-How-Does-It-Work.htm.
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Bump [2] describes a method that requires two devices to be physically “bumped”
together to share contact information. The time and positions are estimated and used to
determine if two users are intending to share information. Specifically, to establish a
connection, a “bump valid” signal from both devices must be received in the central
server at approximately the same time from approximately the same location (e.g., from
the same wireless network or within a predetermined distance estimated by RSSI). Bump
provides a method to intuitively initiate and accept a connection for data transfer.
However, Bump uses location to confirm connections that will be inaccurate when
multiple users are in close proximity.

2.2 Intention Based Grouping

Intention based grouping systems extends intuitive pairing solutions to allow multiple
devices to connect.

Point and Connect [3] describes a method where users physically point towards the
recipient of the data. This system only uses ultrasound (i.e., speakers and microphone)
therefore the system functions even in the absence of a central server. Ultrasound is used
to determine the change in the relative positions of the devices while the user points
their phone towards the target recipient of the data (causes a displacement towards the
recipient). Point and Connect provides an intuitive method to group devices and to
identify the recipients for data.

Airlink [4] uses in-air gestures to direct data transfer from sender to recipient. The
Doppler-shifted reflections of ultrasound are measured to estimate the relative positions
of the devices. Furthermore, the relative positions are used identify the sender and
recipient of data.

3 Design Guidelines

Shuriken must be a pure software-based solution that does not require additional hard‐
ware and must not require any additional infrastructure support or modifications of the
original operating system of the device. The implementation and the details of the oper‐
ations that were studied were described in the subsections “point to link”, “link to group”
and “swipe to send”.

3.1 Point to Link

Users link their devices by pointing them towards each other and a unique identifier and
the digital compass reading are advertised using the BLE framework. Also Shuriken
processes the incoming advertisements along with the received signal strength indication
(RSSI). If the RSSI is within the “near” range (similar to the iBeacon protocol [5] ) and
the digital compass readings are approximately opposite, the users are required to
confirm the linkage of the devices. We studied the accuracy of pointing a device towards
another device with the three methods of confirming the link: (a) button, (b) timer (2 s)
and (c) shaking (Fig. 1).
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3.2 Link to Group

The confirmation of the linking acts as an acknowledgement to accept data transfer,
estimates the relative positions and initiates a BLE connection between the linked
devices. The devices also stop sending and processing incoming advertisements.

The relative positions between devices in a group that were not physically linked
(e.g., device A and D in Fig. 2) are inferred through the linked devices (e.g., device
A- > B- > C- > D). If the devices being were already in a group, information of all
grouped devices will be sent and propagated to all devices. The information of the
devices was displayed in a real-time map of devices.

3.3 Swipe to Send

The devices in a group can send information by swiping towards the physical direction
of the intended recipient. As mentioned in Sect. 3.2, the data (which includes relative
position information) is transferred using a multi-hop approach. The two methods of
initiating swipe to send includes using: (a) two-finger-swipe and (b) hold-and-swipe.

Fig. 1. An example showing the mechanism to point the devices together with the “button”
method to confirm the device link.

Fig. 2. The group created by Shuriken (bold edges represents BLE connections that were created
between linked devices where relative positions are known. Non-bolded edges represent inferred
connection between devices).
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4 User Study Design

An application was developed to evaluate the operations of Shuriken in a series of quanti‐
tative experiments. Furthermore, a qualitative study was conducted to compare Shuriken
to no data transfer (i.e., physically showing the device) and using AirDrop in a collabora‐
tive shopping exercise. The following list summarises the user studies conducted:

Quantitative test

• Point to link operation accuracy (button, timer and shake)
• Swiping to send operation accuracy (2-finger-swipe, hold-and-swipe)

Qualitative tests for the collaborative shopping

• No data transfer
• AirDrop
• Shuriken

4.1 Subjects

Five participants (3 male, 2 female, age 24.6 ± 1.67) were assigned to perform the
quantitative tests for operations. All the participants were familiar with the operations
of the iPhone. To ensure that the users are novel to Shuriken, another three participants
(2 male, 1 female, age 25.66 ± 0.577) were recruited to performing the qualitative tests
for collaborative shopping.

4.2 Apparatus

An application of Shuriken was developed for devices running iOS 8.0. The devices
used in the user study included: iPhone 5 (screen size: 4 in), iPhone 6 (screen size 4.7
in), iPhone 6 plus (screen size 5.5 in) and iPad mini 1 (screen size 7.9 in).

Fig. 3. (a) and (c) indicates the two possible operations to complete swipe to send, (b) shows an
example of the guide presented after swipe to send has been initiated (where the arrow represents
the direction of the swipe and the two semi-circles represent directions of the possible recipients).
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4.3 Quantitative Study

The quantitative study included testing the accuracy of point to link with three confir‐
mation methods (button, timer and shaking) and swipe to send direction accuracy (two-
finger-swiping, hold-and-swipe).

Three targets were securely fastened onto a stands that resulted in the targets being
about 70 cm above the ground. The targets were pointing at the absolute north directions
at 0, 90 and 270 degrees (Fig. 4).

Fig. 4. Quantitative study experiment setup

The participants were provided with an iPhone 6, an iPhone 5 s and an iPad Mini 1
and were instructed to hold the device about 30 cm away from the target. The following
operations towards the targets were performed: (1) point and press a button, (2) two-
finger-swipe, (3) point for 2 s, (4) hold-and-swipe and (5) point and shake. To ensure
that the participants have to separately aim for each operation, they were asked to
randomly move the device between operations. The steps were repeated ten times for
each target and then repeated for each device.

The directional error is defined as the difference between the intended direction with
the opposite of the actual direction (pointing directional error is shown in Fig. 5).

The directional error for swipe to send is calculated by finding the difference between
the opposite of the actual target direction and the swipe direction with respect to the
direction of the device.

The data was explored with descriptive statistics where the mean for every partici‐
pant per device was calculated (i.e., mean for all trails for all targets). The differences
between the point to link operations (button, timer and shake) was explored with
repeated measures ANOVA with a within subject factor of device type (iPhone 6, iPad
Mini 1 and iPhone 5 s). In addition, the difference between the swipe to send operations
(2-finger-swipe and hold-and-swipe) was explored with the same repeated measures
ANOVA. If significant differences were found, post hoc t-tests with Bonferroni correc‐
tions were preformed to find differences between the specific devices and operations.
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4.4 Qualitative Study

The user satisfaction study was conducted to compare using Shuriken to existing tech‐
niques. The participants were engaged in a collaborative shopping exercise where the
group was asked to purchase an outfit for a randomly chosen participant. The three
participants were provided with a choice of using an iPhone 6, an iPad Mini 1 or an
iPhone 6 preinstalled with Shuriken. The moderator provided brief instructions on how
to use Shuriken and then the participants were asked to shop for an outfit with three
grouping method: (1) without data transfer, (2) with AirDrop and (3) with Shuriken, for
each participant in the group.

After the exercise, participants completed a questionnaire that discusses the
perceived workload (based on NASA-TLX [6]) and satisfaction of each grouping
method. Statements such as “the method requires a lot of physical effort” were asked
and the participants provided a rating based on a 5-point Likert scale (2 = strongly
agree -2 = strongly disagree). In addition, general comments and the overall prefer‐
ences were recorded.

5 Results

In this section the qualitative and quantitative results are described separately.

5.1 Quantitative Results

The directional errors for the point to link operations are shown for each device in Fig. 6.
Repeated measures ANOVA suggest that the directional error in the point to link

operations was not significant differences between the confirmation method
(F(2, 8) = 1.477, p = 0.284). However, significant differences were found between the
devices types (F(2, 8) = 7.349, p = 0.015). In addition, no significant interactions were
found between the operations and the device type (F(4, 16) = 2.386, p = 0.096). Post hoc

Fig. 5. The calculation of the directional error for point to link operations, that is, the difference
in the estimated direction of the users’ device compared to the actual device of the target.
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t-tests showed that directional error was significantly different between the iPad Mini 1
and the iPhone 5 s (p = 0.045). Although no significant differences were found between
the point to link operations, the results suggest that on average, the timer method was the
most accurate (6.116 ± 0.834 degrees) followed by shaking (6.966 ± 2.396 degrees) then
button (8.863 ± 1.278 degrees).

The directional error for the 2-finger-swipe and hold-and-swipe are shown in Fig. 7.
Repeated measures ANOVA showed that the directional error in the 2-finger-

swipe and hold-and-swipe for swipe to send are significantly different (F(1,
4) = 12.592, p = 0.024) and significant differences were found in the directional error
between the device types (F(2, 8) = 43.170, p < 0.001). In addition, significant swipe
to send operation X device type interactions were found (F(2, 8) = 8.134, p = 0.012).
Post hoc t-tests showed that the directional error of 2-finger-swipe and hold-and-
swipe was significantly different (p = 0.024). Also, significant differences in the
directional error were found between the devices (iPhone 6 vs iPhone 5 s: p = 0.018;

Fig. 6. Directional error in the point to link operations (Figure created by plot.ly)

Fig. 7. Directional error in the swipe to send operations
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iPad Mini 1 vs iPhone 5 s: p < 0.001). The average directional error of the hold-and-
swipe (4.026 ± 0.505 degrees) was found to be significantly smaller than the
2-finger-swipe (7.183 ± 0.487 degrees). The results obtained in quantitative study
were incorporated into Shuriken prior to the qualitative study.

5.2 Qualitative Results

A collaborative shopping exercise was conducted to qualitatively test Shuriken. The
results of the post-exercise questionnaire for each grouping method are shown in Table 1.

Table 1. Mean and standard deviation of the qualitative study

No data transfer AirDrop Shuriken

Task easy 1.33 ± 0.57 -2.00 ± 0.00 1.33 ± 0.33

Task fast paced 2.00 ± 0.00 -2.00 ± 0.00 2.00 ± 0.00

Task demanding -2.00 ± 0.00 1.66 ± 0.33 -2.00 ± 0.00

Task annoying 0.00 ± 1.00 2.00 ± 0.00 -1.66 ± 0.33

Small learning curve 2.00 ± 0.00 0.00 ± 0.00 2.00 ± 0.00

Task successful 2.00 ± 0.00 2.00 ± 0.00 2.00 ± 0.00

Task fun 1.33 ± 0.66 -2.00 ± 0.00 2.00 ± 0.00

The general comments made by the users were mainly comparing between no data
transfer and Shuriken. The participants suggest that physically sharing the device is a
natural method of collaborative shopping. However, as the distance between users and
number of users increase, techniques with data transfer will become applicable. The
participants felt that AirDrop was inappropriate for user grouping and data transfer in
the context of collaborative shopping, as it does not support group interactions. Shuriken
was positively received as a novel, smart and fun method for collaborative shopping.

6 Discussion

The user study indicated that the participants positively received Shuriken to create a
group for collaborative shopping. Besides collaborative shopping, Shuriken could be
used for business meetings, conferences and banquets. Also, Shuriken can be employed
with mobile gaming, digital signage and gesture input.

The quantitative study suggested that the timer operation provided the least direc‐
tional error for point to link. The timer operation allows user to carefully align their
devices prior to linking the device however, the lack of manual input may cause erro‐
neous relative position estimates. Also, the hold-and-swipe operation was found to have
the least directional error. Hold-and-swipe allows the users to operate Shuriken with one
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hand (which is the preferred method according to Hoober [7]) however, the hold-and-
swipe operation overrides the basic operations such as initiating copy and pasting.

The results of the qualitative study showed that the participants felt Shuriken was
applicable for collaborative shopping. Table 1. Showed that Shuriken was similarly rated
compared to collaborative shopping with no data transfer. However, the participants felt
that Shuriken was more fun to use.

7 Conclusion and Future Work

In this paper we present Shuriken, a method for user grouping and data transferring
based on inter-device relative positioning. Users intuitively link their devices by point
their devices together. Linking the devices creates an ad hoc network using the BLE
framework. Devices in the group can send data by swiping towards the physical direction
of the intended recipient. Shuriken was developed on top of a shopping application for
iOS enable collaborative shopping and a user study was conducted to test its feasibility.
The users showed positive reviews of Shuriken felt that it improved collaborative shop‐
ping experience.

In the scenario where the users are grouped in a line, swipe to send will be insufficient
to distinguish between the devices.

To mitigate these effects, the energy of the swipe can be inferred from the distance
travelled during the swipe. Currently, when swipe to send has been initiated a guide with
the possible recipients is shown (Fig. 3). This guide can be extended to include infor‐
mation about the energy of the swipe (left of Fig. 8).

Fig. 8. Swipe to send is insufficient to distinguish between devices that were grouped in a line
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Abstract. Reputation is a growing concern to all organizations, regardless of
their size or industry. Recently, social networking sites (SNS) such as Facebook
have become effective and efficient channels for an organization to build rela‐
tionships with various publics, which is fundamental for reputation management.
Applying the dialogic communication theory and the halo effect, the present study
seeks to explore whether there is a significant relationship between a company’s
reputation and the level of interaction on the respective company’s Facebook page
(measured by the number of page ‘likes’, number of wall comments and
commented comments by both the companies and users). This study used a social
network analysis tool called NodeXL to gather data on Facebook. Results from
the present study provide practical implications regarding online reputation
management for organizations.

Keywords: Reputation management · Social networking sites (SNS) · Facebook ·
Halo effect · Dialogic communication

1 Introduction

Reputation is a growing concern to all organizations, regardless of their size or industry,
possibly due to its direct, positive relationship with revenue [1]. Doorley and Garcia
[2] defined an organization’s reputation as “the sum of how its stakeholders view it”
[2, p. 381] and one that can and should be managed by organizations [2]. Moreover,
it is the sum of images, composed of several elements: performance, behavior, commu‐
nication and authenticity factor [2]; the present study examined the communication
aspect, more specifically online communication.

Publics perceive a company’s reputation based on the information provided by the
company itself, media or from other sources [3]. And today, social media function as
channels that allow organizations to communicate with different publics in novel ways
that were impossible in the past [2]. Thus, social networking sites (SNS), such as Face‐
book, can be used as effective and efficient channels for an organization to build rela‐
tionships with various publics, which is greatly important for reputation management.
In fact, it is one of the most common ways that organizations reach their target audiences
today. In 2014, of the Fortune 500 companies, 413 companies had Twitter accounts and
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401 companies had Facebook pages, which equal 83 % and 80 %, respectively [4].
Compared to the previous year findings, this was a 6 % and 10 % increase, respectively
[4]. In addition, according to Facebook, 30 million small businesses had active Facebook
pages in 2014 [5].

Therefore, the present study thoroughly examined the relationship between a compa‐
ny’s reputation and the respective company’s presence on social media, specifically
Facebook.

2 Literature Review

2.1 Dialogic Communication

A dialogue is defined as “a product of an on going communication and relationships”
[6, p. 24]. Subsequently, dialogic communication is a “negotiated exchange” of infor‐
mation [7, p. 325]. In addition, Kent and Taylor [7] argued that through the web, public
relationships can be built and altered.

Applying the dialogic communication theory, Kim, Kim and Nam [8] conducted a study
on how organizations used the four different social networking sites (SNSs) – Facebook,
Twitter, YouTube and LinkedIn – for communicating online with their publics. The organ‐
izations were analyzed based on the industry type [8]. By examining various Facebook
features, including, but not limited to, the number of page ‘likes’ (number of fans), the
number of wall comments per posting by companies, the number of wall comments per
posting made by fans, as well as the number of responses from both parties, researchers
were able to measure the level of interaction between the organization and the public [8].
One of the key findings from the study is that Twitter and Facebook were the most widely
used social networking sites, of which Facebook was the most used platform for dialogic
interaction between the organization and the public [8].

2.2 Reputation Management and Social Media

There has been a plethora of studies on reputation management and social media, of
which the majority focuses on online reputation management – how organizations and
individuals should manage their reputation in an online environment (i.e. search engines,
blogs, Facebook, Twitter, etc.). The emphasis is placed more on the privacy and how
others search one’s name, whether it be an individual or organization. On the other hand,
Barnes, Cass, Getgood, Gillin and Goosieaux [9] studied how customer care on social
media influences the brand reputation; however, the study did not analyze the different
features of Facebook, such as the ‘like’ button and the number of comments on wall
posts, to explain the connection with the organization’s reputation.

In another study, Schultz, Utz, and Göritz [10] examined whether crisis communi‐
cation strategies, both message and medium (traditional and social media), influenced
the receiver’s perception of organizational reputation, secondary crisis communication
and secondary crisis reactions. Twitter and blog were used for online media [10]. One
of the main findings of the study is that the medium was more important than the message
itself [10]. For example, Twitter led to “the most positive effect on secondary crisis
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communication and reactions” [10, p. 26]. The results highlight the significance of social
media effect on crisis communication, as well as on the perception of organizational
reputation.

According to the ENGAGEMENTdb report [11], “the most valuable brands in the
world are experiencing a direct correlation between top financial performance and deep
social media engagement” [11, p. 1]. This finding implies that social media engagement
can lead to improved reputation or vice versa, which is in line with Schultz et al.’s [10]
research findings. Therefore, the following hypotheses have been formulated:

Hypothesis 1: A company’s reputation is positively correlated with the frequency of
dialogic communication.

Hypothesis 1a: A company’s reputation is positively correlated with the number of
wall comments by both companies and users.
Hypothesis 1b: A company’s reputation is positively correlated with the number of
commented comments (responses) by both companies and users. Hypothesis 1c:
A company’s reputation is positively correlated with the online interaction index.

2.3 Facebook ‘Like’ Button

On Facebook, there are various features used for engagement and interaction, one of
which is the ‘like’ button; it has been utilized in copious studies for gauging various
attributes. Researchers have scrutinized the motivation and implications of Facebook
users’ ‘liking’ a page.

Bushelow [12] explored Facebook fan pages and studied whether there is a
causal relationship between the act of ‘liking’ a Facebook page and the users’ brand
loyalty and purchase intentions. The study’s results showed that the ‘likes’ and
activities on the Facebook page were not robust signs of the users’ brand loyalty or
purchase intentions [12].

In another study, Wallace, Buil and de Chernatony [13] examined whether social
media has an effect on the interaction between the organization and consumers, as well
as the relationship between Facebook features, such as the ‘like’ button, and consumers’
brand advocacy. The researchers argued that “consumers who ‘Like’ brands on Face‐
book do so partly to express themselves” [13, p. 133]. In some sense, the ‘liked’ brand
“becomes part of the consumers’ online identity, as it is visible on their profile page”
[13, p. 130]. One of the key findings of the study is that consumers with strong social
ties tend to ‘like’ self-expressive brands [13].

Despite countless studies regarding the Facebook ‘like’ button, the direct association
between Facebook page ‘likes’ and an organization’s reputation has not been explored
thoroughly. Furthermore, reputation is fairly difficult to quantify. As of February 2015,
there are only a few rankings dealing with organizations, such as Reputation Institute’s
Global RepTrak and Fortune Magazine’s World’s Most Admired Companies list. There‐
fore, the following hypothesis was derived.
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Hypothesis 2: A company’s reputation is positively correlated with the number of
Facebook page ‘likes’.

2.4 Halo Effect

Another important aspect to consider when analyzing various Facebook features, such
as the ‘like’ button and comments, is whether the public’s preconception of an organi‐
zation has a significant influence. This can be explained by the psychological phenom‐
enon called the halo effect, which was first coined by Thorndike [14]. It is defined as “a
problem that arises in data collection when there is carry-over from one judgment to
another” [14, p. 25]. In other words, people make biased judgments about a subject based
on their attitudes towards a few specific attributes [14]. This phenomenon can also come
into effect in image building and reputation. As Reynolds [15] states, brand images are
made by consumers. Thus, consumers can reach to a certain conclusion about a product
or brand image from a limited amount of information that they are familiar with [15].
According to Reynolds [15], “an image produced by halo looks like a real image and
may function like one” [15, p. 72].

2.5 Halo Effect and Reputation

The halo effect has been studied in a wide range of fields, even in an online setting.
Several studies have examined the halo effect of customer satisfaction in e-commerce
[16], as well as its presence relating to the level of attractiveness on online dating
websites [17].

There has also been previous research on the relationship between reputation and
the halo effect. Coombs and Holladay [18] conducted a study on the halo effect and its
influence on the organization’s reputation during crisis situations. According to the
results, the halo effect of prior reputation protects organizations in the face of crisis [18].
However, the study did not cover the online environment.

As it can be implied from the aforementioned studies, there has been sufficient
research on the relationship between reputation and social networking sites, as well as
that of halo effect and reputation, yet there has not been a particular study on all three
elements – the influence of the halo effect on organizational reputation on social media
such as Facebook. Thus, the following research question has been derived:

Research Question 1: Is the halo effect of organizational reputation present on Face‐
book?

In an attempt to fill some of the aforementioned research gaps regarding the direct
association between reputation and social networking sites, the purpose of the present
study is to examine whether there is a significant relationship between an organization’s
reputation and the level of presence and interaction on the respective organization’s
Facebook page (measured by the number of page ‘likes’, number of company’s wall
comments, the number of users’ wall comments, as well as the number of responses
(commented comments) from both parties), based on the dialogic communication theory
and the halo effect.
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3 Method

The sample of the present study was collected from the 2014 rankings of Fortune Maga‐
zine’s “World’s Most Admired Companies” [19] and Reputation Institute’s “Global
RepTrak” [20]. Of the companies that were co-listed, their rankings were averaged to
obtain the top 10 companies with best reputations. The sample of the study consists of
the following companies in the respective ranking order: Google (#1), Apple (#2), Walt
Disney (#2), BMW (#3), Amazon.com (#4), Samsung Electronics (#5), Nike (#6),
Microsoft (#7), Johnson & Johnson (#8) and Nestle (#9).

The Facebook pages of the abovementioned ten companies were scrutinized. As
outlined in Kim et al.’s [8] study, the number of page ‘likes’ (number of fans), the number
of company’s wall comments, the number of users’ wall comments, the number of
company’s commented comments (responses) and the number of users’ commented
comments (responses) were measured to determine the level of interactivity.

Each organization’s official Facebook page that has interaction with users was visited
to record the number of page ‘likes’ on February 1, 2015. In order to collect data on
other elements, social network analysis software NodeXL was used. The time period of
the analysis was set to March 1 to March 31 of 2014, since “World’s Most Admired
Companies” list was released in February, and the Global RepTrak ranking in April.
The number of wall comments and commented comments by both companies and users
were recorded by sorting through ‘commented post’ and ‘commented comment’ rela‐
tionships on NodeXL. Applying the equation employed by Kim et al. [8], the interaction
index (the level of company’s direct involvement in communication) was calculated by
dividing the number of company’s commented comments by the number of user’s wall
comments.

4 Results

Google. Google Google had a total of 19,357,176 Facebook page ‘likes’, 0 company’s
wall comments, 1,127 user’s wall comments, 0 company’s commented comments and
0 user’s commented comments. Google’s interaction index equaled 0.

Apple. Apple had a total of 605,623 Facebook page ‘likes’, 0 company’s wall comments,
744 user’s wall comments, 0 company’s commented comments and 14 user’s
commented comments. Apple’s interaction index equaled 0.

Walt Disney. Walt Disney had a total of 50,320,343 Facebook page ‘likes’, 0 company’s
wall comments, 2,624 user’s wall comments, 0 company’s commented comments and
0 user’s commented comments. Walt Disney’s interaction index equaled 0.

BMW. BMW had a total of 19,590,942 Facebook page ‘likes’, 6 company’s wall
comments, 1,144 user’s wall comments, 0 company’s commented comments and 268
user’s commented comments. BMW’s interaction index equaled 0.
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Amazon.com. Amazon.com had a total of 26,186,147 Facebook page ‘likes’, 26 compa‐
ny’s wall comments, 4,482 user’s wall comments, 25 company’s commented comments
and 359 user’s commented comments. Amazon.com’s interaction index equaled 0.006.

Samsung Electronics. Samsung Electronics had a total of 789,383 Facebook page
‘likes’, 2 company’s wall comments, 1,585 user’s wall comments, 7 company’s
commented comments and 9 user’s commented comments. Samsung Electronics’ inter‐
action index equaled 0.004.

Nike. Nike had a total of 22,834,501 Facebook page ‘likes’, 0 company’s wall
comments, 124 user’s wall comments, 0 company’s commented comments and 0 user’s
commented comments. Nike’s interaction index equaled 0.

Microsoft. Microsoft had a total of 6,335,813 Facebook page ‘likes’, 59 company’s wall
comments, 1,398 user’s wall comments, 64 company’s commented comments and 290
user’s commented comments. Microsoft’s interaction index equaled 0.046.

Johnson & Johnson. Johnson & Johnson had a total of 663,232 Facebook page ‘likes’,
2 company’s wall comments, 202 user’s wall comments, 2 company’s commented
comments and 2 user’s commented comments. Johnson & Johnson’s interaction index
equaled 0.010.

Nestle. Nestle had a total of 7,406,235 Facebook page ‘likes’, 1 company’s wall
comment, 38 user’s wall comments, 1 company’s commented comment and 3 user’s
commented comments. Nestle’s interaction index equaled 0.026.

Table 1. Summary of Facebook Data. Key: CWC: company’s wall comments; UWC: user’s wall
comments; CCC: company’s commented comments; UCC: user’s commented comments; CCC/
UWC: company and user interaction index;
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Please refer to Table 1 for the summary of Facebook data. Overall, hypothesis 1 was
not supported, while hypothesis 2 was partially supported. Please refer to Fig. 1 for the
summary of the Facebook page ‘likes’.

5 Discussion

The present study examined whether social media is helpful for managing reputation
online; in other words, it studied whether there is a significant relationship between a
company’s reputation and the level of company’s direct interaction with users online,
such as on its official Facebook page. The study’s main findings have several impli‐
cations.

First, the results suggest that the upper half of the top-tier reputation companies are
engaged in less interaction than those in the lower half, since four out of five companies
in the upper half of the reputation ranking did not engage in any dialogic communication
with the users, whereas only one out of five companies in the lower half of the reputation
ranking had an interaction index that equaled 0. In fact, the company with the highest
interaction index was Microsoft, which was in the lower half. Second, the fact that the
lower half of the top-tier has a higher interaction index indicates the efforts of the lower
half of the top-tier reputation companies’ to further improve their reputation by more
actively engaging in conversations with their publics. At last, based on the present
study’s findings, there was no direct positive correlation between the number of Face‐
book page ‘likes’ and the company’s reputation level, implying that the halo effect may
not necessarily exist on social media.

Fig. 1. Relationship between reputation and the number of Facebook page ‘likes’
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6 Limitations and Future Research

There were several limitations to the present study. First, the organization’s official
Facebook pages were examined, thus leaving out other affiliated branches, which may
result in a higher number of page ‘likes’. Second, since the collected data represent only
a 1-month period, it is just a snapshot of the company’s overall online interaction with
users on Facebook. Third, regarding the Facebook ‘like’ button feature, a survey on the
motivation of ‘liking’ a company’s Facebook page should be conducted in order to assess
whether it is an adequate indicator of Facebook users’ motivations towards the compa‐
ny’s reputation.

At last, since communication is just one aspect of many other components that
influence a company’s reputation, it may be difficult to generalize the implications to
the overall reputation. Furthermore, since dialogic communication is based on both
frequency and content. The present study focused only on frequency. Thus, for future
studies, it is recommended that researchers conduct a semantic network analysis to
examine the content as well. Furthermore, other major social media platforms, such as
Twitter and Instagram, should be analyzed concurrently to gather a more comprehensive
data on online dialogic communication and its relations to the company’s reputation.
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Abstract. Social Systems (SS) are dynamic systems, with features such as:
frequent exchange of messages and expression of feelings spontaneously. The
postings of users on SS reveal their opinions on various issues, including on
what they think of the system. In this study, we classified postings of users from
two SS of different contexts: a popular SS (entertainment) - Twitter and an
academic SS of a university – forums, to investigate information related to
usability and user experience (UX) of such systems. Results showed they are
useful to (i) obtain user’s sentiments about the system; (ii) to identify possible
problems during their experience and (iii) to perceive from the set of classified
postings the context of use of the system.

Keywords: Human computer interaction � User experience � Usability � Social
systems � Postings related to the use (PRUs)

1 Introduction

With the explosive growth of social media on the Web (Social Systems, SS), e.g.,
reviews, forum discussions, blogs, micro-blogs, Twitter, comments, and postings in
social network sites, individuals and organizations are increasingly using the content in
these media for decision making [24]. In this sense, some authors have been devoted to
collect such data in order to study people’s feelings, their behaviors, collaboration,
relationships etc. Wang et al. [41], for instance, investigated regrets from the messages
of users on Facebook; Lim and Datta [23] studied communities that share common
interests on Twitter; Mogadala and Varma [31] did a study about the humor mood
transition of Twitter users. Other studies have focused on the analysis of postings from
users in order to understand their views as for health [1, 11, 16, 17, 32], politics [7] etc.

In the area of Human Computer Interaction (HCI), the opinions of users are
important in the evaluation of a system. Asking their opinion regarding a product,
checking whether they enjoy it, checking whether the product is aesthetically appeal-
ing, how they accomplish what they want, and checking whether they face problems
when using it are possible forms of evaluating a system [37]. The main techniques for
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collecting user opinion about the system are: field research, interviews and question-
naires [2, 9, 37]. However, such techniques do not consider the spontaneity of the users
at the moment when they are using the system [28, 34, 37]. We believe that the
spontaneous way of the users in describing a problem with the system to their friends,
while using it, may be different from a description they do to a specialist. Preece,
Rogers and Sharp [37] raised the following thought: “What users say is not always
what they do”. People sometimes give answers which are not true, or they may just
have forgotten what happened. Thus, can evaluators believe all the answers they
receive? Are respondents saying “the truth”, or are they simply providing the answers
they presume the evaluator wants to hear? Moreover, in SS the interaction is mainly
constituted of written texts. Why not to take advantage of this feature in SS commu-
nication for obtaining relevant data on the use of the system?

In our previous work, we did studies with postings of users in SS [26, 27]. In [28],
we did a systematic review of studies in the field of HCI and Natural Language
Processing (NLP). In [26], we investigated whether SS users post messages about the
system in use, for which we had a positive conclusion. Users praise the system, criticize
it, make comparisons, clarify doubts and provide suggestions about the system. In [27]
we conducted two experiments with postings of users on SS in order to investigate how
users express their feelings regarding the use of the system, and how to assess the Users
eXperience (UX) by using their postings during the system interaction. Results showed
some characteristics of postings related to the use which may be useful for Usability
and UX (UUX) evaluation in SS. Therefore, our goal in this work is to investigate
UUX of a system from the users’ postings when using it, specifically, we hope to get
assessment results UUX from the posts of two SS of distinct contexts.

We collected users’ postings from two SS: a popular SS (entertainment) - Twitter -
and an academic SS of a university – forums. This investigation sought to answer the
following research questions: (i) Is it possible to classify users’ postings in dimensions
of UUX? (ii) Is it possible to find out, from users’ postings, which the main problems of
the system are? (iii) Is it possible to realize, from users’ postings, the context of use of a
system?

In this study, 29 participants (students and specialists in HCI) classified 1,210
postings and discussed their impressions about this form of evaluation.

This paper is organized as follows: in the next section, we present some related
works. In Sect. 3, we describe concepts about SS, postings related to the use and UUX.
In Sects. 4 and 5, we describe the investigative studies, followed by final considerations
and future work.

2 Related Work

Some studies that have focused on user narratives in order to study UUX or UX are:
[13, 14, 22, 35, 40]. In [13], the authors, focusing on studying UX from positive
experiences of users, collected 500 texts written by users of interactive products (cell
phones, computers etc.) and presented studies about positive experiences with inter-
active products. In [22], the authors collected 116 reports of users’ experiences about
their personal products (smartphones and MP3 players) in order to evaluate the UX of
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these products. Users had to report their personal feelings, values and interests related
to the moment at which they used those. In [35], the authors collected 90 written
reports of beginners in mobile applications of augmented reality. The focus was also
evaluating the UX of these products, and the analysis consisted in determining the
subject of each text and classifying them, by focusing attention on the most satisfactory
and most unsatisfactory experiences. Following this line, in [40], the authors studied
691 narratives generated by users with positive and negative experiences in technol-
ogies in order to study the UX from them.

In the four studies mentioned above, the information was manually extracted from
texts generated by users. The users were specifically asked to write texts or answer a
questionnaire, unlike the spontaneous gathering of what they post on the system.

In [14], the authors extracted reviews of products from a reviews website and did a
study in order to find relevant information regarding UUX in texts classified by spe-
cialists. However, they did not investigate SS, but other products used by users. In this
case, the texts were written by products reviewers. It is believed that the posture of
users in a product review website is different from that when they are using a system
and face a problem, then deciding to report this problem just to unburden or even to
suggest a solution.

In this work, we focused on considering the opinions of users about the system in
use from their postings on the system being evaluated. We intend thereby to capture the
user spontaneously at the moment they are using the system.

3 Background

3.1 Social Systems

Social Systems focus on enabling its users to communicate and interact with each other
in different ways and for several purposes [1, 8, 19]. Complementing this concept, [6]
specify SS as web-based services that allow individuals to (1) create a public or semi-
public profile within a limited system, (2) articulate a list of other users with whom they
share a connection, and (3) view and surf through their list of connections and through
those made by others within the system.

For [36], SS are communication systems often used in the composition of col-
laborative systems such as: social networks, in which various types of communication
systems are adapted to allow multiple forms of interaction between users; learning
environments, in which multiple communication systems are available to be used and
configured in each course; or in virtual environments, which often contain a chatting
service and audio conferencing. This work considers the latter definition, by consid-
ering as the main interaction the text messages posted by users: their postings.

The SS used in this research were: Twitter1 and SIGAA.2 Twitter is one of the
largest microblogging services on the Internet with over 600 million active users.3

1 Available: <https://twitter.com/>. Access in: January 2015.
2 Available: <www.si3.ufc.br/>. Access in: January 2015.
3 Available: <http://www.statisticbrain.com/twitter-statistics/>. Access in: January 2015.
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Microblogs are short text messages that users produce to share all kinds of information
with the world. On Twitter, these microblogs are called “Tweets” and may contain
news, announcements, personal affairs, jokes, opinions etc.

The SIGAA (Integrated System of Academic Activities Management) is the aca-
demic control system of the Federal Universities in Brazil, and, through such system,
students can have access to various features such as: Enrollment receipt, academic
history, enrollment procedure etc. The system allows the exchange of messages
through a discussion forum. Its users are students and university staff.

3.2 Postings Related to the Use

The main form of interaction in social systems are their posted messages, whether they
are public or private. In their postings, users deal with various issues. This work
focuses on the public postings in natural language in which the users refer to the SS
they are currently using (Postings Related to the Use, PRUs). For example, if the user is
using Facebook, we are interested in Facebook PRUs; if the SS under evaluation is
Twitter, the PRUs should be regarding Twitter.

Next to this field of text analysis, there are studies about reviews of products or
services on the web. In recent years, the use of websites to evaluate products and
services has become increasingly common. Websites such as Booking.com, Decolar.
com, Tripadvisor etc. provide a space for clients to disclose their reviews on products
and services.

A review is a small text written by a user of the product or service who used it for
some time, detailing its positive and negative points and possibly providing an eval-
uation of it and a recommendation to other potential buyers [14].

It is worthy highlighting the reflection about these two concepts: reviews of
products or services and user comments in SS. From studies and empirically, we come
to the description of their differences in the following aspects:

1. Form:reviewsarestructuredtexts,presentingcertainregularityintheformatoftheinfor-
mation, such as, for example, a completed form. There are fields to score, text input for
evaluation and even a field of the aspect to be evaluated, whereas postings in SS are
unstructured texts, presenting no regularity in its format. Postings of usersmay display
images,varioustypesoftextsandcharactersandevenlinksreferencingpages;

2. Motivation: a series of online articles [10, 20, 30, 38] have been written in order to
explain why people write reviews. Among the main reasons given, the authors
generally agree that people write reviews because they care about their fellow
consumers and want to help others in making a decision [10]. In [26], we conducted
a research on characteristics of PRUs of SS and noted that users praise, criticize,
make comparisons, clarify doubts and provide suggestions about the system, which
leads us to believe that such comments contain users’ reports about their experi-
ences of use in the system; and

3. Context: at the time of review, the reviewer is not using the system being evaluated.
The fact that the users make comments on the own SS they are using may be a way
to request help to solve a problem at the time of use.
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The postings used in this research were obtained from previous experiments. We
extracted 295,797 Twitter postings using an extraction tool in six samples taken from
October to December 2012 [29]. For the SIGAA system, we extracted 24,743 postings
after system installation (2nd half of 2010) until January 2014 [25]. Of these, PRUs
were selected for evaluation of both systems

3.3 Usability, User Experience and Their Goals

Usability, according to [37], is generally considered to be the factor which ensures that
products are easy to use, efficient and pleasant - from the user’s perspective. According
to [15], usability is a measure in which a system, product or service can be used by
specified users in order to achieve specified goals with efficacy, efficiency and satis-
faction in a specified context of use.

UX, in turn, consists of perceptions and responses of people, resulting from the use
and /or from the anticipated use of a product, service or system [15]. According to [15],
it includes all emotions, beliefs, preferences, perceptions, physical and psychological
responses, behaviors and user achievements that occur before, during and after use.

In [14], the authors investigated the main goals of UUX, based on studies [3, 5, 12,
21, 39] and came to the following goals (Table 1). We used these dimensions in this
paper.

4 First Investigation

4.1 Participants

This investigation was conducted in March 2014 with 17 students of a HCI discipline
of the course of Computer Science, 14 men and 3 women aged 22−25 years old.

Table 1. Dimensions of UUX used for the studies in this paper

[12, 39] [5] [5, 21] [3]

Dimension Dimension Dimension Dimension
Learnability Likeability Anticipation Affect and Emotion
Memorability Pleasure Overall Usability Enjoyment, Fun
Efficiency Comfort Hedonic Aesthetics, Appeal
Errors/effectiveness Trust Detailed usability Engagement, Flow
Satisfaction User differences Motivation

Support Enchantment
Impact Frustration

Hedonic

Fonte: Hedegaard and Simonsen [14]
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4.2 Procedure

As this investigation was applied with students of a discipline of HCI, the theoretical
basics of UUX and its goals had been previously taught in previous classes, as well as
UUX assessment methods.

The research consisted in: each student would classify 50 PRUs, arranged in a
worksheet, according to the following categories: (1) type of PRUs; and (2) UUX
goals. The types of PRUs are criticism, question, compliment, suggestion, help and
comparison [26]. The UUX goals were those proposed by [14], arranged in Table 1.
We also presented the examples arranged in Table 2. The deadline for classification
was 2 weeks, and at the end, the student should deliver the worksheet with the 50
classified PRUs and a completed questionnaire. In addition to personal information
such as name, age and the SS analyzed, the questionnaire contained only three ques-
tions: (1) what is the feeling os users you have noticed more frequently in postings?
(2) what are the main complaints (problems faced in the system)? and (3) what are the
main compliments (system benefits) perceived in the messages? Ten students worked
with PRUs of Twitter and seven students worked with the PRUs of SIGAA.

4.3 Results

After two weeks, the students delivered us the PRUs classified by them, which were
corrected by two HCI specialists, authors of this paper. We noted that 80 % of the
postings were correctly classified. However, their main mistakes were:

1. Regarding the type of PRU: confusion between the types doubt and help (for
SIGAA). Although some PRUs were actually doubts, the students classified them as
help, for instance: “Does anyone know how I can get a history of disciplines here?”
represents a doubt, whereas “Go to “see previous courses” on your homepage..
then click the small blue arrow there is in each discipline, then on the left you will
see “students” and then “see marks”.” is an example of help;

Table 2. Examples of PRUs classified

PRUs Dimensions of UUX

“Twitter is way slow today” Efficiency
“I looooove Twitter” Satisfaction
“It’s been returning error when I send Tweets from my mobile” Effectiveness
“I guess I’m loving Twitter more than Facebook, once there I don’t
express myself that much *-*”

Motivation

“I’m already in love with this website!!” Satisfaction,
Enchantment

“I HATE this new Twitter interface!!!” Emotion, Aesthetics
“How can I remove this timeline?” Support
“It took half a year to read the Tweets grrr damn bug” Efficiency, Emotion,

Frustration
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2. Concerning the classification by UUX goals: confusion between the goals effec-
tiveness, efficiency and utility.

The classification of 50 postings enabled each student to have a perception of the
system, providing an evaluation result through their questionnaires. In their responses,
they identified the main feelings of users towards the system, their complaints and
compliments. Figures 1, 2 and 3 illustrate the students’ perception regarding the set of
PRUs analyzed on SIGAA.

From the experiment with the students, we concluded that it is possible to obtain
results of an evaluation from a set of PRUs. In this study, it was possible to create a
relationship of categories of PRUs classified by the students. For example, 48 % of the
criticisms were related to the effectiveness goal, and 86 % of them were related to the
frustration goal. However, we did not request the students to indicate the functionality
referred by the user when reading a PRU. Still, in order to answer the questionnaire, the
student described the main features mentioned by users (Fig. 2). We note that the
functionality is a required information to be collected. From this, we would be able to
discover the main features presenting UUX problems in the SS. We could also carry
out a correlation between the functionalities and the other features of classification
suggested in this paper, for instance: “x% of the doubts were related to the functionality
y” or “w% of the criticism was related to the functionality y and to the effectiveness
goal”.

Fig. 1. Main feelings perceived on SIGA Fig. 2. Main causes/functionalities perceived
on SIGAA

Fig. 3. Main compliments perceived on SIGAA
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5 Second Investigation

5.1 Participants

This research was carried out in November 2014 and had 12 specialists in HCI, 4 from
academia and 8 from industry. We consider as academy specialists those who teach in
universities and as industry specialists those who work with HCI in companies, fol-
lowing the profile shown in Table 2.

5.2 Procedure

The 12 specialists in HCI were invited two weeks in advance, and the investigation
occurred during a morning following the schedule below (Tables 3 and 4).

The specialists received the postings to be classified, the goals for UUX classifi-
cation (Table 1) and examples of PRUs classified by UUX (Table 2). Each specialist
received 30 PRUs to classify. Half of the specialists received PRUs from SIGAA, and
the other half had PRUs from Twitter. In the validation step, the SS were exchanged;
the specialist who had classified SIGAA validated Twitter, and vice versa. This was
done so that each specialist could have a view of a different SS.

After the classification step, we provided a moment for brainstorm, at which the
specialists discussed about: the user feelings, their intended uses, types and the
importance of PRUs (conclusions, actions or how they would represent). Two authors
of the research took notes on the whiteboard. After the brainstorm, participants should
write on a blank sheet their main difficulties regarding the classification of PRUs.

5.3 Results

The results are presented in difficulty of classification and perceptions for evaluation
using the PRUs of users in SS. The main difficulties of the specialists were: 1) great
number of goals, leading to uncertainty at the time of classification; and 2) some goals

Table 3. Profile of specialists in HCI

Participants profile

Gender Women (8)
Men (4)

Age From 26 to 35 years old (7)
From 36 to 45 years old (3)
Above 45 years old (2)

Field Academia (4)
Industry (8)

Time of experience From 4 to 8 years (7)
From 9 to 13 years (3)
Above 13 years (2)
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are intersections of others, such as: usability (effectiveness, efficiency, satisfaction,
utility, learning, security, memorization) and emotion (satisfaction, frustration, affec-
tion, pleasure, enchantment).

During the analysis of PRUs classified by the specialists, we realized that some of
them did not have the usability classification, only the UX, for example, the following
PRU: “Syndrome of screen exchange on Twitter. Whenever I refresh the screen, I place
the cursor to the left and it goes to ‘discover’ tab Grrrr”. The feeling is so perceptive
that they classified it regarding the UX goals frustration and emotion, but did not
classify it as for the security goal.

In another example, “I hate this feature of Twitter of favoriting a tweet by just
laying the cursor on it, we cannot even stalk fearless anymore”, specialists classified
the UX goals: frustration and emotion, but missed the goal usability, identifying a
security issue.

Although the specialists had a short time for the analysis (30 min for classifica-
tion + 30 min for validation, with two different SS), they were able to report some
information about the evaluated SS and its users, such as: “we can see that SIGAA
users are beginners”; “SIGAA users are not yet used to the platform”; “Some features
have not yet been implemented on SIGAA”; “Twitter users are satisfied, motivated and
engaged! I had never imagined that…”. There were also other interesting discussions
about the user: “What is their purpose when posting?”, “What do they want?”, “What is
their priority? Expressing feeling? Asking for help?”.

Regarding the feeling expressed by users in PRUs, a specialist noted that there are
feelings in all cases; they only differ as for polarity and intensity, for example: very
happy. On the other hand, other specialists noticed that the feeling was not always
expressed, although system problems were reported. They commented that it would be
interesting to also classify what caused that feeling.

We noted that, as the specialists become familiar with the method, they begin to
classify the postings more easily, and also that analyzing only one posting is not
enough, but from a set of PRUs it is possible to give some information about the

Table 4. Agenda of investigation with specialists in HCI

Time Activity Description

From 08:00
to 08:30

Welcoming the
specialists

Cooffe break

From 08:30
to 09:00

Presenting the
investigation

Short presentation explaining the main concepts of
the work

From 09:00
to 09:30

Classification Each specialist will classify the postings of users of a
SS

From 09:30
to 10:00

Validation Each specialist will validate the postings classified by
another specialist colleague

From 10:00
to 10:55

Brainstorm The participants will discuss about the experience

From 10:55
to 11:00

Closing and
acknowledgment

Closing investigation
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context of use. The specialists discussed about what they would do with the result. We
highlight the following answers: analysis of product acceptance, application develop-
ment, interface improvement or correction of system bugs.

6 Final Considerations and Future Work

We conclude this research addressing the following issues raised in the study: (i) Is it
possible to classify PRUs in dimensions of UUX? Yes, it is. The students and the
specialists classified the PRUs in UUX goals. However, some measures should be
taken in this regard in order to facilitate the classification process, such as: the clas-
sification of goals should be simplified, by removing intersections between them not to
confuse the specialist. The goals should also be separated by quality of use, such as:
usability goals and UX goals, preventing them from forgetting any of the criteria.

The second question raised: (ii) It is possible to discover, from a set of PRUs, which
the major problems of the system used are? Yes, it is. In some PRUs, the problem is
clearly presented. In these, a classification of the problem (or the cause of posting)
could be made in order to establish a correlation with the other classifications made.
The classification would be the cause or the functionality mentioned by the user, that is,
referred in their PRU.

The third question was: (iii) Is it possible to perceive, from a set of PRUs, the
context of use of the system? Yes, it is possible to perceive it from a simple set of
classified PRUs, as well as in other evaluation methods such as heuristic evaluation, for
example, in which certain items of the system have to be evaluated in order to reach a
conclusion about it. For the evaluation from PRUs, it is necessary to have a number of
items (PRUs) evaluated so we can reach any relevant conclusion.

We can therefore conclude that it is possible to achieve results of evaluation of
UUX from the PRUs analysis. This investigation resulted in 1,210 PRUs analyzed,
from which 850 were classified by students (350 from Twitter + 500 from SIGAA) and
360 were classified by HCI specialists (180 for each SS: Twitter and SIGAA).

Some studies have already been carried out from the PRUs of users in SS. In [25],
we proposed an Evaluation Model of the User Textual Language. We intend to con-
tinue this work by studying characteristics of PRUs and how they can be useful in order
to obtain user perceptions regarding the system.
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Abstract. In this paper, we analyze the posting and voting activities of reddit’s
users and show how these interact with the site’s structure to create an environ‐
ment where information activists could build a resource base to oppose the 2012
US House of Representatives bill, Stop Online Privacy Act (SOPA). The broad‐
casting function of the ‘Front Page’ was important in raising awareness of SOPA
among reddit’s users. Broadcasting the outcomes of collective voting back to the
voters establishes an attentional feedback loop, and this imbued the collective
action which followed with certain characteristics. Continuing a longitudinal
investigation into changes in the ways that user attention and activity is distributed
between the site’s 240,000 ‘subreddits’, we conclude by theorizing whether such
collective action will be possible on the reddit of the present.

Keywords: Reddit · Social News · Public sphere · SOPA

1 Introduction

Reddit is a Social News site where users submit content and vote to dictate the promi‐
nence with which each item will be displayed. It was viewed by 174 million unique users
in September 20141. Reddit is divided into more than 240,000 “subreddits” or content
categories (but 50 % of these are inactive and have received less than 5 posts in total).
According to surveys conducted with reddit’s users in 2010 and 2011, the site’s users
are predominantly male, white, young and living in the United States - a survey
conducted in 2010 and completed by 25,000 reddit readers found that 40 % were white
males aged 18–34 living in the United States [1].

Research on Social News platforms has tended to involve either a quantitative
approach to describing the functioning of a particular platform as a whole [2–6] or users’
behavior [7, 8] - or a more qualitative approach to a particular event or phenomenon
which occurred on a Social News platform [9–11]. Published work tends to either focus
on the platform itself (without making reference to the content) or on a particular case

1 www.reddit.com/about.

© Springer International Publishing Switzerland 2015
G. Meiselwitz (Ed.): SCSM 2015, LNCS 9182, pp. 229–241, 2015.
DOI: 10.1007/978-3-319-20367-6_23



study (without making reference to how the platform works). This paper combines
quantitative approaches to explore how reddit functions with a more qualitative
approach to telling the story of reddit’s involvement in the anti-SOPA movement and
how this was shaped by the former. Reddit is recognized by [12] as playing an important
role in this movement but their method, based on in-links, only captures reddit’s role
when it became part of the wider story (through the GoDaddy boycott). We consider
how the 79 posts about SOPA which had previously appeared on reddit’s Front page
laid the foundations for the successful GoDaddy boycott, and the manner in which other
attempts at collective action on reddit succeeded or failed.

2 Who Sees What on Reddit? Pages and Algorithms

Every post submitted to reddit is voted on through the ubiquitous up/down voting
buttons. The posts which an individual user is shown are selected based on subreddit
and page criteria. Users most commonly browse aggregated pages where they are
presented with posts from the set of subreddits they subscribe to – for users who are
not signed into an account the posts they see on aggregated pages are drawn from the
‘default’ subreddits. Users also have the option of seeing posts from ‘all’ subreddits or
browsing posts from a specific subreddit.

The primary page type for browsing posts selects these based on the ‘Hot’ ranking
algorithm. Reddit’s ‘Front page’ is the site’s most viewed page and shows posts from
the subreddits a user is subscribed to with the highest ranks as determined by this algo‐
rithm – users who aren’t signed into an account see the ‘default Front page’. This ‘Hot’
algorithm uses only two variables to generate ranks – the post’s score and time of
submission [13]. Voting scores undergo a log10 transformation such that a score of 1000
bears only twice as much weight as a score of 100. Time of submission is used to penalize
older posts, and coupled with the log10 transformation of voting scores the result is that
even very popular posts cannot remain on the Front page for long.

To appear on pages which use the ‘Hot’ algorithm a post must have a high score –
this requires users to browse (and vote) on pages which select posts on other criteria.
The ‘New’ page shows posts in reverse chronological order – every post appears on this
page initially and is then pushed down the order by subsequent submissions. The
‘Rising’ page shows posts which are relatively fresh and have already begun to accu‐
mulate up-votes. Before appearing on the default Front page, a post will always appear
on the ‘Hot’ page for the subreddit it was submitted to (referred to here as the ‘Main’
page for the subreddit) – votes cast here can help the post to out-score competitors from
other subreddits and be shown on the Front page.

Each of these page types has been observed at 30-min intervals between August 20th
and September 27th 2012. The subreddit-specific versions of the New, Rising, and Main
pages have been recorded for a variety of subreddits. At each observation point, the
posts’ previous numbers of votes and comments have been subtracted to yield values
which reflect the previous 30 min. These values have been modelled in R with a Negative
Binomial regression using time since previous observation as an offset and the page(s)
a post appeared on at a given observation point as explanatory variables. This allows us
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to estimate the levels of activity associated with appearance on each page. Table 1 shows
details of the model fit for up-votes on the /r/funny2 and /r/worldnews subreddits (both
‘default’ subreddits at the time).

Table 1. Model parameters for a negative binomial regression model of number of new up-votes
by page- with an offset for the time since previous observation. In generating estimates for the
number of up-votes per page, posts appearing on the Front page are assumed to appear simulta‐
neously on the Main page.

Coefficient Std. Error p value Estimated Up-votes per

minute

Subreddit Funny Worldnews Funny Worldnews Funny Worldnews Funny Worldnews

Intercept       0.836 −4.7 0.03 0.01 <0.01 <0.01      2.3      0.01

New −2.1      0 0.04 0.01 <0.01 <0.01      0.3      0.01

Rising       0.6       1.5 0.02 0.02 <0.01 <0.01      4.1      0.04

Main       1.7       3.8 0.03 0.01 <0.01 <0.01 12.2      0.5

Front – L1       1.8       3.8 0.02 0.02 <0.01 <0.01 75.7 20.2

The model for /r/funny posts shows that voting rates were lowest on the New page
(0.3 vpm), with appearance on the Rising (4.1 vpm), Main (12.2 vpm) and Front
(75.7 vpm) pages being associated with greatly increased voting rates. The /r/worldnews
subreddit follows a similar pattern but with lower voting rates on every page – the New
(0.01 vpm), Rising (0.04 vpm) and Main (0.5 vpm) pages are particularly disadvantaged
as compared to /r/funny, while posts appearing on the Front page (20.2 vpm) suffer less
of a deficit. Models of other activity types (down-votes, comments) are not presented
here but follow the same pattern [1]. This suggests that /r/worldnews may be a subreddit
which many users remain subscribed to but don’t actively engage with – voting on posts
only when they encounter them on the Front page.

These voting rates indicate that it is better to conceive of reddit’s voting system as
involving a number of stages or hurdles which a post must overcome if it is to earn a
place on the Front page – rather than the singular process which the ‘Hot’ ranking algo‐
rithm intimates. The function served by the New page is to determine which posts will
be displayed on the Rising page – while a post can appear on both pages simultaneously
the voting rate on the Rising page is considerably higher. A similar relationship exists
between the Rising page and the Hot pages (Main/Front). Posts which appear on the
same page are in effect competitors, and only some of these will score well enough to
earn a place on the next page in the sequence and the increased voting rate which comes
with that territory – propelling them to much higher scores than rival posts which don’t
make the transition. The role of the New page as a gatekeeper for the Rising page, low

2 The /r/ prefix denotes a subreddit name – e.g. the url reddit.com/r/funny loads the main page of
the ‘funny’ subreddit.
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levels of voting on this page, and log10 transformation of voting scores in the Hot algo‐
rithm – all combine to give early votes accentuated influence over reddit’s collective
decision-making.

3 Redditors’ Submission and Voting Behavior

Reddit have provided access to post submission and voting data for the month of March
2009 – although this data relates to an earlier time in reddit’s history it allows for analyses
which are otherwise not possible with data collected through the API (as voting is anon‐
ymous). In March 2009 102,232 users cast 3,346,062 votes (of which 77 % upvotes) on
352,902 posts. Of these users 33,589 (33 %) only acted once (one vote or submission),
whereas the most active user for the month registered 23,776 actions. The distribution
of votes and submissions between users is highly skewed and similar to a power law
distribution – with 80 % of votes being cast by 11.6 % of users. Users tend to specialize
in either voting or submitting. Of the 68,643 users who acted more than once, 68 % only
engaged in one form of activity (53 % voters, 47 % submitters). Users who submit posts
are largely distinct from users who vote on these posts.

The most active voting users diverge from their less active peers by the frequency
of their votes, but also by the nature of their votes – to the extent that they can be
considered a class of voting ‘superparticipants’ [14]. These voting superparticipants are
more likely to cast down-votes, are more likely to vote on fresh posts (first 20 votes cast
on a post) and are more likely to vote quickly (voting within 10 s of their previous vote).
Figure 1 shows the prevalence of these behaviors in user groups defined by activity level.

Fig. 1. Top: Percentage of a user’s votes which correspond to the three ‘expert’ voting behaviors.
Bottom: Percentage of total users and votes for each activity level group.

As noted above, early stage pages (New, Rising) see low voting rates but all posts
must progress through these pages to reach higher visibility locations. If a user wished
to try and censor reddit one approach would be to down-vote posts when they are fresh
and thus prevent them from reaching areas where they will be seen and assessed by many
more users. There may be strategic value to voting on the New and Rising pages, and
some of the voting superparticipants who are active there may be aiming to maximize
their impact on the site or to curb the capacity of certain perspectives to be heard – down-
voting posts quickly based on their title alone.
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There is however a more innocuous explanation which sees these users as pitching
in on the New page and filtering out the many poor submissions so that other users don’t
have to sift through these. The argument against this explanation is the prevalence of
quick votes (19.5 % of all votes in this month were cast within 10 s of the user’s previous
vote) – for most subreddits it is not possible to assess the quality of a post within 10 s
and these votes are likely based on the title alone. The outcome is that many posts
submitted to default subreddits are quickly discarded when early down-votes from a few
users prevent them from progressing to the Rising page.

Digg, reddit’s predecessor as the most active Social News site, was perceived to have
problems related to censorship (e.g. the ‘Digg Patriots’, a group which coordinated to
bury left-leaning content soon after submission [15]) and to be dominated by an elite of
‘Power Users’ whose submissions often occupied high-attention areas of the site [16].

The voting data for March 2009 allows us to assess whether ‘voting superpartici‐
pants’ on reddit fare well when they submit posts. The scores for a users’ posts were
first converted into an ordinal variable with 4 levels (<0, 0, 1–20, 21+) and then
modelled in STATA’s GLLAMM package using a multi-level ordinal logistic regres‐
sion. Incorporating a random effect for users allows the model to estimate effects for the
explanatory variables without being distorted by individual differences in users’ ability
to submit high-scoring posts. Details of the model fit are included in Table 2.

Table 2. Model parameters for a multi-level ordinal logistic regression model, with a random
effect for Users and Post Score (ordinal) as the response variable (Deviance 552780.7).

Coefficient Std. Error 95 % Confidence p-value

User’s Post Submission Proportion −0.0962        0.0167 −0.13, −0.06 <0.001

User’s Total Post Submissions −0.0007        0.0001 −0.001, −0.0005 <0.001

User’s Account Age        0.0956       0.0069 0.08, 0.11 <0.001

Active on non-default subreddit        0.3193        0.0188 0.283, 0.356 <0.001

User’s Total Votes        0.00116 <0.0001 0.001, 0.0013 <0.001

User’s Quick Votes −0.0012        0.0001 −0.0014, −0.001 <0.001

User’s Early Votes −0.0004        0.0001 −0.0006, −0.0002 <0.001

Cut-point 1 (Score < 0) −1.008        0.0171 −1.18, −1.13 <0.001

Cut-point 2 (Score <= 0)         1.8        0.0175 1.76, 1.83 <0.001

Cut-point 3 (Score <= 20)         4.061        0.021 4.02, 4.1 <0.001

Users who submit a high number of posts, and have a high proportion of post
submissions (relative to voting activity) tend to submit posts which don’t score well.
High levels of user voting are associated with successful post submissions – but this
effect is more than offset by the effects of ‘Quick’ and ‘Early’ votes, with the result that
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users engaging in these behaviors don’t tend to submit high-scoring posts. Users with
older accounts, and those who had some activity on a non-default subreddit, tended to
submit higher-scoring posts. These effects indicate that posts submitted by users who
have more rounded involvement in reddit are more likely to score well. Through the
lens of Common Pool Resources [17] – reddit appears resistant to free-riders (those who
would consume the attentional resource through their submissions without contributing
much of their own attention to the common pool by browsing and voting).

Longitudinal analysis of reddit’s Front page over two years confirms that its content
is not dominated by elite users to the same degree as Digg’s was perceived to be at the
peak of its popularity [16] – with 55 % of all posts observed on the Front page being
submitted by a user who only achieved this once.

4 Reddit and the Stop Online Piracy Act (SOPA)

The above explorations of how reddit functions will now be used to provide context for
a case study of reddit’s involvement in the ‘internet campaign’ against SOPA. This case
study considered the content, comments and timing of 258 posts about this subject
observed on reddit’s default Front page between October 27th 2011 and February 3rd
2012 [1]3.

Posts about SOPA appeared on reddit’s default Front page before the legislation was
being covered by Newspapers (television news channels didn’t begin to cover the legis‐
lation until much later), being regularly mentioned on Twitter, or being regularly
searched for on Google [1]. Early posts about SOPA on reddit linked to blog posts
(redd.it/lq2b14) and videos (redd.it/lrv38) about the legislation. It is telling that the 3rd,
4th and 5th posts about SOPA to appear on reddit’s Front page were already moving
towards collective action by asking users to sign petitions (redd.it/lvr2x & redd.it/lrux7)
or recounting a user’s own experience of writing to their elected representative to express
their disapproval (redd.it/lvr2x). The appearance of two posts on the default Front page
appears to have raised awareness of SOPA quite broadly among reddit’s users, and the
subsequent appearance here of posts calling for action suggests that a consensus quickly
emerged that this legislation should be opposed.

From this point, many of the posts about SOPA observed on reddit’s Front page were
geared towards raising awareness and spreading opposition beyond the site’s user-base.
Two courses of action were particularly effective - a boycott of GoDaddy aiming to
change their pro-SOPA stance which emerged from ordinary users in a grass-roots
fashion, and reddit’s involvement in the ‘blackout’ of January 18th which was imple‐
mented by administrators and moderators. The GoDaddy boycott will be described here.

On December 22nd /u/selfprodigy5 submitted a post to the politics subreddit titled
“GoDaddy supports SOPA, I’m transferring 51 domains & suggesting a move your
domain day” (redd.it/nmnie). Once this post appeared on the reddit Front page it received

3 Timeline and data-set available at: http://researchmills.com/sopa/index.html.
4 This is a short-form URL linking directly to a reddit post.
5 Prefix denoting a reddit user – www.reddit.com/u/selfprodigy shows their contributions.
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considerable attention and ultimately more than 3,000 comments. Popular comment
threads were supportive of the proposal, some criticizing GoDaddy on other grounds,
some offering advice on how to avoid transferring to a GoDaddy subsidiary, some asking
for and receiving evidence of GoDaddy’s support for SOPA. Over the following eight
days there were a further 24 posts about the GoDaddy boycott which appeared on reddit’s
Front page. The first of these was submitted to /r/technology and linked to the original
boycott post on /r/politics (redd.it/nmsiu) – this post served to spread awareness of the
boycott among redditors who were not /r/politics subscribers.

On the day after the original post was submitted two posts appeared on the Front
page which linked to articles about the boycott published on the Techdirt blog and Ars
Technica (redd.it/nn4j5). These articles were a sign that the boycott attempt was being
noticed outside reddit, and this feedback was in turn broadcast through the Front page.
Later in this eight day period posts appeared on the Front page which put numbers on
the effectiveness of the boycott - a loss of 72,000 domains in a week (redd.it/npmav),
21,000 domains in a single day (redd.it/npj2q). Other posts appearing on the Front page
during this period draw attention to the fact that certain organizations (e.g. Wikipedia)
have domains registered with GoDaddy – the intention being to suggest that these
organizations should transfer their domains. Subsequently there are posts announcing/
celebrating when organizations state that they will join the boycott.

On December 29th a post was submitted and up-voted to the Front page which
reminded users that the designated ‘transfer day’ had arrived (redd.it/nuimq) - this post
was not submitted by the same user who sparked the boycott. Later that day two posts
appeared on the Front page through /r/politics (redd.it/nvdf4) and /r/technology (redd.it/
nvg18) which detailed a press release from GoDaddy stating that they now actively
opposed SOPA – thus drawing the GoDaddy boycott episode to a close. In addition to
meeting the aim of changing GoDaddy’s stance, this boycott was also widely covered
by the conventional news media6 and online media [12], thus raising awareness of SOPA
beyond reddit’s users.

While the GoDaddy boycott was unfolding six posts also appeared on the Front page
which proposed boycotting other organizations that supported SOPA, or questioned the
emphasis on GoDaddy as the sole target of boycotting (redd.it/nq7cy). Suggested targets
for boycotts included movie theatres (redd.it/nokhw), Time Warner (redd.it/nob8i), EA
(redd.it/nqumv) and Nintendo (redd.it/nr2m3). These posts are interesting for two
reasons. The first of these concerns the expression of dissenting opinions [18]. If one
considers only posts about the GoDaddy boycott this idea seems to have emerged largely
from a single post and quickly received widespread support from reddit users. The other
posts considered here reveal that not all of reddit’s users jumped on the ‘GoDaddy
boycott’ bandwagon. These posts which question the strategy of only boycotting
GoDaddy appeared on the Front page alongside posts which were supportive of the
GoDaddy boycott.

Reddit users, through their use of the voting system, collectively ‘decided’ to
broadcast opinions on the Front page which went against the perceived majority
opinion. This could happen because redditors (excluding voting superparticipants)

6 E.g. http://www.bbc.co.uk/news/technology-16320149.
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generally cast more up-votes than down-votes. To appear on the Front page a post
does not necessarily need the backing of a majority of reddit’s users - it only needs
to attract more up-votes than the posts which it is directly competing with (i.e. those
which it appears alongside on the same page(s)).

The second point of interest here concerns the importance of comments. Although
these posts reached the Front page their comments pages hosted discussions which
tended to argue against the suggestion made by the post itself. Many popular comments
on these posts explain why it is prudent to focus on GoDaddy or criticize the suggested
target of the post. It is probably no coincidence that, despite appearing on the Front page,
these posts failed to establish the momentum on reddit which was critical to the success
of the GoDaddy boycott. This fits with the assertion in Sect. 3 that voting on posts tends
to be quite ‘shallow’ and this in combination with the simplistic ‘Hot’ algorithm and
low voting rates on early stage pages results in a degree of ‘randomness’ around the
decision as to which posts appear on the Front page. The default ‘best’ comment sorting
algorithm is more nuanced, using the proportion of up/down votes to generate a Wilson
score confidence interval7.

There are further examples from the SOPA case study of ‘poor quality’ posts which
appeared on the Front page and had popular comments which were fiercely critical. For
example, the post redd.it/mgw7f asks users to sign a Whitehouse.gov petition - popular
comments are critical of the petition’s grammar and the fact that it calls on the White‐
house to take action which is outside its power. Previous research indicated that once a
post appeared on the Front page it was unlikely to receive more down-votes than up-
votes - even when all of its high-scoring comments were very critical the level of up-
voting at worst matched the level of down-voting [1]. This suggests a dichotomy of users
who vote on Front page posts, those who read and contribute/vote on their comments
pages and those who do not.

There are also examples which suggest that the ‘Best’ ranking algorithm on the
comments pages may allow users to pick out and promote comments which are of high
value (e.g. redd.it/lvr2x - a user details their letter to their member of congress and top-
scoring comments include some from a ‘former capitol hill staffer’ explaining what
happens to such letters and how to make this kind of appeal more effectively).

Reddit’s success in raising awareness of SOPA and facilitating collective action against
it can be largely attributed to its capacity to show a very large number of individuals the
same set of items. The broadcasting of Front page posts sets the agenda on reddit, and
among the many attending users there are often some with particular expertise – post and
comment voting can allow contributions from these users to be widely seen, even where the
user themselves is not a well-established redditor. In addition to insightful high-scoring
comments, reddit’s coverage of this story also incorporated a post by an individual
attending a SOPA House Judiciary Committee hearing, providing a running commentary
on proceedings and answering the questions of other users (redd.it/ne9zn) – a crowd-
sourced on-location reporter.

During the SOPA case study reddit’s users were also able to use the voting tools at
their disposal to deal with a ‘false dawn’ in the GoDaddy boycott and to quickly adapt

7 http://blog.reddit.com/2009/10/reddits-new-comment-sorting-system.html.
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to a rapidly developing story (where the length of postponement of a vote on SOPA was
initially over-estimated by a Front page post but quickly corrected by subsequent posts
which displaced this on the Front page).

4.1 Collective Action on Reddit

The collective action against SOPA which was incubated on reddit called on a familiar
set of repertoires to those employed by more conventional activism organizations (e.g.
petitions, contact with representatives, boycotts). The major contrasts with activism
organizations like 38degrees and Moveon [19] are that (1) on reddit users were not
dichotomized as ‘leaders’ or ‘followers’, proposals could come from any user and be
circulated widely through the Front page, and (2) reddit set its own agenda for collective
action in this case, rather than organizing around an issue which was already in the media
spotlight.

In the absence of designated leaders, post and comment voting take on an organ‐
izational role. Instead of leaders who have the capacity to reach followers with
messages – the messages which reach participants are merely those which score the
most highly. This can result in mixed messages and chaotic action, but on the whole
reddit’s campaigns against SOPA show a surprising degree of strategy (quickly
dropping campaigns which are seen as flawed, focusing on those which show early
signs of impact through further Front page posts). The 258 posts about SOPA which
appeared on reddit’s default Front page were submitted by 223 different users. 16
users each submitted more than one post which appeared on the Front page, with 51
posts in total being submitted by these users. Aside from two administrator accounts
with two posts each – all of the front page posts were submitted by ‘ordinary’ reddit
users (i.e. not administrators or moderators). There is very little evidence of an
oligarchy of power submitters who dominated reddit’s coverage of this story or
coordinated the community’s attempts at collective action.

Reddit’s capacity to set its own agenda for collective action stems from its function
as an information broadcasting system – this could be likened to having an ‘in-house’
newspaper with a large readership. Although reddit is a ‘Social News’ site, collective
action could emerge and thrive because of its loose specification of which items were
eligible for submission. The latest article from Ars Technica could appear alongside a
23-page treatise from a Harvard law professor (redd.it/na3z8), a single-sentence
summary by a reddit user (redd.it/nbepe), and the response received by another user
from their member of congress (redd.it/lxrpk). All are merely ‘posts’, and have the
capacity to appear on the Front page depending on how users vote.

Reddit has not been designed with collective action in mind, and its ‘Social News’
structure imbues attempts at collective action with certain qualities and limitations.
Reddit posts are transitory in nature - for the hours they appear on the Front page they
are highly visible, but when they slip from this page they become difficult to locate due
to the site’s notoriously poor search functionality. The post which proposes or ignites
collective action is often edited to direct readers towards more lasting venues where that
action can be pursued. These venues include newly created subreddits, websites, Face‐
book groups and IRC channels. Any user can provide these resources, and those who
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do so first, or whose resources are utilized, become de facto leaders within the ad hoc
group that forms around the endeavor.

5 Reddit and the Fragmentation of Public Discourse

We posit that the speed with which awareness of SOPA could permeate reddit was
dependent on the presence of ‘default’ subreddits with large readerships. For the first
six weeks of the observation period high-visibility posts about SOPA were largely
confined to the /r/technology subreddit – but through the default Front page these were
also being shown to many readers with no particular interest in technology. By the end
of the observation period posts about SOPA had appeared on the default Front page
through 16 of the 20 default subreddits of that time – including humor-oriented subred‐
dits like /r/funny and /r/AdviceAnimals. The variety of subreddits which ‘covered’ this
story is evidence that awareness and opposition permeated reddit site-wide. Without this
‘cross-fertilisation’ of subreddits through the default Front page it is unlikely that SOPA
opposition would have permeated the site’s community.

Historically, reddit began in 2005 with just a single ‘subreddit’. In 2008, the capacity
to create a new subreddit was opened up to all users. This signaled the beginning of a
slow but accelerating fragmentation of reddit’s user-base: 240,000 subreddits have now
been created by users, in February 2014 around 400 of these received more than 1,000
posts. This proliferation of subreddits, and the apparently increasing tendency for users
to customize their subreddit subscriptions, is one of the most important developments
on the site with regard to its broader social impact. In its early years reddit had a strong
anti-fragmentation effect – users voted to select a small set of posts from the deluge of
incoming submissions and these posts were shown to all users on the site’s Front page.
Now, with thousands of active subreddits to choose from, a reddit user can customize
the site to generate their own personalized ‘Daily Me’ [18].

The site’s administrators have been influential in this regard. For many years the
number of default subreddits was fixed at 12, including /r/reddit.com which served as a
‘miscellaneous’ subreddit. In October 2011 the number of default subreddits was
expanded to 25 and /r/reddit.com was decommissioned. In May 2014 the number of
default subreddits was expanded again to 50. These changes served to expose reddit
users to a much wider variety of subreddits, most likely including some they would have
no interest in (therefore pushing users towards managing their subreddit subscriptions
and viewing the site while signed into an account). Changes to the set of default subred‐
dits are the primary means through which reddit’s administrators have influenced the
site’s development and perceived identity. Reddit also began to display more messages
which highlighted the subreddit system and prompted new users to begin managing their
subscriptions.

The data which would allow us to quantify the level of fragmentation of reddit’s
readership is unavailable, but we can consider the levels of activity which occurs on
default subreddits (and which can therefore appear on the uniform ‘default Front page’)
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as compared to non-default subreddits. Figure 28 shows the number of posts submitted
to default and non-default subreddits by month. There is clearly an increasing proportion
of posts being submitted to non-default subreddits, and these posts have no capacity to
appear on the default Front page.

Fig. 2. Number of posts submitted to default and non-default subreddits by month, from July
2010 to September 2013.

While the trend may be towards users customizing their subreddit subscriptions and
Front page, reddit has also added an ‘/r/all’ option which shows the top-ranked posts
from every subreddit (showing the same content to every user). Page view statistics for
this page as compared to the ‘default’ and ‘signed in’ versions of the Front page would
inform us about whether reddit users choose to embrace the ‘Daily Me’.

6 Conclusions

The majority of posts submitted to reddit’s bustling default subreddits are quickly jettis‐
oned based on the votes of relatively few users – a small group of ‘voting superpartici‐
pants’ specialize in this role. There is however no evidence that this group systematically
filters out certain types of content, or dominates the website with their own submissions.
Taking the post voting system’s structure and usage into account, it is no surprise that
it does not result in reliable decisions about which posts to display on the ‘Front page’
[6]. These decisions are however controlled by reddit’s users en masse and posts which
appear on the Front page are broadcast to these users – their content and comments
influences subsequent voting behavior in a feedback loop.

The reddit of late 2011 could be described as a more or less unified ‘public sphere’
[20] – albeit one which marginalized deliberation in favor of the rapid broadcasting of
new information and ideas. In subsequent years this unified public sphere appears to be
fragmenting as users increasingly choose a set of subreddits unique to their interests.
Some of these subreddits exist for the purpose of criticizing other areas of the site (e.g.
/r/ShitRedditSays, /r/SubredditDrama) and can be considered as ‘subaltern counter-
publics’ [21].

Many of these newly populated subreddits have comprehensive rules about what can
be submitted and moderators who enforce these rules through the deletion of submitted
content – a departure from reddit’s earlier history where the ideal of distributed

8 Based on data fromhttp://redditanalytics.com.
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moderation through voting dominated. In the campaign against SOPA, highly attended
to default subreddits like /r/technology were instrumental in raising awareness and
fomenting opposition broadly among reddit’s users. The loose specification of what
could be submitted to these subreddits was also important in allowing these users to
transition seamlessly from raising awareness of the legislation to organizing against it.
Writing now in early 2015 it appears that the campaign against SOPA represented the
high water-mark of reddit’s capacity to unite effectively behind a cause.
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Abstract. We argue that the current approaches to online social networking
give rise to numerous challenges regarding the management of the multiple
facets of people’s digital identities within and around social networking sites
(SNS). We propose an architecture for enabling people to better manage their
SNS identities that is informed by the way the core Internet protocols developed
to support interoperation of proprietary network protocols, and based on the idea
of Separation of Concerns [1]. This does not require modification of existing
services but is predicated on providing a connecting layer over them, both as a
mechanism to address problems of privacy and identity, and to create oppor-
tunities to open up online social networking to a much richer set of possible
interactions and applications.

Keywords: Social-networking � Privacy � Identity � Infrastructure �
Architecture

1 Introduction

Online social network sites such as Twitter, Facebook and Google+ have become
enormously popular over recent years, for example; Facebook now claims to have over
1 billion active accounts.1 This popularity has been driven by many factors: the desire
we have as people to communicate and to belong; the convenience that is provided by
offloading contact management to external services; and the entertainment value of
keeping up with our friends, family and acquaintances. Their popularity has led to
these, and related, services becoming synonymous with social networking, but this
popularity masks a number of problems with their implementation and structure.

In real life, social networking is far more broadly defined: as social beings we are
well known to benefit from involvement and participation in groups [2]. We participate
in multiple, often overlapping, social networks simultaneously rather than one

1 http://news.cnet.com/8301-1023_3-57525797-93.
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all-encompassing social network as Facebook, Google+, etc. aspire to be. The tension
between our many online identities and the desire of companies such as Facebook and
Google to force us to present just a single identity through their ‘real name’ policies [3]
is an example of the evidence that our lives are far more complex than that which is
captured by these services.

Observing that at least part of the problem is the centralized nature of these
commercial services, some have proposed decentralized equivalents, e.g., Diaspora.2

Decentralization certainly mitigates many of the problems of the large centralized
social networks, e.g., resilience, need for personal control, support for multiple iden-
tities, but it is not alone sufficient to address the problems raised in online social
networking (discussed in Sect. 2).

Our position is informed by observation of the development of computer networking
in the 1970 s and 1980 s: the industry moved from many different, mutually incom-
patible, proprietary networking standards towards a single common inter-operation
protocol now recognize as the Internet Protocol (IP). We advocate a similar move in the
world of online social networking, both to address problems of privacy and identity, but
also to open up social networking to a much richer set of possible interactions and
applications.

By analogy with the development of the Internet’s TCP/IP protocol suite (discussed
in Sect. 3), we argue that social networking requires a new architecture that is suffi-
ciently flexible to encompass the very broad range of social network interactions in
which we participate (discussed in Sect. 4). We present and discuss a proposal for such
an architecture, alongside initial exploratory prototype development and experiments
we are carrying out into its implementation (discussed in Sect. 5).

2 One Size Does Not Fit All

Notwithstanding the efforts of a handful of corporations to become pre-eminent in
global social networking, notably Facebook and Google, it seems clear that need for a
richer set of services will remain. Moving outside nations where English is commonly
spoken, whether as first or second language, we find a rich set of social media services.
For example, use of VK is widespread in Russian speaking countries; after having been
created in the US, Orkut is now 59 % Brazilian; and in China, RenRen and Sina Weibo
are used instead of Facebook and Twitter.

However, many other online communities also behave as social networks in terms
of the interactions they support (commenting, following, sharing). For example,
Amazon reviews, blog-specific commentator communities, personal and community
YouTube channels, Github source code repositories, and even non-public Enterprise
internal communications. Indeed, companies have been formed to support this broader
definition of more specific communities. For example, Ning3 supports over 2 million
communities, ranging in size from just tens to over a million members, within which

2 http://diasporaproject.org/.
3 http://ning.com, acquired by Glam Media in 2011.
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you can either reuse an existing identity (Facebook, Google+, Yahoo!) or create a fresh
one. Examining the enterprise sector we find, for example, Yammer4 and Jabber.5

As this plethora of social networks suggests, many (if not most) of us have multiple
online identities through which we actively manage our social interactions. Often these
identities are anonymous, and many of us would suffer embarrassment, loss or worse if
all these identities were publicly linked. Many reasons why we choose to explicitly
manage overlap among our social networks, even keeping some networks completely
distinct from others, are completely normal and not in the least clandestine. For
example, teenagers wishing to discuss sensitive health matters in online fora [4],
employees complaining about treatment at work [5], or those engaged in political
commentary in uncomfortable or dangerous situations [6].

Attempts by the major services to support this richness in our social networks via
access control mechanisms, e.g., Facebook lists, Google+ Circles, have proved largely
inadequate. Typically whilst users understand how these mechanisms work the cog-
nitive effort required for creation and maintenance results in either their mis- or non-
use. Furthermore, collating all of one’s social interactions and data into a single service
gives rise to serious risks such as identity theft.

Fully decentralized systems such as Diaspora have seen some success, but are still
very much under construction and do not address the entire problem. Other decen-
tralized versions of common services include status.net for microblogging (centralized
equivalent: Twitter), wordpress.org for blogging (centralized equivalent: Wordpress.
com), and use of the git repository management system and its built-in web-server for
collaboration around code (centralized equivalent: Github). To take Diaspora as one of
the more mature examples, it supports asymmetric sharing, and federation among
Diaspora pods, whether community or individual, enabling much greater choice over
who is trusted.

In all these cases, whether decentralized or not, the lack of proper boundaries
between such groupings permits inappropriate linking and unexpected leakage of
content and relationships between them and to the outside world [7–11]. Methods to
detect and resolve privacy conflicts [12], and more generally, to limit and monitor
information released online [13] are lacking.

The issues we note above are not completely new: some in the W3C have previ-
ously noted similar issues concerning uniformity of addressing and access around cloud
storage,6 for example. However, these and other Linked Data approaches to managing
our online identities, tend to make presumptions of constituent data being public, and
fail to properly address questions such as selective sharing of and delegation of access
to data, and the need for an ‘app ecosystem’ rather than a focus on human consumption
of data.7

4 http://yammer.com/, acquired by Microsoft in 2012.
5 http://www.cisco.com/web/products/voice/jabber.html, acquired by Cisco in 2008.
6 http://www.w3.org/DesignIssues/CloudStorage.html.
7 http://www.ted.com/talks/tim_berners_lee_on_the_next_web.html.
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3 Your Grandfather’s Internet

The essence of our argument is that current online social network platforms are ulti-
mately limited, for one of two reasons. First, whether centralized or decentralized they
are use-specific and to date have been designed with service specific APIs, limiting the
scope of the applications that can be built8 and requiring that any specific application be
implemented afresh for each platform. Second, the terms and conditions commonly
prohibit the use of multiple accounts: to express multiple identities we must use several
services. Even for those services that permit – or at least, do not prohibit – multiple
identities, the possibility of correlating accounts through means as simple as IP access
address requires trusting (at least!) the provider to not do this, limiting privacy.

Our approach to this problem develops by analogy9 to the development of the
ARPANET into the CATENET and thus the Internet, and so we next sketch this
historic development.

Proposed in the late 1960 and first implemented in 1969, the ARPANET was one of
the first operational packet-switched networks.10 A key part of the early ARPANET
was the Host-to-Host protocol, known as the Network Control Protocol (NCP, 1970)
[15], that provided connectivity and flow control between processes running on dif-
ferent ARPANET- connected hosts. In 1974 Kahn and Cerf presented a protocol for
interconnecting distinct packet networks [16], separating the notions of host-host data
transfer and inter-network communication via a sequence of gateways.

In 1977, Jon Postel introduced IEN 2 [17] as follows “The position taken here is
that internetwork communication should be view as having two components: the hop
by hop relaying of a message, and the end to end control of the conversation.” and
subsequently wrote “We are screwing up in our design of internet protocols by vio-
lating the principle of layering.”. In IEN 2 he proposes the split of TCP into IP (known
therein as “the Internet Hop Protocol”) and TCP (known therein as “the Internet Host
Protocol”), and subsequently as IP and TCP. Following the RFC process, the imple-
mentation of this split is described in RFC801 [18], with the final “flag day” (January
1st, 1983) when the ARPANET ceased to support NCP, switching over completely to
IP/TCP.

Building on previous work by Pouzin [19], Cerf set out the “Catenet11 strategy for
internetworking” [20] in 1978. This, and other, elements were later elaborated into the
Internet architecture by Clark [21]. Clearly a great deal of related work took place at
the time, and things have developed enormously since then. However, the core of the
Internet architecture is this separation between a network layer provided by IP and a
transport layer provided by TCP. The former is responsible for addressing and trans-
ferring data between hosts (implicitly identified with network interfaces), and the latter
for transferring data between processes.

8 Never mind the limitations on use placed on many of the APIs.
9 With awareness of the perils of this approach [14].
10 http://www.internetsociety.org/internet/what-internet/history-internet/brief-history-internet.
11 From ‘concatenated networks’.
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This architecture had, ultimately, enormous commercial impact. The simplicity of
the IP layer meant that it could easily be ported to run over almost any underlying link
layer technology [22]. Over the course of the 1970 s, 80 s and 90 s this led to the
diminishing in importance of proprietary local area network technology from vendors
such as IBM, DEC and Xerox in favor of support for IP. On the flip side, software
developers could cease caring what particular flavor of network they were operating
over, and simply assume that IP, and their choice of transport protocol (e.g., TCP,
UDP), were available. The result was a steady explosion in the use of the network,
reaching back to email in 1972, but continuing with other applications such as FTP,
Gopher, the web, BitTorrent, YouTube, and on into the present day and foreseeable
future.

4 Refactoring Social Networks

It is easy to see the inherent weakness of the dominant centralized social networks such
as Facebook: by imposing a one-size-fits-all model on social interaction, while they
(the social networks) may satisfy some of the needs of a large number of people, they
will never be able to satisfy all the needs of all the people. In particular, their cen-
tralized cloud-hosted nature means that they very poorly, if at all, support our need for
multiple online identities where we are in control of the linking of those identities [3].
Referring to our sketch of the Internet’s evolution, we see commercial systems like
Facebook as analogous to proprietary networking solutions: while initially successful
and certainly satisfactory for many customers, they were too restrictive to enable the
explosion of use that the Internet subsequently saw. Only by interposing a simple
interconnection layer such as IP could the complexity of development for these pro-
prietary networks be contained, and their utility accessed.

Decentralized approaches such as Diaspora address that weakness to some extent,
but a more subtle – but still serious – problem remains. By baking the data types
handled by the system into the data exchange protocols, users must either cast the data
they wish to exchange into the formats supported, or install expensive, brittle and bug-
prone gateways to interconnect different networks (cf. “Relay Service” [17]). Again,
comparing to our sketch of the Internet’ evolution, this is analogous to the mistake
noted in the early development of the Internet protocols. Only by separating concerns
between IP and TCP (and other transport protocols subsequently) could the combi-
nation of absolute flexibility and a simple, uniform protocol interface be pro- vided.

Finally, a key requirement for providing the levels of access control, communi-
cation privacy and (where desired) authenticated identity required by such disparate
and personal interaction is the ability to securely and coherently generate, manage and
distribute secrets. Only by providing consistent mechanisms for deriving and distrib-
uting appropriate public key material can we begin to meet the complex, multi-faceted
identity needs of real life.

In short, without a simple way to interconnect and manage our identities on dif-
ferent social networks, we will not see the same explosion in creativity that the Internet
gave rise to.
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We close this discussion of the merits of refactoring currently popular social net-
work services with a key observation concerning email. Since the early days of the
ARPANET (ca. 1972), Internet users have commonly used several email addresses,
e.g., to distinguish personal and university/corporate communication. Indeed, today’s
Internet users are often forced to have several email addresses, e.g., one in the cloud
that provides some longevity, and one forced upon them by their ISP for ISP to
consumer communication.

As a result, we have designed the tools – primarily email clients – to understand
and manage this. Importantly, the only point at which these our many email identities
must exist together is within those clients in the private context of our personal devices
such as mobile phone, tablet and personal computer.12

5 An Inter-Social Network

We next elaborate on the technical implications of such a separation of concerns. We
believe that the key features for an inter-SNS layer are: transport-independent
addressing, format standardization for referring to data distributed through a particular
social network, and flexible – but standardized – support for use of asymmetric
encryption for per-service and per-recipient authentication and privacy. These features
can be achieved through:

Loose Binding of Identities. Where a single person has multiple online identities, the
linking of these identities will only be performed in client software based on out-of-
band information; identities need not explicitly contain any information that can be
used to link them together. Instead linking must rely on information provided by the
person to whom the identities refer, or the knowledge of the person who has a social
network connection to the first person. This will allow messages being produced by the
same author to be identified whilst also protecting the identities of the author.

Semi-structured Data. By defining and making available schema details for messages,
and providing enough information within the message (the semi-structure) to determine
the scheme, the online social network service provider is at liberty to structure their
messages as they see fit. In some cases a message might be nothing more than a string
of specified length, or an image; in others, a message might have very rich structure,
with extensive metadata in addition to the raw content.

Asymmetry and Authentication. Schema can be defined that support part or all of a
message being encrypted, enabling privacy and authentication. Contacts would be
required to associate trust relationships through out-of-band mechanisms such as
OAuth or face-to-face interaction.

12 Some folk may choose to configure a single cloud-hosted email service to fetch mail from all their
accounts for simplicity, but this is a personal choice and by doing so they risk making confidential
information available for data-mining by cloud-providers.
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5.1 Discussion

Support for legacy social networks is straightforward to achieve, much as IP was
provided over legacy proprietary networks. From a technical point-of-view, one could
provide service shims13 that implement the above abstraction over existing proprietary
APIs. As noted above however the brittle nature of these APIs would necessitate
constant updating of these shims to track the changes in the APIs, the technical
challenge is therefore only one piece of the puzzle. From a regulatory point-of-view it
looks increasingly likely that moves such as upcoming EU data protection regulation
and the UK’s midata14 initiative will enshrine a right for each of us to extract all the
data by and about us held by a social network, enabling us easily to move away from
legacy services. Applications can then be written that make use of the simplicity and
transparency of the new API (as specified by these regulations), enabling much
smoother and richer social integration in our online interactions rather than the current
state where we are limited to either using a social network identity with a third
party service (and the privacy infringement that entails) or simple (re-)posting of data
on pre-specified services.

5.2 Current Implementation

We are currently working towards the creation of a prototype social networking
platform that will allow us to experiment with the key features of; loose binding of
identities, semi-structured data and asymmetry and authentication as described above.
Whilst there are many aspects to social networking, including identity and relationships
(e.g., Twitter followers, Facebook friends), we have chosen messaging as our starting
point and are developing prototypes in order to experiment and study with message
structure and message transport; our initial goal being the development of a generic
client for aggregating content across multiple social networks. Figure 1 shows a high-
level diagram of the prototype architecture.

The shim layer is responsible for fetching messages (Facebook feed, Twitter
timeline) and contacts from existing social networks (we have currently implemented
shims for Facebook and Twitter) and posting messages to these networks. It is also
responsible for conversion of messages and contacts from the network specific formats
to the format used by the prototype (semi-structured data). The storage format we are
experimenting with for storing messages in the Internet Message Format [23] (com-
monly referred to as email). Through MIME [24], an email body is able to store a wide
variety of content, especially content typically associated with social network messages
(text, images, video, etc.) making it an appropriate selection for message storage. Using
this format also allows us to re-use existing email clients as clients for the prototype
(e.g., we can use the Thunderbird15 email client to read and write messages).

13 http://en.wikipedia.org/wiki/Shim_%28computing%29.
14 https://www.gov.uk/government/policies/providing-better-information-and-protection-for-

consumers/supporting-pages/personal-data.
15 https://www.mozilla.org/en-GB/thunderbird/.
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Multiple social network accounts can be registered with the shim layer, where each
account is treated as a separate identity. The platform is the only place where these
identities are explicitly associated with each other (loose binding of identities). A user
of the platform is able to aggregate content from their different accounts/identities but
they are the only person who can view the aggregate, when sending messages they can
explicitly control the account/identity (or multiples thereof) that is (are) used to
transmit the message.

The processor layer is a queue through which incoming and outgoing messages are
routed. Each processor is a small independent application that performs actions on each
message as the message passes through the queue. One example processor that we are
developing is to provide encryption for outgoing messages where the recipient is
known to accept encrypted messages. Other suggested uses for the processor layer are
to provide cross-social network search or integrated spam filtering.

Finally, replication of the storage layer across multiple locations allows redundancy
and for clients to access messages from multiple independent locations, e.g., a mobile

Fig. 1. Prototype platform architecture
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device could maintain a copy of the store so that messages can be accessed in periods
of no-connectivity. In addition, replication will allow processors to run in the most
appropriate environment, e.g., a processor intensive processor could run in the cloud on
a high-performance device rather than a mobile device where computational power is at
a premium.

5.3 Evaluation

At this present time, the prototype has not yet reached a point of development at which
we can begin to experiment with it and evaluate it fully. We are able however to
provide the following evaluation based on its current status. In particular we can begin
to evaluate the implications of transferring the responsibility of message storage from
social network providers to the individual. Taking the specific example of Twitter as a
social network service provider, message storage is handled by Twitter and is thus of
zero-cost to an individual user. Within our proposed system, storage for messages must
be provided by the user the space requirements for which will only grow over time and
thus incur a cost (options such as free online storage providers are an option there is
however still an administrative cost involved in setting up and maintaining these). An
analysis of the authors’ Twitter streams when mapped to a MIME email message
reveals an average size per message of 2 kilobytes (increasing significantly if the Tweet
has an image attached). Whilst usage between users will vary greatly in terms of
numbers of messages received we can begin to use this figure as a baseline to calculate
storage costs. For example, a user receiving an average of 100 Tweets per day will
require storage for approximately 71 megabytes within a year. Alone, a fairly trivial
amount of storage but once we start factoring in other social networks, particularly
media rich networks such as Flickr, this figure could increase significantly.

6 Conclusions

In this paper we have elaborated on three serious problems that we perceive with the
current state of online social networking, from a systems/networking point-of-view. As
a result, we believe it is necessary to revisit the ways that we have been architecting and
building online social networking platforms, to provide a cleaner separation of layers.
This will enable greater flexibility, creativity and utility in the exploitation of our social
graphs, while also providing us with greater control over that exploitation. We believe
that doing so will open social networking up to richer application development, and so
will enable the same kind of explosion in use that the Internet caused with computer
networking.
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Abstract. A number of virtual networks, called Scientific Collaboration
Networks (SCNs) have been increasingly adopted as means to connect
researchers around the world. In this article we have analyzed how the SCNs
ResearchGate and Academia.edu support collaboration between researchers,
through an analysis of their interface and contrast with the general purpose
online social network (OSN) Facebook. The analysis of these systems allowed
us to identify four categories through which network members collaborate:
information sharing, interaction levels, communities and artifacts. Although the
categories are the same for SCNs and OSNs, the strategies adopted in each
context are different. We discussed how these strategies, which can be used to
support design and evaluation of SCNs, are used to foster collaboration among
researchers in these systems.

Keywords: Scientific Collaboration Networks � Social networks � Semiotic
engineering � Semiotic Inspection Method � Communicability evaluation

1 Introduction

Applications and services that facilitate collective action and social interaction online
between people with rich exchange of information, motivated by different interests,
have come to dominate the Web [11]. Thus, a large number of online social networks
(OSNs) have emerged, allowing for greater interaction between their users, based on
exchanging and sharing of information. In the academic context, specifically, consid-
ering that scientific research is usually developed through collaboration between
researchers and research groups, networks similar to OSNs can be used by researchers
to share knowledge and find potential research partners, enabling collaboration on a
global scale [9].

In this context, a number of virtual networks, called Scientific Collaboration Net-
works (SCNs) have been proposed. These systems support individual researchers’
efforts to form and maintain collaborative relationships for conducting research within
a specific context as well as expanding the scientific collaboration scope [13]. Thus,
understanding collaboration strategies that are used in SCNs becomes important in
order to ensure that they effectively meet scientific communities’ needs.
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This article contributes to this line of research by identifying the collaboration
strategies that are currently provided in SCNs. To do so, we analyzed the SCNs
ResearchGate1 and academia.edu2, using the Semiotic Inspection Method (SIM) [5, 6].
In order to discuss the differences between these collaboration strategies and those
adopted in OSNs, the results from the SCNs analysis were contrasted with the results
from analysis of the OSN Facebook3.

The results of this study contribute to researchers and developers of collaborative
systems, specifically SCNs. To researchers, the identification of the types of collabo-
ration provided in SCNs is a relevant step in understanding the context of collaboration
and the proposed solutions in current SCNs. The results can also be useful in allowing
for more effective design and evaluation of SCNs, and thus improving the quality of
their interaction.

In the next section, we present the related works that investigate SCNs. We then
present the underlying theoretical framework of our study and the method used in the
analysis of the systems. Next we describe how SIM was applied in our study, followed
by the results of the analysis. Finally we discuss our results and present the next steps
in our research.

2 Related Work

SCNs are noteworthy for presenting a number of features designed specifically to meet
the scientific community’s needs [14]. Considering the importance these systems have
acquired recently, due to their ability to enable collaboration and sharing of scientific
knowledge, some studies have been conducted in order to encourage the SCNs projects
to effectively reach their proposed goals [1, 2, 8, 13, 15].

Schleyer et al. [13] suggested a research agenda for SCNs that covers four areas
that contribute to their success: foundations, presentation, architecture, and evaluation.
“Foundations” addresses core principles and general factors that underlie the design of
effective SCNs; “presentation” deals with issues concerning user interfaces, interaction
design and system functionality; “architecture” is concerned with internal design of
SCNs and how they interact with external information sources; and “evaluation” is
concerned with how SCNs outcomes can be framed and measured.

Lackes et al. [8] presented a conceptual design model of an SCN that helps bridge
the gap between researchers at universities and enterprises, improving collaboration
within systems. Also regarding the conceptual modeling of SCNs, given that the
turnover rate of users remains a great challenge for the viability of these systems, Cao
et al. [2] explored the determinants that impact members’ continued participation
behavior in SCNs by attempting to address what factors would cultivate different forms
of commitment of members to a virtual group. Besides, the authors explored how
would these different forms of commitment impact members’ continuance intention in

1 www.researchgate.net.
2 www.academia.edu.
3 www.facebook.com.
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SCNs and proposed a preliminary model for understanding continued knowledge
sharing in SCNs.

However, we could not find studies that focus specifically on the analysis of types
of collaboration provided by SCNs. In this article we analyze SCNs identifying and
discussing the collaboration strategies used to support interaction among researchers
through these systems.

3 Theoretical Framework

Semiotic Engineering [4] is an explanatory theory of HCI that perceives human–
computer interaction as a special case of computer-mediated human communication.
A system’s interface is a message sent from designers to users about the designers’
vision on who the users are and how their product meets the users’ needs, and what
benefits and value it can ultimately bring to the users’ lives. Designers are not present at
interaction time, so the message is conveyed to users as they interact with the system’s
interface. Thus the designer to user message is in fact a meta-message being conveyed
by the interface.

In collaborative systems, such as SCNs, the message sent from designer, through
the interface, is not to a single user, but to a group of people who will interact with each
other through the system. In this case, the designers’ message to users also conveys
their decisions with respect to the roles that each group member can take, the activities
and tasks through which they can or should interact, and the protocols and languages
that should be used by users to communicate [4].

The designer-to-user message is comprised of signs arranged at the interface.
A sign, as defined by Peirce [12], is “anything that stands for something else, to
somebody in some respect or capacity”. Semiotic engineering classifies the signs in
three classes [3, 5, 6]: static, dynamic and metalinguistic. Static signs are signs whose
meaning is interpreted independently of temporal and causal relations and express the
system’s state. Dynamic signs represent the system’s behavior. They are bounded to
temporal and causal aspects of the interface and communicate the processing that leads
to transitions between system states. Metalinguistic signs are explanations from
designer to users about the system or other interface signs.

One of the methods that have been proposed to evaluate the quality of the system as
a designer to user communication is the Semiotic Inspection Method (SIM) [3, 5, 6].
SIM is an inspection method that evaluates the intended message being sent by
designers to users and identifies potential breakdowns users may have when interacting
with the system. SIM is an interpretive and qualitative method and that can be used
technically (to identify problems in a system’s interface) or scientifically (to identify or
explore research issues represented in the interface) [3, 6].

SIM is composed of one preparation step and five application steps. The prepa-
ration step is carried out in four sub-steps: (i) definition of the purpose of the
inspection; (ii) informal inspection of the system in order to define the intended focus
of the evaluation; (iii) identification of the intended users, main objectives and activities
that the system supports; and (iv) preparation of inspection scenarios that provide the
contextual structure necessary for the communication analysis.
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The application steps of SIM are: (1) inspection ofmetalinguistic signs; (2) inspection
of static signs; (3) inspection of dynamics signs; (4) compare and contrast the meta-
message identified in steps (1), (2) and (3); and (5) carry out the appreciation of the meta-
communication quality. Steps (1), (2) and (3) are done iteratively. In these steps the
evaluator makes a segmented analysis of the system, one for each of the three classes of
signs: metalinguistic, static and dynamic. As a result of each step the evaluator recon-
structs the meta-message being conveyed by the designer through each type of sign and
identifies the potential breakdowns (in the technical application) or evidences regarding
the research issue of interest (in the scientific application). In step (4) the evaluator should
contrast and compare the results generated in the first three steps. The evaluator should
explore the possibility of the user assigning different meanings to the signs or even
identify cases where the meta-message is incomplete due to the lack of signs that clarify
the designer’s intent. Finally, in step (5) the evaluatormust reconstruct a complete/unified
meta-communication message by comparing, integrating and interpreting the data col-
lected in previous steps of the method. The evaluator is also expected to articulate his/her
findings about the communication quality of the system based on the communicative
strategies identified in previous steps.

When applied scientifically, the purpose of the evaluation is defined through the
research question to be investigated. The system to be evaluated is only then chosen as
an application instance that serves the purpose of research [3, 6]. Moreover, in this
case, SIM requires a final triangulation step, in order to ensure the scientific validity of
results, taking into account interpretations generated from other sources [3]. Figure 1
illustrates Semiotic Inspection Method steps for a scientific application.

In our study, SIM was applied to investigate whether SCNs offer collaboration
strategies which are specific to the scientific collaboration context. To do so, firstly we
applied SIM to ResearchGate and identified the collaboration strategies offered to
users. Next, we applied SIM to academia.edu with the same focus and compared the
results with the ones found through the inspection of ResearchGate. Finally, SIM was
applied to Facebook to identify how the previously identified scientific collaboration

Fig. 1. Semiotic Inspection Method steps for a scientific application
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strategies differed from social collaboration strategies. In the next section we briefly
describe how SIM was applied in each case.

4 Methodology

In order to investigate whether there were collaboration strategies that were specific
to Scientific Collaboration Networks, the first step in our study methodology was to
identify which collaboration strategies were being used in SCNs. The next step was
to contrast the strategies identified for SCNs with collaboration strategies being used in
general OSNs. Figure 2 shows an overview of the methodology.

To perform the first step, two instances of SCN applications – namely, Research
Gate and academia.edu were chosen. The two systems were chosen due to their high
popularity4. Research Gate was initially inspected using SIM in November 2011 and
the inspection was reviewed in July 2012, by two evaluators independently and their
findings consolidated. As a result an initial set of the adopted collaboration strategies
being used were identified.

Next, we proceeded with the application of SIM to academia.edu. The same
inspection scenario used in Research Gate was used in academia.edu and the analysis
was conducted by one evaluator in May 2012 and reviewed in September of the same
year. The set of collaboration strategies identified for academia.edu were used to
confirm and refine the initial findings for Research Gate. As a result, we identified what
types of collaboration were being offered to researchers in SCNs and what was their
focus.

The next aspect to be investigated was whether these collaboration types or their
focus were specific to the scientific domain, as opposed to support needed in any online
social network. Thus, we chose a general-purpose OSN – Facebook5, in order to
compare the results with those obtained for the SCNs. Facebook’s inspection was
conducted from September to October 2012 by two evaluators. The results6 described
in the next section show that although the categories of collaboration support are the
same, the interaction strategies available are different in SCNs and OSNs.

It is worth noting that although the interface of all three systems have been mod-
ified since they were analyzed in our study, the results are still of interest to the
community, since they do not focus on interface elements, but rather on the identifi-
cation of scientific collaboration strategies in SCNs, as will be presented in the next
section.

4 At the time of the analysis Research Gate and academia.edu claimed to be used by over 1.5 and 2
million users, respectively. Currently (Feb. 2015) the number of users have increased to over 6
million users for Research Gate and over 18 million for academia.edu according to their websites -
http://www.researchgate.net/ and http://www.academia.edu, respectively.

5 At the time of the study (2012) Facebook had already reached over 1 billion users. In Feb. 2015
Facebook reports (http://newsroom.fb.com/company-info/) having over 1.39 billion active users.

6 Due to the limited space available, we only present the final results of the analysis and not the
individual analysis of each system.
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5 Collaboration Strategies

The analysis of ResearchGate, academia.edu and Facebook allowed us to identify four
categories through which members collaborate: information sharing, interaction levels,
communities and artifacts. Although the categories are the same for SCNs and OSNs,
the strategies adopted in each context are different.

5.1 Information Sharing

Users share information about themselves in ResearchGate, academia.edu and Face-
book. However, the nature of the information of interest is different depending on the
focus of the network system. In SCNs the focus is on aspects related to the person’s
research and expertise. Thus, these systems’ information fields focus on users’ back-
ground and research, such as their affiliation, their advisors, disciplines, skills and
experience in research.

The nature of the information shared differs in SCNs and OSNs, since in the
latter the information is more of a social focus. Thus, it usually includes general
information about the person, such as birthday, civil status or sexual preferences. OSNs
may also include some pieces of information related to professional aspects, such as
workplace and professional skills, but these are superficial when compared to the
researcher profile information in SCNs.

SCNs and OSNs also differ in relation to the visibility of users’ informabion. In
SCNs all information about a user is visible by all other users in the system, and there are
no privacy settings available. This is suitable to the scientific context given that one of its
main goals is to facilitate scientific knowledge dissemination and to provide visibility to
one’s work. Thus, it is interesting for researchers to know other researchers’ background,

Fig. 2. Study methodology
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as well as having access to their publications. OSNs, on their turn, consider that users may
have different relationshipswith different people, and thus users may not want to share the
same information with all other members of the network system. For instance, Facebook
offers complex privacy settings to users, allowing them to define with whom they share
the different pieces of information about themselves.

Another relevant aspect in SCNs is the researcher’s scientific reputation, which
refers to the reliability and significance of the information generated by each one.
Therefore, SCNs present indicators regarding the relevance of each researcher’s work.
Some indicators are already associated to research (e.g. impact factor), whereas others
are generated by the system itself and take into consideration data collected through the
interaction of users, such as how many followers a researcher has, or how many of his/
her publications were requested or downloaded. In this direction ResearchGate offers
among other stats the RG Score for each researcher and academia.edu offers an ana-
lytical overview on the number of times that a researcher’s profile, as well as his/her
documents were visualized in the previous thirty days. OSNs do not always offer
indicators associated to reputation, for instance in Facebook there is no such indicator.
Nonetheless, when they do, indicators tend to point to users’ popularity in the system.
For instance, Orkut showed how many of a users’ friends declared being their fan.

5.2 Interaction Levels

The analysis performed showed that SCNs offer researchers different levels of inter-
action with other researchers. The first interaction level identified is a weak tie rela-
tionship, which we have denominated coexistence relationship, and is available by
default to all users of the system. This relationship allows any researcher to interact
with any other researcher through asynchronous messages. These messages can either
be of free content – user defines content of message; or of predefined content – the
message is predefined by the system, and is sent by the system from one user to the
other by request of the sender, for instance, requesting a copy of a publication. This
type of relationship is also present in OSNs. However, the predefined messages are of a
social nature, e.g. request to be a friend.

The second interaction level, called unidirectional interest relationship, represents
relationships in which it is sufficient for one of the parties involved to be interested for a
relationship to be established with another user. In SCNs they represent the possibility for
a researcher to unilaterally state their interest in obtaining information on another network
users’ work. In the analyzed SCNs, instances of such a relationship were represented by
the possibility of a researcher to “follow” other researchers within the system, being
informed automatically about their updates or new content shared by them.

In OSNs unidirectional interest relationships may be available, but are not the main
type of interaction between users. For instance, in Facebook, users may follow other
users in order to receive information about them. However, this relationship is turned
off by default and, if users wish to allow others to establish a unidirectional interest
relationship to themselves, they must explicitly activate that possibility. Thus, we may
conclude that it is expected that most users will not have an interest in such
relationship.
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The third interaction level identified is bidirectional interest relationship. This
level consists of a situation in which two researchers establish a unidirectional interest
to each other. For instance, researcher A decides to follow researcher B and researcher
B also decides to follow researcher A. In this case, the system may treat them as two
unidirectional interest relationships, or it may identify that the relationship is bidirec-
tional and augment the relationship between the two by increasing the possibilities of
interaction between them. For instance, in ResearchGate when two researchers follow
each other they are allowed to suggest a publication to each other through the system.
In academia.edu, on the other hand, this situation is treated as two independent uni-
directional interest relationships.

Besides the previous levels of interaction, we have identified a stronger type of
relationship, which we have denominated trust relationship. This relationship requires
two users to agree upon establishing a relationship between themselves. For instance, in
ResarchGate it is characterized by two researchers defining themselves as each other’s
“contact”. To do so, a user adds another user as a contact and the latter has to accept the
relationship. In ResearchGate7 this level of interaction offered users a broader range of
collaboration and communication between themselves, such as one being able to
introduce another researcher to a trusted relation. In OSNs the friendship relationship is
an instance of a trust relationship.

5.3 Communities

Communities in SCNs can be seen as a space for a group of people with common
interests to communicate with each other and share content related to those interests.
Specifically in this type of system, we can describe two types of communities: com-
munities of interest and working groups. In the first one, the goal is to group content
provided in these systems in specific areas of research, allowing for discussion on
specific topics within these areas, besides involving a variable and unlimited number of
people. These communities are open and users can join them without the need for
approval, encouraging them to share their knowledge within such communities. In
addition, users can create a community of interest at any moment, simply entering a
name for it. However, a novel community name may require approval by system
administrators to ensure that it is a research topic. The working group, on its turn, is a
closed group, with a limited number of people. This community can be created by a
user in order to allow for collaboration (not just discussion) between a specific group of
researchers.

In ResearchGate, communities of interest are named “Topics” and their functioning
is similar to forums devoted to discussing the scientific issues and sharing knowledge,
in the form of questions, links, publications and archives. In academia.edu, these
communities are named “Research Interests”, which aim at bringing together people,
questions, documents, journals and jobs within a specific area of research/knowledge.

7 In the evaluated version of the ResearchGate all four interaction levels were available to users.
However, an informal inspection of the current version indicates that these levels seem to have been
simplified and reduced to only the first two levels.
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Concerning the working groups, ResearchGate offered the resource known as
“Workgroup”8, which gave access to tools to facilitate collaborative work at a distance,
such as collaborative document editing.

OSNs may offer users the possibility to create groups for (a subset of) their contacts
on whatever topic they decide. For instance, Facebook works with the idea of groups,
which can be open, closed or secret, and, within these, users can send messages, create
events, share ideas, add photos, videos or files, or ask a question. It is interesting to
notice that people have appropriated these groups and often use them for a virtual place
for a workgroup. For instance, studies show that Facebook groups have been used in
educational settings to support online or face-to-face courses [7, 10].

Once again both SCNs and OSNs may present the same categories of communities,
however, the strategies of use of these communities are different. In SCNs communities
of interest are public by definition and their topic must be recognized as a research
topic. Working groups, on their turn, focus on offering more resources to researchers.
In OSNs users can create their own groups or communities which are highly config-
urable and can be used for a wide range of purposes – from social purposes (sharing
recipes with friends) or to work related purposes (supporting a course).

5.4 Artifacts

In SCNs, artifacts are related to scientific publications or material that can be referenced
or made available through the system to disseminate research and allow users to
collaborate with each other. In both SCNs analyzed researchers can include references
to scientific articles and, if desired, also upload the associated text. However, the
categories of publications and their organization are different. In ResearchGate the
focus is on scientific articles. Users can view publication’s content, suggest it to others
or share it within the system. In academia.edu besides scientific articles, users can
classify their publications as books, talks, teaching documents, drafts, book reviews,
presentations or thesis chapters.

In the case of OSNs, artifacts are not categorized according to their publication type
as in SCNs, they are just files that can be shared. The exceptions are photos and videos,
which offer some specific actions that can be performed on them, e.g. tagging someone
in a photo.

6 Discussion

Based on results obtained from the analysis of ResearchGate and academia.edu, and the
contrast with the results of Facebook analysis, we can verify that the collaboration
categories or types available are basically the same in SCNs and OSNs. However, the
strategies provided and how they are emphasized characterizes the difference between
these systems.

8 Subsequently to our analysis, the name of this resource was changed to “Project” and this resource is
not available anymore, in current version of ResearchGate (Feb. 2015).

Identifying Collaboration Strategies in Scientific Collaboration 261



Regarding user information available in the system, SCNs and OSNs focus on
different information about a person. In SCNs, the focus is on professional and research
related information. In these systems, such information is always visible, in order to
stimulate scientific collaboration among its members. In OSNs, in turn, user infor-
mation is more general and more interesting in social or informal contexts. Also, the f
focus on information visibility is completely different. In SCNs reputation is built based
on the number of people who have seen or are interested in the information shared. In
OSNs the concern with privacy, being able to limit access to information.

Interaction levels have been classified in four different levels ranging from unidi-
rectional to trust relationships. When comparing SCNs and OSNs, although both of
them may include all four levels, their focus is different. In OSNs the most important
relationship is friendship which is a trust relationship (strong tie). In SCNs, on their
turn, the focus is on following another researcher’s work, which is a unidirectional
interest relationship (weak tie).

In SCNs communities play an important role, since they are one of the main places
where scientific collaboration can occur within these systems. From the moment they
become a user of an SCN, users are encouraged to join topics or research interests.
Furthermore, in these systems, users’ homepages always show the latest updates and
discussions conducted within their topics of interest. In OSNs, community topics and
rules are freely defined by users. Users may even choose to use communities for work
purposes or scientific collaboration, but in this case they may limit the range of their
reach to new collaborators.

As to artifacts, SCN’s organize files according to their meaning to the community –

so a draft and a published paper are distinguished in the system, whereas in OSN the
distinction is related to medium of the file, there are different actions available
depending on the file being a text or a photo.

7 Final Remarks

In this paper we have set out to investigate whether SCNs offered collaboration
strategies that were specific to the scientific collaboration context. To do so, we applied
the Semiotic Inspection Method to two SCNs – Research Gate and academia.edu, and
contrasted their collaboration strategies to the one identified in an OSN – Facebook.
Although all three systems analyzed had their interface modified after our study, the
results are still interesting, given that they focus on the identification and discussion of
scientific collaboration strategies in SCNs, rather than on interface elements.

The analysis indicated that both SCNs and OSNs offer users 4 types of collabo-
ration opportunities, information sharing, interaction levels, communities and artifacts.
Nonetheless, the strategies identified for SCNs and OSNs regarding each of these types
are very different..

Our findings contribute to characterizing collaboration in SCNs and to the research
regarding such systems. The strategies identified are directed to supporting scientific
collaboration among users. As such they can be used by designers of SCNs to reflect
upon the possible collaboration an SCN could support and which ones would be more
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relevant to prioritize in different contexts. They can also be used to evaluate the
collaboration support of an SCS or compare different systems.

The next steps in our research involve using the identified categories and strategies
to analyze other SCNs, allowing us to characterize the system, as well as consolidate
them even further. Furthermore, we intend to analyze virtual networks aimed at other
domains (e.g. education) to investigate whether the collaboration categories identified
are the same (or not), and which strategies are used. A semiotic analysis of the results
may allow us to identify which classes of signs are related to collaboration in general,
and which are domain dependent.

Acknowledgments. The authors would like to thank FAPEMIG and INCT-Web (INWeb)
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