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Foreword

The 17th International Conference on Human-Computer Interaction, HCI International
2015, was held in Los Angeles, CA, USA, during 2-7 August 2015. The event
incorporated the 15 conferences/thematic areas listed on the following page.

A total of 4843 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 73 countries submitted contributions, and 1462 papers and
246 posters have been included in the proceedings. These papers address the latest
research and development efforts and highlight the human aspects of design and use of
computing systems. The papers thoroughly cover the entire field of Human-Computer
Interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. The volumes constituting the full 28-volume set of the
conference proceedings are listed on pages VII and VIIIL.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2015
conference.

This conference could not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor, Prof. Gavriel Salvendy. For their outstanding efforts,
I would like to express my appreciation to the Communications Chair and Editor of
HCI International News, Dr. Abbas Moallem, and the Student Volunteer Chair, Prof.
Kim-Phuong L. Vu. Finally, for their dedicated contribution towards the smooth
organization of HCI International 2015, T would like to express my gratitude to Maria
Pitsoulaki and George Paparoulis, General Chair Assistants.

May 2015 Constantine Stephanidis
General Chair, HCI International 2015
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Heuristic to Support the Sociability Evaluation
in Virtual Communities of Practices

Larissa Albano Lopesl(g), Daniela Freitas Guilhermjnol,
Thiago Adriano Coleti', Ederson Marcos Sgarbil,
and Thiago Fernandes de Oliveira®

! Center of Technological Sciences, State University of Parana,
Bandeirantes, PR, Brazil
{larissa,danielaf, thiago.coleti, sgarbi}@uenp. edu. br
2 Fiocruz Mato Grosso Do Sul, Information Technology,

Campo Grande, MS, Brazil
thiago.oliveira@fiocruz. br

Abstract. The Virtual Community of Practices (VCoPs) create collaborative
spaces that promote cooperation and the construction of knowledge, because
provide communication and interaction between individuals so that knowledge and
experience are utilized in a coordinated manner. A significant aspect of VCoPs
is sociability, because it is related to the manner that people interact in the
environment. Therefore, the objective of this work is assist expert professionals
in the planning and creation of VCoPs interfaces, from proposition of a heuristic
evaluation of interfaces these communities in order to minimize the difficulties
of users concerning the sociability. The proposed heuristic was applied in the
evaluation some VCoPs aiming the construction of virtual communities that
allow a higher quality interaction for participants, respecting the guidelines for
good sociability.

Keywords: Heuristic + Virtual community of practices - Interface evaluation -
Human-Computer interaction + Sociability

1 Introduction

The Virtual Community of Practices (VCoPs) are developed in order to allow the users
to discussing about a subject and sharing experiences using the Web. The VCoPs
inherent aspect is the sociability, that, according to [2] “is the human skill of establish
networks, using units of individual or collective activities and makes circulate infor-
mation representing the interests and opinions”.

The VCoPs are also interactive systems and usually it is developed without plan-
ning and the final product does not achieve the basic user requirements such as
usability and sociability. Many times, the users don’t use a software because it is
difficult to manipulate, has low levels of usability and does not provide appropriate
sociability requirements.

This paper presents the proposition of a heuristic to support the sociability evalu-
ation in VCoPs. The heuristic was created, mainly, based on [13], which proposed

© Springer International Publishing Switzerland 2015
M. Kurosu (Ed.): Human-Computer Interaction, Part III, HCII 2015, LNCS 9171, pp. 3-14, 2015.
DOI: 10.1007/978-3-319-21006-3_1
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some guidelines to be used in order to achieve sociability in websites. Other researches
such as [18] that presented the concepts of a CoP and their relations (community,
members, competences, collaboration, decision-making and CoP resources) and the [6]
research that organized the collaboration concepts in a model named Model 3C
(communication, coordination and cooperation).

After the evaluations performed using the proposed heuristic, we proposed
guidelines to be applied in the VCoPs in order to improve the sociability requirements
such as: purpose, policies, knowledge, skills, behavior, communication and others. So,
we intended to decrease the bad experiences of users, reducing the problems in the
VCoPs.

This research was performed in five stages: (1) Definition of the parameters of
analysis; (2) Select the evaluates according to the profile required; (3) Orientation to the
evaluators as heuristic guidelines; (4) Application of heuristics in evaluating VCoPs,
realized individually by each of the evaluators; and (5) Analysis of results.

2 Virtual Communities of Practices

The expression “Community of Practices” (CoP) provided by [9] is defined as a group
of people that share knowledge about some subjects and aim to interacting regularly in
order to improve the knowledge about this subject [22]. The community builds rela-
tionships that allow the easiest communication among their members and so, allows the
all the members learn about a theme [20].

According to this concept, [6] write: “The Collaboration allows the improvement
and complementation of the skills, knowledge and individual efforts”.

A CoP is structured in three main components [22]:

e Domain: the knowledge that guides the community, that defines the identity and the
main issues that the members should discuss about;

e Type of Community: the community of interests, the community of apprentices or
goal oriented;

e Use strategy: The strategy used by users to perform their tasks.

The CoPs can be available in virtual environment such as Internet or Intranet. These
CoPs are named Virtual Communities of Practices (VCoPs). This concept was defined
by [16] as a group of people that share the same interests by the Internet.

A robust research in order to contribute the improvement of collaborative learning
was realized by [18]. The concepts related to members, resources and knowledge were
defined from the research on 12 CoPs of the Palette4 project [8]. Table 1 presents a
summarize, made by [19] from research of [17, 18].

A CoP involves a series of elements (actors, resources, competence, activists,
among others) and their inter-relationships, necessaries to achievement of objectives.
On your work [18] presents the main elements and the semantic annotations to the
learning process on CoP.

These concepts (Table 1) also are inherent to VCoPs, since that virtual communities
demand similar characteristics to a real environment with relation to interaction. Thus,
can be notice that a VCoP also presents the following concepts: has a motivation;
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Table 1. Main CoP concepts. [20]

CoP — Main concepts

Authors

Community Motivation, Domain, Practice Wenger (2010)
Area; Purpose; Structure Composition Tifous et al. (2007)
Cultural Diversity Langelier (2005)
Members Personal Characteristics; Type of Miller (1995), Tifous
involvement; Role in the CoP, Peripheral et al. (2007)
Role
Competence Type of Competence Tifous et al. (2007)
Collaboration Collaboration objective; Collaboration Vidou et al. (2006)

Activities; Roles; Geographic Dimension;
Temporal Dimension; Collaboration
Resources; Media; Type of interaction
Deaudelin et al.
(2003), Weiseth
et al. (2006)
Tifous et al. (2007)

Engagement; Coordination

Decision-Making | Resources for Decision-Making; Results;
Actors involved; Strategies

Interactions registration; Tools CoP

CoP Resources

presents a domain that characterizes; has cultural diversity among its members; pre-
sents the differentiation of roles among its members; gathers different competences,
needs that its members to communicate, cooperate and coordinate the group activities;
among others.

3 Interaction Design on VCoPs: Collaboration
and Sociability

The CoPs are collaboration environment aimed to provide the cooperation and the
knowledge building due to the reason that allows the interaction among members in
order to share their knowledge and experience in a coordinated way.

Due to the CoPs features, it can be related with collaborative system because both
aim to meet users in order to discuss about a subject and collaborate with others to
achieve a common objective. These tools allow the participants to interact among them
to contribute in the collective knowledge improvement [15].

The 3C collaboration model is a model to support the collaborative tools design.
The model is based on the definition that to collaborate, the participants need com-
munication, coordination and cooperation.

According to [7] to collaborate, the people establish communication among them
and during this communication, tasks are created. The tasks are created and managed
by the CoPs manager. The manager organizes the group to ensure that the tasks to be
performed in cooperation and in the correct order and time. The perception is essential
to provide the collaboration about the subject discussed in the environment to the
members.
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Considering the increase of the number of VCoPs users, the developers needs to
concern not only in the usability, but also in the sociability features [S]. According to
[14] the sociability is the join of people in order to generate purposes and practices
where the participants share the same idea and has several relations (harmonic or
conflicting) allowing them always acquiring knowledge and competencies of others
about the subject.

Each VCoPs user has previous knowledge about a discussed subject and due to this
reason the information are distributed quickly and directly. Thus, case a problem
occurs, the same problem can be solved faster [14].

Preece [13] quotes three components that support a high level of sociability:
(I) Pupose: the subject shared by the community members, an interest, an information,
service or support that provide a reason to a user to subscribe in a VCoPs. (II) Par-
ticipants: Users that work in different tasks in the community such as manager,
moderator, simple users; and (III) Policies: languages, protocols that guide the inter-
action among the users. Forms policies, register policies and codes of conduct can be
necessary. Therefore, to promote a high quality level of sociability the VCoPs should
provide a purpose and the users should be engaged in a common subject supported by
policies and practices in the social interaction.

4 Heuristic for Sociability Evaluation in VCoPs

Barbosa and Silva [3] describe that the main goal of the evaluation is to enable the
delivery of the product with best quality guaranteed, to fix problems and to increase the
users’ productivity and their satisfaction towards the product. In the long run, the
evaluation may not only decrease training and support costs, but also increase the user
satisfaction and minimize planning of future versions of the system, as the evaluation
may call the attention of the team concerning parts that may be further explored or
improved.

In order to perform the interface evaluations in the literature, mainly three methods
are discussed: investigation method, inspection method and observation method. The
inspection method was adopted for this paper. In this method, the evaluator examines a
solution of IHC, trying to predict possible consequences of certain decisions of design
upon experiences of use. Furthermore, the evaluator deals with experiences of potential
use, and not actual use. There are three types of inspection evaluation: heuristic,
cognitive course and inspection semiotic. In this research is proposed a heuristic to
inspect VCoPs, in order to seek sociability problems involved in VCoPs.

Barbosa and Silva [3] report that heuristics for evaluation may guide the evaluators
to inspect the interface, aiming to find problems that hinder its use. The heuristic is a
fast and low cost alternative as opposed to empirical methods. Nielsen [12] recom-
mended that the evaluation should involve three to five evaluators. Table 2 presents
activities involved in the heuristic evaluation [3]:

Taking into account the preparation activity, the evaluators organize the screens of
the system being reviewed and the heuristics list or guidelines that should be taken into
consideration. The solution evaluated may be the own working system, executable
prototypes or not executable. Moreover, it is recommended that the evaluator scroll the
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Table 2. Heuristic Evaluation [3]

Activity Tasks

Preparation All the evaluators: to learn about the current situation: users,
domain, among others. To select the parts of the interface that
should be evaluated.

Collection and data Each evaluator, individually: to inspect the interface to identify
interpretation heuristics violations; to list problems found by the inspection,
indicating location, severity, justification and recommendations

for the solution.

Consolidation and All the evaluators: to revise problems found, judging its relevance,
Result Report severity, justification and recommendations for the solution; to
generate a consolidated report.

whole interface at least two times before starting the analysis, in order to be acquainted
with its ergonomic, iconographies and operational features [1].

Next, the evaluators start to the collection step and data interpretation. Each
evaluator should inspect each selected screen aiming to determine whether the
guidelines were respected or violated. Each violation is perceived as an IHC problem.
Therefore, evaluators should note every problem, location, severity and violated
guidelines.

Finally, the evaluators convene a meeting to consolidate the results. Each evaluator
shares a problem list. Next, the evaluators perform a new evaluation, which each
evaluator is able to assign a new severity degree for each problem. The evaluators talk
and find an agreement on the final severity degree of each problem and decide what
problems and suggestions should be part of the final consolidated report.

4.1 Proposal Heuristic — SVCoP

In this section, the sociability evaluation heuristic of VCoPs, named SVCoP (Socia-
bility in Virtual Communities of Practice), is presented. SVCoP was organized, in its
first level, according to the structure of [18], which defines that CoP is characterized by
the following aspects: “Community”, “Members”, “Competence”, “Collaboration”,
“Decision Making” and “CoP Resources”. As the aspect “CoP resources” is connected
to all other concepts to support them. In addition, “CoP Resources” was also eliminated
from the first level of the model, but it appears in the details section of the heuristic
evaluation. Figure 1 shows the structure of the heuristic proposal.
The heuristic is structured as follows:

e “Community” refers to the domain, objective, composition and cultural diversity of
CoP. In addition, “Community” is aligned to the concepts of [13], “purpose” is a
reason why a member would belong to VCoP and “policies” are records and codes
that guide interpersonal interactions in VCoP.

e “Members” are people from CoP with your given roles and personal features,
referring to the features of people from VCoP, to their different roles and positions.
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Purpose
Community |-
Policies
Members
Knowledge

Competence = skills
SVCoP Behavior

Communication

Coordination

Collaboration
Cooperation

Perception

Decision making

Fig. 1. Heuristic Structure

e “Competency” is defined as a set of resources provided to be acquired by [18]. The
resources to acquire the expected competency are “knowledge”, which refers to
acquiring theoretical information of a determined subject, “skills”, which is the
capacity of an actor to perform tasks in practice and “behavior”, which is sum-
marized by the way in which actor behaves in a group or in a particular situation.

e “Collaboration” groups concepts of “communication”, “coordination”, “coopera-
tion” and “perception” as cited by [6] in Collaboration Model 3C, in the second
level. This model is based on the premise of in order to have collaboration, not only
communication junction, but also coordination, cooperation and perception is
required.

e “Decision Making” refers to available resources for such, to the individuals
involved and to the strategies utilized in the process.

From the aforementioned concepts, a set of questions has been elaborated.
The questions (for each axis) comprise the proposed heuristic requisites, and are
detailed in [10].

In the “Community” axis, the following items have been analyzed: Purposes and
Policies. In addition, seven questions were developed aiming to analyze the community
purpose, among them: Is the purpose of community in accordance with its given name?
Does the community clearly transmit its intentions to its users?

To analyze the Policies, eleven questions were developed, among them: Does the
community present policies of use for all developed activities (registration, publication,
commercial transactions, copyrights, among others)?; Is the reliance of the community
encouraged by a policy or by a procedure?; Are there any form of complaining in case
the community is incorrectly utilized?

In the “Members” axis, eight questions have been elaborated, among them: Is the
registration required when a person intends to either become a member of the
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community or leave the community?; Are anonymous users and visitants allowed?;
Can a member assume a given role in VCoP (facilitator, participant, coordinator,
among others)?

In the following axis, “Competence”, the following items have been analyzed:
“Knowledge”, “Skills” and “Behavior”. Five questions have been developed con-
cerning “Knowledge”, among them: Can VCoP members acquire required information
on the VCoP operation?; Is information on subjects discussed in VCoP clearly trans-
mitted?; Is the user-to-user knowledge clearly transmitted?

The “Skills” are analyzed from three questions: Is the responsibility of each
member to perform tasks presented in VCoP?; Can members learn and transfer their
knowledge in VCoP?; Do members assume responsibilities, risks, and consequences of
their actions and, as a result, are recognized?

Finally, the “Behavior” is analysed from three questions: Does VCoP allow the
evaluation of its members’ satisfaction?; Does VCoP register the actions of each
member aiming to be able to analyze their involvement?; Are there many ways
employed in VCoP to motivate their participants?

In the next axis, “Collaboration”, questions have been elaborated to analyze the
following terms: Communication, Coordination, Cooperation and Perception. Seven
questions have been developed in order to analyze the communication, among them:
Are there several ways to communicate in the community? For instance: by written
(text), by speech (audio), by pictorial (images and animations) and by gestures (video
and avatar); Are there a way to read and send messages promptly (after the formulation
of the message as a whole by the sender) (asynchronous communication)?; Can I
express myself in the way I expect? For Instance: the type of speaking (whisper,
speech, question, yell, answer, acceptance, disagreement), the type of speech (direct or
indirect), and the type of emotion (happy, normal, angry).

The analysis of the “Coordination” was performed through six questions, among
them: Does the community encourage empathy, confidence and cooperation?; Gener-
ally, is the community a nice place, where people are able to do what they want?; Does
the community offer the availability status of the users (available, busy, away, among
others)?

In order to analyze the “Cooperation”, four questions were developed, among them:
Are there any activities in which members depend on each other in VCoP when
performing any tasks?; Are there group activities?; Does the community show any
types of records to store posts that have been already published?

“Perception” was analyzed from five questions, among them: Can people see other
members online in the community?; Can people see what the other members are doing
in the community?; Does the community present the role of the users to other members
(facilitator, participant, coordinator, among them)?

Finally, in the axis “Decision making”, have been developed three questions: Does
the community promote assistance for decision-making? (E.g.: Consensus - all the
members decide, Majority — the majority opinion wins, Minority — a subcommittee
decides, among others); Is there any specialist holding specific knowledge for decision
making regarding a determined task?; Is there an authority (moderator/leader) for
decision making in VCoP?
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From the developed heuristic, the validation was applied, followed by the meth-
odology described in the next section.

4.2 Heuristics Application Methodology

To perform the evaluation was created an online form containing 61 questions corre-
sponding to heuristic guidelines. From these questions, the evaluators were able
identify if the guidelines were respected or violated in VCoPs.

The form was distributed to five expert professionals that evaluated seven com-
munities of practice. For the purpose of provide greater familiarity with VCoPs, the
evaluators were able choose which would be evaluated.

To assist the evaluation process, some parameters were established to the verifi-
cation of 61 questions that constitute the heuristic. The parameters vary from 0 to 2 as
follows: (0) No — when there is not occurrence. The aspect is not identified in VCoP;
(1) Partially - partial occurrence. The aspect is identified not satisfactorily in VCoP;
(2) Yes - when the occurrence is complete. The aspect is satisfactorily in VCoP.

For instance, the area “policies” to the question that checks if “Use policies are
presented?” are proposed the following options: (0) No - use policies do not presented
in VCoP; (1) Partially - use policies are presented only the moment of member reg-
istration in VCOP; (2) Yes - use policies are remembered at several moments during
use of VCoP.

Therefore, for each question were presented three alternatives to analyze the
occurrence of sociability guidelines in VCoPs.

In order to evaluate the proposed heuristic, concerning to completeness, strengths
and weaknesses, was created another online form with eight questions to be answered
by the evaluators at the end of the evaluation of VCoPs. With this questionnaire,
evaluators could contribute with suggestions for improvements to the proposed
heuristic.

4.3 Results and Discussion

From the tests conducted through the SVCoP, we could identify the aspects of
sociability which are well explored in VCoPs and aspects that present themselves
poorer. Some of the issues involving the various analyzed axes (Community, Member,
Competence, Collaboration, Decision Making) are highlighted in Table 3.

The best evaluated aspects are related to Community axes (Purpose and Policy),
Members and Competence (knowledge, skills and behavior). It was observed that the
purpose of the evaluated communities is presented very clearly and prominently,
motivating its participants for their use. The policies are widely disseminated and there
is a strict control for security of confidential information, bringing confidence and
encouraging participants along the interaction activities. Regarding the Members, it
was observed that the VCoPs well delimit the roles of each member in the community,
but mostly also allow access to anonymous users. On competence, it was found that the
VCoPs have several ways of sharing information contributing to the construction of
knowledge.
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Table 3. Some questions of heuristics - SVCoP

Heuristic - SVCoP VCoP | VCoP | VCoP |VCoP | VCoP | VCoP | VCoP
1 2 3 4 5 6 7

Does the community clearly 2 1 2 2 2 2 2
transmit its intentions to its
users?

Is the reliance of the community |1 0 2 1 0 0 0
encouraged by a policy or by a
procedure?

Are anonymous users and 0 2 1 0 2 2 2
visitants allowed?

Can a member assume a given |2 2 1 2 2 2 2
role in VCoP?

Can members learn and transfer |1 2 2 2 2 2 2

their knowledge in VCoP?

Does VCoP allow the evaluation
of its members’ satisfaction?

Does VCoP register the actions of | 1 1 2 2 2 2 2
each member aiming to be able
to analyze their involvement?

Are there several ways to 2 1 2 1 0 0 0
communicate in the
community? For instance: by
written, by speech, by pictorial
and by gestures.

—
(e}
\S]
(e}
o
8}
o

Does the community encourage |2 2 2 2 2 2 2
empathy, confidence and
cooperation?

Does the community offer the 2 0 0 0 2 2 2
availability status of the users?

Are there group activities? 2 2 1 1 2 2 2

Does the community show any |2 2 2 0 0 0 0

types of records to store posts
that have been already

published?

Does the community promote 2 0 0 2 0 0 0
assistance for decision-making?

Is there an authority for decision |2 2 2 0 0 0 0

making in VCoP?

The aspects that have shown a lower incidence were related to the Collaboration
and Decision Making. The VCoPs demonstrated weakness with regard to communi-
cation, regarding the accessibility and forms of communication. Coordination in
VCoPs is not explicit, usually because they have a more informal organization. Per-
ception already demonstrated great deficiency in his assessment, appearing as one of
the worst aspects evaluated. The lack of visibility regarding the actions of participants
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and roles performed are the main difficulties pointed out. The assessment indicated that
the VCoPs, mostly do not have tools for Decision Making as voting arrangements,
polls, among others. Two out of seven communities have a specialist for decision
making. This limitation, in the view of some evaluators, makes less democratic VCoPs.

After evaluating the VCoPs, some questions about the facilities and difficulties
encountered during the evaluation process were answered by the evaluators. A sum-
mary of the opinion of the evaluators is described in the following:

e All evaluators responded that: (i) the heuristic is complete with respect to the
sociability aspects evaluated, however, found a very extensive evaluation, conse-
quently tiring, (ii) the main difficulties are related to the lack of familiarity with the
VCoPs, prejudicing the identifying some aspects.

e Three evaluators observed that the heuristic could include an alternative to con-
template exceptions, such as: “It is not possible to evaluate”.

e Two evaluators reported that: (i) it is necessary explain the aspects that appear in the
questionnaire (community members, competence, among others) to facilitate the
evaluation; (ii) some questions are repetitive, then, they suggest remove it.

e One reviewer suggested adding a question to identify if the VCoP disseminates
knowledge beyond its members (eg. Open videoconferences).

In general, the evaluators demonstrated satisfaction with the proposed heuristic.
One very positive aspect is associated with completeness of the aspects of sociability;
however, the extension was criticized by most evaluators. These suggestions have
contributed to the refinement and improvement of the heuristic.

5 Conclusion

This paper proposes a heuristic model to support the designers to create VCoPs with
interfaces according to sociability features.

The heuristic, called SVCoP, presents its guidelines organized by aspects which are
considered intrinsic to VCoPs: Community (Purpose and Policies), Members, Com-
petence (Knowledge, Skills and Behavior), Collaboration (communication, Coordina-
tion, Cooperation and Perception) and Decision Making. Then, were developed 61
questions to cover all aspects and their interrelationships. The questions were applied
for five evaluators at the end of the reviews suggested improvements to heuristic
SVCoP.

Some perceptions about Sociability were possible with the reviews, among them:
Most communities makes clear the group’s intent and provide information for the
environment to reaffirm your purpose; Policies are present only in the registration of
one member and are not remembered along the interactions in VCoPs; The VCoPs offer
some forms of communication (discussion forums, chat, email), but they do not
stimulate the participants to develop their own communication styles.

A relevant aspect observed is that most VCoPs not present activities that can be
developed cooperatively. Another important aspect that proved absent in VCoPs is the
treatment of copyright issues and protection of confidential information.
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As partial result, it was identified that the instrument proposed enabled to evaluate

diverse sociability aspects in VCoPs. From the suggestions of the evaluators about the
model of heuristic, were made some changes, such as, the inclusion of an alternative
“Can not evaluate”, and the refinement of some issues, including its change, inclusion
and exclusion. Included is also links with explanation of key words of the question-
naire, such as, cooperation and perception.

As future work, it is intended to perform further assessments in order to refine and

improve the heuristic. In addition, it is intended apply the heuristic to other types of
collaborative environments.
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Abstract. The objective of this research is to examine the most important
issues in user experience about social media applications (SMAs) by using a
lexical approach. After reviewing prior studies about user interactions with
SMA, a process based on the revised lexical approach [52] is adopted to explore
patterns among the adjectives in online reviews of SMAs. This process includes
four stages: Stage 1: Collecting online reviews, Stage 2: Building a dictionary of
SMA descriptive adjectives, Stage 3: Extracting user ratings of adjectives, and
Stage 4: Factor analyses. The detailed development process is discussed.

Keywords: Social media applications + Lexical approach - Usability + User
experience

1 Introduction

Social media applications (SMA) continue to grow at a fast pace. People of all gen-
erations use social media to exchange messages and share experiences of their life in a
timely fashion. SMAs are not only a major form of communication but also used
increasingly for entertainment, educational, therapeutic, and work-related purposes
[37]. To build the best experience we need to understand what elements of using SMA
that affect users most. Previous research suggests that user experience of SMA could be
affected by SMA designing elements, information processing, and environment. SMA
usage could also be influenced by personality, user sociality, and user needs. At the
same time, SMA uses impacts user experiences of other systems, products and services
in many ways. In addition, it drives user behavior toward specific actions. Furthermore,
user experience and implicit feedback from SMA impact e-commerce websites on
building an experience and personalization. However, what are really influencing user
experiences of SMA are not well studied. Inspired by the lexical approach used in
studying personality traits [1], this study attempts to approach user experience through
the language used by SMA users. Similar to personality research, it is believed that
SMA descriptive words (adjectives or nouns) will play a pivotal role in SMA. The
objective of this research is to examine the most important issues in user experience
about social media applications by analyzing the adjectives used by users in online
reviews of SMAs.
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2 Literature Review

Experts based on different perspectives have inspected social media effects on user
experience [23]. Researchers also note that one could change user experience of SMA,
through SMA designing elements, information processing, and environment [25].

User personality, user sociality, and user needs could affect users experiences of
SMA [1]. In addition, SMA uses could improve users experience on other systems,
products and services [36]. Moreover, user experience and implicit feedback from
SMA could help to build good experience and personalize products and services for
users [17].

This section examines prior research on SMA interface design, role of user char-
acteristics, marketing research, and prior SMA experience.

2.1 SMA Interface Design

Prior research suggests that the characteristics of the system of engagements and
content enhance viewership of user-generated content, and that the type of background
is crucial to user attitude toward the content of the page [39, 41].

Lampe, Ellison & Steinfield (2007) find that shared referents is more likely to
increase the amounts of friends than the fields used to express likes and dislikes [25].
Facebook is based on four elements that lead to larger adoptions: provoke/retaliate,
reveal/compare, expression, and group exchange [48]. It is also found that the influence
in social networks is based on two normal and recognizable patterns, competition and
deception, adopted by Facebook [48]. Borgatti and Cross [9] define the way of getting
information from others as a process of (1) knowing: comprehending what that indi-
vidual knows; (2) valuing: surveying what that individual knows; (3) Accessing:
having the capacity to get auspicious access to that information; and (4) Costing:
understanding that looking for the information from that individual is cost effective [9].
Grange and Benbasat [15] propose that getting Information from and into SMA
affected by both user experience and the platform itself [15]. SMA makes information
accessible and reduces the cost of sharing information between users [15]. Hutton and
Fosdick [16] indicate that users motivation depends on the social media platform and
how extract and process information to it. Moncur [29] states that increasing the
desirability of personal social networks increases the usefulness of social networks
sites. Social network environment changes its members’ behavior when compared to
non-members. The effect of online activities extends to affect offline events as well.
Social media can also be used as lifestyle changing tool [34]. Acquisti and Gross [3]
note that people concerned with privacy still join the network and they deal with their
privacy concerns by trusting their capability to control the information they give and
who gets access to it. It is found that an individual’s privacy concerns are only a weak
predictor of the membership to the network [3].
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2.2 Role of User Characteristics

Social media use is not only influenced by the social media environment itself, it can
also be affected by user personality, user sociality, and user needs. Ross et al. [40]
indicate that personality structures, inspiration and capability can have a vital bearing
on online activities. For example, the time spent on the SMA is positively connected
with loneliness and shyness [2, 32]. In the meantime, shyness is negatively associated
with the amount of Friends on the SMA [32]. Furthermore, highly extroverted users
would have larger number of friends and would engage in more groups than those who
have less extroverted characteristics, and users with higher neuroticism characteristics
would be more willing to share personally-identifying information on SMA, and less
likely to use private messages [6—8, 32]. In addition, user preference of specific social
network platforms is associated with differences in personality and the platform design
and features. For example, people with high sociability, extraversion and neuroticism
have a preference for Facebook while those who have a preference for Twitter have a
high need for cognition [18]. Ellison et al. [12] suggest that Facebook usage would
provide greater benefits for users facing low self-esteem and low life satisfaction.
Social media has the potential to be a socializing and powerful tool [26, 35]. Social
network design and uses is inevitably associated with a user’s social world and areas of
life (work, family, and friends) [30]. The way people think about and manage com-
munication in their social life determines future efforts in social media design. Looking
to a specific tool like Facebook, Park et al. [35] show a positive relationship between
the intensity of Facebook use and students’ life satisfaction, social trust, civic
engagement, and observed political participation. Correa et al. [11] claim that the
relationship between extraversion and social media use is particularly important among
the young adult cohort. McKenna et al. [28] find that users who present their true self in
the Internet were more likely than others to have close online friendship and moved
these relationship to a “face-to-face” basis. Users’ needs and the awareness of the value
of the social media can change user experience within it. This even starts from the level
of adoption and how it affects the use of social media services [50, 51]. Zhao et al. [51]
argue that individuals choose the identities that aid them to better situate within a given
social environment depending on the characteristics of the environment in which they
find themselves. People with a high need for cognition are more experienced on the
Internet, use more hyperlinks, stay longer in the site and use information services in the
Internet relatively more than those with a low need for cognition [5, 23]. On the other
hand, it is noted that people with low need for cognition prefer interactive over linear
sites [5]. Swickert et al. [43] argue that Personality is marginally related to Information
Exchange (email and accessing information) and Leisure (instant messaging and
playing games).

2.3 SMA Experience and Marketing Research

SMA affects e-commerce websites and its uses in many ways. Kim and Ahmad [22]
find that building an experience and personalizing are two of the most effective factors
in social media that have a huge impact on e-commerce websites. In fact, social media
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leads to both negative and positive experiences. It would be easy to spread bad
experiences to a large number of users in the social media platform [22]. It is also easy
to accumulate a huge number of good experiences and use word-of-mouth marketing to
deliver it [22]. A huge part of the e-commerce market experiences nowadays rest on
trust and distrust on SMA. With the open community in social media, users and
businesses are building an experience based on this community [22]. In addition SMA
is a good tool in providing personalized information and recommended products and
services. SMA provides a lot of implicit feedback that could build excellent source of
information about users. Thus, a common task of recommender systems is to improve
customer experiences through personalized recommendations based on prior implicit
feedback [36]. Recommendation system could influence consumers’ decision-making
[17, 49]. Burke [38] proposes that adding users’ preferences to recommendation sys-
tems would make personalization more specific and accurate. Jawaheer et al. [21] show
that explicit and implicit feedbacks provide different degrees of expressivity of the
user’s preferences. Joachims et al. [19] suggest that accuracy of implicit feedback
would add more personal information to the explicit feedback of the user. Oku et al.
[31] propose a recommendation system considering past /current /future users’ situa-
tions and conditions that influence users expression of information and status at that
time. The status of users in social media networks provides information based on:
(users past actions and occurred situations at that time, current situation to obtain
information from the user status, and future actions the user plan from now and
expected situations) [31]. It is found that the user’s action patterns depend on situations
at each time [31]. It is necessary to extract the user’s action patterns considering the
situations at each time when the user took the actions [31]. Peska et al. [33] argue that,
based on user behavior, collaborative and object rating methods are significantly better
than the random method in most of the observed performance measures.

2.4 Role of Prior SMA Experiences

Sykes et al. [44] propose that improved user understanding of a system such as social
media application leads to better performance within it and better explanations as to how
to use it. SMA users and users who call customer service tend to report different types of
performance issues [37]. In addition, Fischer and Reuber [13] state that social media
interaction increases the amount of access to resources and it can expand the community
[13]. They propose that this huge amount of resources and the connection with more
communities makes a significant difference in decision-making and communication
[13]. However, they found that investing heavily in social network interactions could
lead to less productivity [13]. Also, it could be tricky without considering community
orientation and community norm adherence [13]. The type of event in social media and
the manner in which users engage in the social media platform changes the purpose of
using the social media [10, 46]. In a study on understanding online social network usage
from a network perspective, Schneider et al. [42] find that users commonly spend more
than half an hour interacting with the online social networks while the byte contributions
per online social network session are relatively small.
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3 The Lexical Approach

The lexical approach originally used to investigate personalities is based on a lexical
hypothesis. The hypothesis states that when salient individual differences are socially
relevant to life, these distinctive attributes are encoded into natural languages. If many
people recognize a difference, the difference is likely to be expressed by similar terms.
Personality traits therefore can be identified by exploring personality descriptive
adjectives in natural languages [1, 52, 53]. Zhu and Fang [52] introduced a revised
lexical approach to study user experience in game play by analyzing online reviews.
Four stages were involved in this revised lexical approach: (1) Stage 1: Collecting
online reviews, (2) Stage 2: Building a dictionary of game descriptive adjectives,
(3) Stage 3: Extracting game player ratings of adjectives, and (4) Stage 4: Factor
analyses [52].

In this study, we argue that the revised lexical approach proposed by Zhu and Fang
[52] can be applied to investigate user experience of SMA. It is hypothesized that SMA
users will use adjectives to describe important issues/factors in online reviews as they
experience SMAs. If we can aggregate a large collection of online reviews about
SMAs, the most critical issues/factors related to SMAs would be reflected in the
common patterns of adjectives used by users. Section 4 elaborates the detailed lexical
analysis process.

4 Method

As suggested by Zhu and Fang [52], this study will employ a lexical analysis process
with the following 4 stages:

Stage 1: Collecting online reviews

Stage 2: Building a dictionary of SMA descriptive adjectives
Stage 3: Extracting user ratings of adjectives

Stage 4: Factor analyses.

Stage 1 Collecting Online Reviews: The primary objective of Stage 1 is to download
social media applications reviews from independent online websites and store these
reviews in a structured relational database for subsequent analysis. Since the following
lexical analysis focuses on the language used by SMA users, only textual information is
downloaded. To ensure the quality and representativeness of online content, the fol-
lowing criteria are used to choose the websites where SMA reviews would be
downloaded:

e A popular independent SMA review website that has attracted a significant amount
of traffic. This criterion helps ensure the diversity of SMA users.

e A highly ranked SMA review websites that user trust. This criterion ensures the
popularity and dominance as perceived by the SMA industry.

e A website that contains reviews of a wide variety of SMA. This criterion strives to
achieve the maximal generalizability.
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Table 1. Sources of online reviews about SMA

Website Applications | Apps with users| User Traffic | Alexa
reviews reviews rank

148apps.com 7363 948 2383 934,900 | 21038
Theiphoneappreview.com 3857 243 1616 152,100 | 170251
Iphoneappreviews.net 1340 901 5024 20,100 | 915809
Dailyappshow.com 3880 1031 1868 214,700 | 115367
Appvee.com 1294306 9740 9740 59,600 |447364
Whatsoniphone.com 7028 456 2210 114,600 | 232334
Freshapps.com 45872 1425 3164 57,800 | 460307
Total number of user reviews | 26005

Based on the aforementioned criteria, seven websites were chosen to download
SMA reviews from: 148apps.com, Theiphoneappreview.com, Iphoneappreviews.net,
Dailyappshow.com, Appvee.com, Whatsoniphone.com, and Freshapps.com. Table 1
presents the details about these websites. These websites provides us independent
reviews by different users: users, developer, expert reviewers and businesses.

A special web crawler program was developed for each of the seven SMA websites
using Perl. Perl was selected as the main programming language due to its powerful
facility for text manipulations. It has also been used in many scientific inquiries such as
bioinformatics. For this study, ActivePerl was installed on Microsoft Windows 7
system and Komodo IDE was used as the main text editor. The following issues were
addressed when developing the web crawlers:

e Only texts of SMA reviews are downloaded. Any texts contained in other forms
such as image, video, or advertisements are excluded.

e All of the HTML tags or any markup language tags are recognized and removed
from the texts.

e Repeated contents are removed. Others might quote same reviews in forum- style
content. To minimize possible bias caused by repeated contents, the web crawler
programs are designed to detect such contents to the best we could and to remove
them during downloading.

e The web crawler programs are developed to traverse entire hierarchical structures
on the seven selected SMA Websites that might contain useful content.

e The web crawler programs are designed to resume downloading without duplicating
any content if the downloading process is halted by any exceptions.

e Once the SMA reviews are downloaded, they will be stored with all relevant meta
information available on the websites such as title and reviewer in a structured
relational database. This database will be used as the source of information for
future content analyses.

Stage 2 Building a dictionary of SMA descriptive adjective: This stage is designed to
parse adjectives describing SMAs from the downloaded online reviews. Four tasks will
be involved in this stage: (1) parsing individual words from original texts and checking
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the part of speech (PoS); (2) detecting SMA-descriptive terms; (3) filtering out stop
words and retaining new jargons created by users; (4) capturing overall frequency and
the number of reviews containing a word. To complete these tasks in order, a natural
language processing (NLP) application will be developed using relevant Perl modules.

Stage 3 Extracting user ratings of adjective: In Stage 3, each online review will be
treated as an independent observation. They will be converted to a dataset by a
computer program as follows: (1) Each word on the list of adjectives produced in Stage
2, “Building a dictionary of SMA descriptive adjectives”, is treated as an individual
item. The list of adjectives is saved as the field names (columns) of a database table.
(2) All online reviews are retrieved one at a time. Each review about one game is
processed as an individual record. Adjectives used in the same review must be
somehow related because they are used to describe the same application. If an adjective
appears in this review, the value for this adjective (field) is set to 1. Otherwise, a zero
value is registered.

Stage 4 Factor Analysis: In this stage, an exploratory factor analysis will be conducted
to discover potential patterns among the SMA descriptive adjectives. The resulting
patterns will reflect the most critical issues/factors concerning SMAs.

5 Current Progress and Next Step

We have completed Stage 1 and are currently working on Stage 2 to extract
SMA-descriptive words. As the next step, we will convert the online reviews into a
binary matrix and then conduct the factor analysis to discover patterns among the
adjectives.
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Abstract. The paper outlines a methodology proposed to give impetus to a
collaborative effort involving integral stakeholders to determine whether Web
accessibility facilitation measures must be adapted for people with depression
and anxiety, and if so, in what way(s). The methodology has three-phases:
(1) identification of Web accessibility barriers using two data sources: a sys-
tematic review of pertinent literature and focus group interviews with people
with depression and anxiety; (2) validation of current Web accessibility
facilitation measures for this population using experimental user-testing; (3) pro-
vision of expertise-based recommendations for the improvement of Web acces-
sibility facilitation measures using a delphi method. If adopted, the study’s
findings are expected to herald improvements in the Web browsing experiences of
people with depression and anxiety, and also everyone else who use the Web.

Keywords: Protocol - Web accessibility - Depression * Anxiety * Mental
disorders

1 Introduction

The Web is an essential tool for participation within knowledge-based societies where
timely and easy access to information is crucial for individual progress [1]. It is an
important means by which people can gather information and learn about personally
meaningful topics to make informed life choices like how best to manage one’s health,
what career one should pursue or even where one should live [2]. The Web is also a
useful and convenient way to develop and maintain relationships with people in one’s
life such as life-partners, friends, family members and acquaintances among others
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[3, 4]. Additionally, it provides many opportunities to engage in recreational activities
including online shopping, gaming, watching movies and listening to music [5, 6].
Understandably, those without reasonable access to the Web and its benefits are left at a
disadvantage.

Facilitating access to the Web is not limited to providing the necessary techno-
logical infrastructure but also ensuring no access barriers exist that make it difficult to
perceive, understand, navigate, and interact with Websites. For example, images,
controls, and other structural elements on websites without equivalent text alternatives
will present accessibility barriers for people with visual disabilities [7]. People with
hearing impairments will experience great difficulty perceiving audio content — videos
with voices and sounds — on the Web without captions or transcripts explaining what is
being conveyed in media using sound [7]. It can also be especially challenging for
persons with physical disabilities to use websites that do not provide full keyboard
support [7].

Consequently, great effort has been put towards ensuring accessibility for those
with disabilities, especially for people with sensory impairments and physical dis-
abilities where research has been very fruitful. For instance, research surrounding
accessibility for people with visual impairment focuses on conveying information via
alternative sensory channels such as auditory (e.g., screen readers) and tactile means
(e.g., refreshable Braille displays), along with more cutting edge efforts to develop
virtual retinal displays and the customised pre-compensation of images to match the
visual characteristics of individual users and produce undistorted retinal images [8].
Research into alternative input mechanisms for people with physical disabilities to gain
access to systems used to navigate the Web has resulted in many special keyboards and
novel pointing-based input methods operated by eye gaze tracking and other body parts
(i.e., tongue, feet, elbows and head), and speech input devices [9].

People with mental disorders (PwMD) also face barriers when accessing the Web
and some of these barriers may be unique to people with these disorders as well [10].
Good and Sambhanthan [11] reported several website elements that people with
depression and anxiety identified as being accessibility issues: distracting design,
confusing menu options, poor navigation, time limited response forms, information
overload, non-perceivable icons, slow response in websites loading information, poor
organisation and presentation complicated language, poor content filters, excessive
advertisements, and complex purchasing processes. Ferron et al. [12] and Rotondi et al.
[10] concluded that people with severe mental disorders require sites that explicitly
state instructions for their use, feature a shallow hierarchy of pages, use clear and
explicit labels, large navigational cues and pop-up menus to reduce clicking. Findings
from Rotondi et al. [10] also reveal that these Web accessibility needs are distinct and
are not covered by existing guidance and or Web-interface models.

However, improving accessibility for people with mental disorders has received
little direct research attention [13]. A thorough keyword search of several databases
(i.e., MEDLINE, PsycARTICLES, CINAHL, Library, Information Science and
Technology Abstracts, Computers and Applied Sciences Complete, ACM Digital
Library, SpringerLink, OpenGrey) for Web accessibility, mental disorders and related
terms only returned 3 directly relevant results (i.e., [10-12] as discussed earlier).
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It is important to identify and address the possible Web accessibility barriers people
with mental disorders experience as such barriers may have a negative impact on how
much they benefit from the Web due to the poor accessibility of the platform. Studies
investigating several of the rapidly growing number of Web-based treatment methods
including online mental health communities (e.g., [14, 15]), Web-based group therapy
(e.g., [16, 17]) and self-directed therapy (e.g., [18, 19]) have presented promising
results but there is also much room for improving Web-based interventions. Knowl-
edge of how Web modifications can lead to improved access by this population will
help create a more all-inclusive Web from which people with mental disorders can also
benefit. The World Health Organisation reports that one in four people will be affected
by a mental disorder in their lifetime [20]. This represents a very large segment of the
world population that may be at a disadvantage due to barriers negatively impacting
their Web usage.

A comprehensive understanding of the barriers people with mental disorders
encounter on the Web is also essential for devising ways to effectively address
accessibility for this population as well. The process of establishing Web accessibility
facilitation measures, including standards and guidelines, should rely on evidence (e.g.,
research, expertise with relevant issues) about ‘what’ barriers exist and ‘how’ they
could be addressed to later advise on what strategies should be employed to remove or
reduce these barriers. This is why the BETTER (weB accEssibiliTy for people wiTh
mEntal disoRders) project was initiated.

BETTER is a collaborative effort involving relevant stakeholders — people with
mental disorders, practicing professionals in the field, regulators, policymakers and
academia — to determine whether current Web accessibility facilitation measures must
be adapted for people with mental disorders and if so, in what way(s). It focuses on
depression and anxiety because they are the most common mental disorders [21] and
account for the leading causes of disability-adjusted life years (DALYs) due to mental
and substance use disorders worldwide (i.e., depressive disorders account for 40.5 %
and anxiety disorders for 14.6 % of DALYSs [22]). The general objective of this paper is
to outline the methodology to be implemented by BETTER.

2 The Three Phases of the BETTER Project

2.1 Identification of Web Accessibility Barriers and Facilitation
Measures (Phase I)

The objective of the first phase is to determine ‘what’ barriers people with depression
and anxiety encounter when accessing the Web and ‘how’ those barriers can be
removed or reduced. Two different methodologies will be utilised to meet this
objective — a systematic review and qualitative study with people with depression and
anxiety (Fig. 1).

Study 1: Current Thinking on Digital Accessibility for PwMD. The objective of
this study is to identify evidence regarding accessibility barriers people with mental
disorders (MD) experience when using digital technology and any corresponding
facilitation measures used to address them. A systematic review of literature covering
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Fig. 1. Phases including studies and expected outcomes of the BETTER project.

the fields of psychology, medicine and computer science will be conducted using
several databases: MEDLINE, PsycARTICLES, CINAHL, Library, Information Sci-
ence and Technology Abstracts, Computers and Applied Sciences Complete, ACM
Digital Library, SpringerLink, OpenGrey. A systematic review was chosen as it is
especially useful for identifying, selecting, and critically evaluating relevant studies,
and to collect and analyse data gathered from them [23].

Contrary to the focus in the other studies within the project, this review will not be
limited to just depression and anxiety but will consider all mental disorders. This is to
increase the likelihood that insight into the probable situation surrounding Web
accessibility for people with depression and anxiety is gained and that the study does
not suffer from the paucity of research in the area as revealed by preliminary searches.
The scope of the review will also be expanded to include all digital technologies as this
allows for many more opportunities to obtain relevant knowledge that a narrow focus
on the Web alone will not provide.
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Studies will be selected if they include participants with mental disorders, describe
the difficulties that people with mental disorders encounter when using consumer
information and communication technologies (ICT) or provide guidance on how to
improve the accessibility of consumer ICTs for PwMD. Information about the ICTs
studied, diagnoses and classifications used, barriers and corresponding facilitation
measures, origin of facilitation measures, the research methodology followed and
definitions for accessibility and disability will be extracted from studies where possible.
A narrative synthesis [24] will then be performed to draw conclusions based on the data
extracted from across the set of included studies.

Study 2: Perspectives of People with Depression and Anxiety. The objective of this
study is to improve the understanding of persons with depression and anxiety’s
experiences using the Web from their perspective. Focus groups will be used to elicit
details about participants’ experiences. This method allows for a more rapid and
productive way of obtaining accounts of Web usage from participants when compared
to similar qualitative methodologies (e.g., ethnographic methods) [25]. It is also ben-
eficial to participants as it gives them the opportunity to make connections with similar
experiences during the group session [26].

Purposive sampling will be utilised to obtain participants for study. Participants
must be: aged = 18 (50 % < and = 40); skilled Web users as indicated by the 10-item
abbreviated Web-use skills indexes for populations with low levels of internet expe-
riences [27]; diagnosed with depression and or anxiety as stipulated by the Diagnostic
and Statistical Manual of Mental Disorders (DSM) 4/5th revision or International
Classification of Diseases (ICD) 10th revision; without significant sensory or physical
disabilities.

The topic guide will feature questions that provoke discussion about the difficulties
participants experience when using the Web, the perceived determinants of the major
difficulties experienced and ways these difficulties can be removed or reduced. Groups
with young adult participants will allow the study to capture the perspective from more
skilled and involved Web users [28]. Sessions with older participants (=40) will also
provide enlightening accounts about their unique experience which is known to be
different from younger users’ Web usage patterns [29].

Framework analysis as outlined by Ritchie and Spencer [30] will be utilised for this
study. Findings in the form of emergent themes from focus group narratives will be
organised around key questions posed in the topic guide [31]. A survey will be later
conducted to validate these findings among a wider population of people with
depression and anxiety.

Expected Outcomes of Phase 1. Results from this phase will summarise (1) digital
and specifically Web accessibility barriers persons with mental disorders face, (2) the
strategies employed to overcome barriers and (3) identified gaps in knowledge about
what barriers exist and how they could be addressed based on a comparison and
integration of findings from study 1 and 2. The first and third outcomes will inform
phase II by guiding the development of realistic and meaningful task scenarios for a
usability testing study. Also, the second outcome will be used in phase II to determine
the Web accessibility facilitation measures that are to be validated in the experimental
study.
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2.2 Evaluation of Web Accessibility Facilitation Measures (Phase II)

The objective of this phase is to validate all Web accessibility facilitation measures for
persons with depression and anxiety identified in phase 1. It builds on phase I by testing
the accessibility of websites that implemented current facilitation measures identified
during that phase.

Study 3: Validating Web Accessibility Facilitation Measures for Persons with
Depression and Anxiety. The objective of this study is to validate the effectiveness of
facilitation measures identified in phase I that will result in the removal or reduction in
Web accessibility barriers for persons with depression and anxiety. An experimental
study including a control group will be used to fulfil this objective. This study design
was chosen as it provides sound evidence for clear casual interpretations and delivers
the strongest evidence on the effectiveness of facilitation measures [32].

Recruitment will obtain skilled Web users as indicated by the 10-item abbreviated
Web-use skills indexes for populations with low levels of Internet experiences [27]
who are without sensory or physical disabilities and are aged > 18. The experimental
group will include participants who meet criteria for a clinical diagnosis of major
depression (depressive episode) and anxiety disorder as stipulated by the DSM-4/5 or
ICD-10. Participants who have never been diagnosed with a mental disorder will be
assigned to the control group.

Participants will complete usability testing exercises with selected webpages and be
later questioned about their experience performing assigned tasks and if any, the major
difficulties encountered. The webpages will be selected by a group of evaluators with
similar training and years of experience that will assess a collection of webpages for
their conformance to the Web accessibility facilitation measures identified in phase I. If
any of these webpages do not have a high level of conformance, conforming webpages
will be created for the final set of sites to be used in the study.

Results will demonstrate the effectiveness of existing facilitation measures for
people with depression and anxiety. The effectiveness will be measured using the
number of Web accessibility barriers and the subsequent frequency with which these
barriers were encountered. Comparisons between participant groups and participants
with either depression or anxiety will indicate any significant differences in their
experiences. Findings will also provide critical information about how effective cur-
rent facilitation measures are at removing or reducing accessibility barriers, if any
changes are necessary and if so, where focus should be placed to realise
improvements.

Expected Outcomes of Phase II. Phase II will detail the effectiveness of Web
accessibility facilitation measures identified in phase 1. It will also provide information
about barriers, if any, that persist despite the implementation of these facilitation
measures. This understanding will help focus the subsequent phase on a specific set of
Web accessibility barriers for people with depression and anxiety that remain after
applying current facilitation measures as identified in phase 1.
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2.3 Improvement of Web Accessibility Facilitation Measures (Phase III)

The objective of this phase is to work with the expertise of stakeholders to propose
solutions that are likely to remove or reduce barriers that remain after the testing of
Web accessibility facilitation measures for people with depression and anxiety done in
phase II.

Study 4: Developing Improvement Strategies. The objective of this study is to
develop expertise-based Web accessibility facilitation measures targeting the barriers for
persons with depression and anxiety identified in phase II that remain after the imple-
mentation of facilitation measures revealed in phase 1. A delphi technique will be employed
to achieve this objective. The technique is a well-established method for reaching con-
sensus among subject experts about what could and should be done given a particular set of
circumstances [33, 34]. The delphi method also facilitates an in-depth examination of
practical issues in an anonymous environment that is not conducive to unfavourable group
dynamics. For instance, respondents are freer from any pressure to express a certain
perspective due to manipulation or coercion by a dominant participant [35].

Respondent selection will be mainly guided by Pill [36] and Ludwig [37] who are
well-referenced researchers in delphi studies. Participants will be recruited based on
their level of expertise by virtue of having over 3 years of practical experience working
directly in Web accessibility.

They will be asked to offer facilitation measures that will remove or reduce the
remaining barriers identified in phase II. These facilitation measures will target nec-
essary changes at 3 levels: website authorship including design and content; design of
systems, like browsers, that retrieve and render Web content; development of acces-
sible tools that create accessible Web resources. General information about the
acceptability of the recommended facilitation measures among the respondent group
will be solicited using an open-ended questionnaire over several rounds until 80 %
consensus is reached on which additional Web accessibility facilitation measures
should be recommended for people with depression and anxiety.

Expected Outcomes of Phase III. Phase III will provide a set of expertise-based Web
accessibility facilitation measures for persons with depression and anxiety targeting
barriers that persist despite the implementation of Web accessibility facilitation mea-
sures identified in phase 1.

3 Practical Implications of Web Accessibility Facilitation
Measures for People with Mental Disorders

BETTER, to our knowledge, is the first project involving all relevant stakeholders —
people with mental disorders, practicing professionals in the field, regulators, policy-
makers and academia — to provide systematic documentation about the Web accessi-
bility barriers people with depression and anxiety encounter, and how these barriers
could be addressed. These findings will be shared with relevant stakeholders who can
offer guidance to Web practitioners on how Web accessibility for people with
depression and anxiety may be improved.



32 R. Bernard et al.

BETTER’s findings will be of great value to several groups across society. People
with depression and anxiety will chiefly benefit if insight from BETTER is imple-
mented by Web managers. They will likely enjoy improved access to the Web which
can enhance their participation in society and Web-based treatments as well. Gov-
ernments, businesses and other organisations will be more informed about how they
can better comply with article 9 of the Convention on the Rights of Persons with
Disabilities with regards to accessibility on the Web and genuinely extend their reach to
the large segments of the population with depression and anxiety. Depression, anxiety
and other related interest groups will also be empowered to advocate for the adoption
of BETTER’s expertise-based Web accessibility facilitation measures when necessary.

It is anticipated that BETTER would also stimulate further Web accessibility
mental disorder-specific research leading to a deeper understanding of people with
mental disorders’ accessibility needs when using the Web. Aspects of Web accessi-
bility standards, education, implementation and policy can be updated to adequately
accommodate the needs of people with depression and anxiety on the Web after
consideration of BETTER’s findings. Future research can also build on knowledge
from BETTER’s findings and confidently expand accessibility investigations into Web
access from various devices (e.g., mobile, wearables) and into the realm of other digital
technologies that are beneficial to people with depression, anxiety and other mental
disorders.

Putting BETTER’s recommendations into practice may likely herald improvements
in the Web browsing experiences of not only people with depression and anxiety or
other mental disorders but it is expected that the adoption of BETTER’s findings would
also result in improvements for everyone else who uses the Web.
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Abstract. Short scales of user satisfaction analysis are largely applied in
usability studies as part of the measures to assess the interaction experience of
users. Among the traditional tools, System Usability Scale (SUS), composed of
10 items, is the most applied quick evaluation scale. Recently, researchers have
proposed two new and shorter scales: the Usability Metric for User Experience
(UMUX), composed of four items, and the UMUX-LITE, which consists of only
the two positive items of UMUX. Despite their recent creation, researchers in
human-computer interaction (HCI) have already showed that these two tools are
reliable and strongly correlated to each other [1-3]. Nevertheless, there are still
no studies about the use of these questionnaires with disabled users. As HCI
experts claim [4-7], when disabled and elderly users are included in the
assessment cohorts, they add to the overall analysis alternative and extended
perspectives about the usability of a system. This is particularly relevant to those
interfaces that are designed to serve a large population of end-users, such as
websites of public administration or public services. Hence, for a practitioner
adding to the evaluation cohorts a group of disabled people may sensibly extend
number and types of errors identified during the assessment. One of the major
obstacles in creating mixed cohorts is due to the increase in time and costs of the
evaluation. Often, the budget does not support the inclusion of disabled users in
the test. In order to overcome these hindrances, the administering to disabled
users of a short questionnaire—after a period of use (expert disabled costumers)
or after an interaction test performed through a set of scenario-driven tasks
(novice disabled users)—permits to achieve a good trade-off between a limited
effort in terms of time and costs and the advantage of evaluating the user
satisfaction of disabled people in the use of websites. To date, researchers have
neither analyzed the use of SUS, UMUX, and UMUX-LITE by disabled users,
nor the reliability of these tools, or the relationship among those scales when
administrated to disabled people.
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In this paper, we performed a usability test with 10 blind and 10 sighted users
on the Italian website of public train transportation to observe the differences
between the two evaluation cohorts in terms of: (i) number of identified errors,
(ii) average score of the three questionnaires, and (iii) reliability and correlation
of the three scales.

The outcomes confirmed that the three scales, when administered to blind or
sighted users, are reliable (Cronbach’s a > 0.8), though UMUX reliability with
disabled users is lower than expected (Cronbach’s o < 0.5). Moreover, all the
scales are strongly correlated (p < .001) in line with previous studies. Never-
theless, significant differences were identified between sighed and blind par-
ticipants in terms of (i) number of errors experienced during the interaction and
(ii) average satisfaction rated through the three questionnaires. Our data show, in
agreement with previous studies, that disabled users have divergent perspectives
on satisfaction in the use of a website. The insight of disabled users could be a
key factor to improve the usability of those interfaces which aim to serve a large
population, such as websites of public administration and services. In sum, we
argue that to preserve the budget and even incorporate disabled users’ per-
spectives in the evaluation reports with minimal costs, practitioners may reliably
test the satisfaction by administrating SUS and UMUX or UMUX-LITE to a
mixed sample of users with and without disability.

Keywords: Disabled user interaction - Usability evaluation - Usability Metric
for User Experience - System Usability Scale

1 Introduction

Satisfaction is one of the three main components of usability [8], along with effec-
tiveness and efficiency. Practitioners are used to testing this component through stan-
dardized questionnaires after that people have gain some experience in the use of a
website. In particular, experts are used to applying short scales of satisfaction analysis
to reduce the time and the costs of the assessment of a website. Among the quick
satisfaction scales, the most popular tool of assessment is SUS [9]. SUS is a free and
highly reliable instrument [10—14], composed of only 10 items on a five-point scale (1:
Strongly disagree; 5: Strongly agree). To compute the overall SUS score, (1) each item
is converted to a 0-4 scale for which higher numbers indicate a greater amount of
perceived usability, (2) the converted scores are summed, and (3) the sum is multiplied
by 2.5. This process produces scores that can range from 0 to 100. Despite the fact SUS
was designed to be unidimensional, since 2009, several researchers have showed that
this tool has two-factor structures: Learnability (scores of items 4 and 10) and Usability
(scores of items 1-3 and 5-9) [2, 3, 13, 15-17]. Moreover, the growing availability of
SUS data from a large number of studies [13, 18] has led to the production of norms for
the interpretation of mean SUS scores, e.g., the Curved Grading Scale (CGS) [16].
Using data from 446 studies and over 5,000 individual SUS responses, Sauro and
Lewis [16] found the overall mean score of the SUS to be 68 with a standard deviation
of 12.5.

The Sauro and Lewis CGS assigned grades as a function of SUS scores ranging
from ‘F’ (absolutely unsatisfactory) to ‘A+’ (absolutely satisfactory), as follows:
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Grade F (0-51.7); Grade D (51.8-62.6); Grade C- (62.7-64.9); Grade C (65.0-71.0);
Grade C+ (71.1-72.5); Grade B- (72.6-74.0); Grade B (74.1-77.1); Grade B+ (77.2—
78.8); Grade A- (78.9-80.7); Grade A (80.8-84.0); Grade A+ (84.1-100).

Recently, two new scales were proposed as shorter proxies of SUS [17]: the
UMUX, a four-item tool [1, 19], and the UMUX-LITE composed of only the two
positive-tone questions from the UMUX [3]. The UMUX items have seven points (1:
Strongly disagree; 7: Strongly agree) and both the UMUX and its reduced version, the
UMUX-LITE, are usually interpreted as unidimensional measures. The overall scales
of the UMUX and UMUX-LITE range from 0 to 100. Their scoring procedures are:

UMUX: The odd items are scored as [score — 1] and even items as [7 — score]. The
sum of the item scores is then divided by 24 and multiplied by 100 [1].

UMUX-LITE: The two items are scored as [score — 1], and the sum of these is
divided by 12 and multiplied by 100 [3]. As researchers showed [1, 3, 19], SUS,
UMUX, and UMUX-LITE are reliable (Cronbach’s a between .80 and .95) and cor-
relate significantly (p < .001). However, for the UMUX-LITE, it is necessary to use the
following formula (1) to adjust its scores to achieve correspondence with the SUS [3].

UMUX — LITE = .65([Item 1 score] + [Item 2 score]) + 22.9. (1)

Despite the fact short scale of satisfaction analysis is quite well known and used in
HCI studies, rarely have the psychometric properties of these scales been analyzed by
researchers when applied to test the usability of an interface with disabled users. This is
because elderly and disabled people are often excluded from the usability evaluation
cohorts because they are considered “people with special needs” [20], instead of
possible end-users of a product with divergent and alternative modalities of interaction
with websites. Nevertheless, as suggested by Borsci and colleagues [21], the experi-
ence of disabled users has a great value for HCI evaluators and for their clients. Indeed,
to enrich an evaluation cohort with sub-samples of disabled users could help evaluators
to run a sort of stress test of an interface [21].

The main complaint of designers, as regards the involvement of disabled people in
the usability evaluation, is the cost of the test for disabled users. In fact, disabled users
testing usually requires more time compared with the assessment performed by people
without disability. The extra-time could be due to the following reasons. First, some
disabled users need to interact with a website through a set of assistive technologies
and this could require conducting the test in the wild instead of a lab. Second, eval-
uators need to set-up an adapted protocol of assessment for people with cognitive
impairment, such as dementia [7]. Nevertheless, these issues could be overcome by
adopting specific strategies. For instance, experts could ask for a small sample of
disabled users, who are already customers of a website, to perform at their house a set
of short interactions with a website driven by scenarios. Another approach could be to
ask disabled users who are novices in the use of a website, to perform at home for a
week a set of tasks by controlling remotely the interaction of these users [4]. Inde-
pendently from the strategies, instead of fully monitoring the usability errors performed
by disabled users, experts could just request from these end-users to complete a short
scale after their experience with a system to gather their overall satisfaction. The
satisfaction outcomes of disabled users’ cohort could be then aggregated and compared
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with the results of the other cohort of people without disability. Therefore, by using
short scales of satisfaction evaluation, practitioners could save on costs and, with a
minimal effort, report to designers the number of errors identified, the level of satis-
faction experienced by users without disability, and a comparative analysis of the
satisfaction with a mixed cohort of users. Thus, short scales could be powerful tools to
include, at minimal cost, the opinions of disabled users in the usability assessment, in
order to enhance the reliability of the assessment report for the designers.

Today, the possibility to include a larger sample of users with different kind of
behaviors in the usability testing is particularly relevant to obtain a reliable assessment.
In fact, in the context of ubiquitous computing people could access and interact through
different mobile devices with websites, and a large set of information on public services
(such as taxes, education, transport, etc.) is available online. Therefore, for the success
of public services websites it is important to have an interface which is accessible to a
wide range of possible users and usable in a satisfactory way.

Despite the growing involvement of disabled users in the usability analysis, there
are no studies analyzing the psychometric properties of short scales of satisfaction and
the use of these tools to assess the usability of website interfaces perceived by a sample
of disabled users.

The aim of this paper is to propose a preliminary analysis of the use of SUS,
UMUX, and UMUX-LITE with a small sample of users with and without disability. To
reach this aim, we involved in a usability assessment two different cohorts (blind and
sighted users), in order to observe the differences between the two samples in terms of
number of errors experienced by the end-users during the navigation, and the overall
scores of the questionnaires. Moreover, we compared the psychometric properties of
SUS, UMUX, and UMUX-LITE when administered to blind and sighted participants in
terms of reliability and scales correlation.

2 Methodology

Two evaluation cohorts composed of 10 blind-from-birth users (Age: 23.51; SD: 3.12)
and 10 sighted users (Age: 27.88; SD: 5.63) were enrolled through advertisements
among associations of disabled users, and among the students of the University of
Perugia, in Italy. Each participant was asked to perform on the website of the Italian
public train company (http://www.trenitalia.it) the following three tasks, presented as
scenarios:

— Find and buy online a train ticket from “Milan — Central station” to “Rome —
Termini station.”

— Find online and print the location of info-points and ticket offices at the train station
of Perugia.

— Use the online claim form to report a problem about a train service.

Participants were asked to verbalize aloud their problems during the navigation. In
particular, sighted users were tested through a concurrent thinking aloud protocol,
while blind users were tested by a partial concurrent thinking aloud [7].
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After the navigation each participant filled the Italian validated version [14] of three
scales, presented in a random order.

2.1 Data Analysis

For each group of participants there were descriptive statistics (mean [M], standard
deviation [SD]). An independent t-test analysis was performed to test the differences
between the two evaluation cohorts in terms of overall scores of the three question-
naires. Moreover, a Cronbach’s o and Pearson correlation analyses were performed to
analyze the psychometric properties of the scales when administered to different
end-users. All analyses were performed using IBM® SPSS 22.

3 Results

3.1 Usability Problems and User Satisfaction

The two evaluation cohorts identified, separately, a total number of 29 problems: Blind
users experienced 19 usability issues, while sighted users experienced only 10 issues.
Of the 29 issues reported by the two cohorts, eight issues were identified by both blind
and sighted users; two problems only by sighted users; and 11 only by blind users.
Therefore, a sample of 21 unique usability issues was identified testing 20 end-users.
As reported in Table 1, an independent t-test analysis showed that for each of the
questionnaires there was a significant difference between the overall satisfaction in use
experienced by blind and sighted users.

Table 1. Differences among SUS, UMUX, and UMUX-LITE administered to blind and sighted
users.

Blind vs. Sighted users | Degree of Freedom | ¢ P

SUS 17 6.469 | .001
UMUX 4.876 | .001
UMUX-LITE 4.319.001

As can be seen in Table 2, while blind users assessed the website as not usable
(Grade F), sighted users judged the interface as having an adequate level of usability
(Grades for C- to C). By aggregating the two evolution cohorts, the website could be
judged as a product with a low level of usability (Grade F).

3.2 Psychometric Properties of Questionnaires

The Cronbach’s a analysis showed that all the questionnaires are reliable when
administered to both sighted and blind users (Table 3). Nevertheless, in the specific
case of blind users, UMUX reliability is lower than expected (.568).
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Table 2. Average score, standard deviation (SD) and average aggregated scores of the SUS,
UMUX, and UMUX-LITE of blind and sighted users. For each scale the Curved Grading
Scale (CGS), provided by Sauro and Lewis [16], was also used to define the grade of website
usability.

Sighted Blind Av. aggregated scores
SuUS 67.75 (SD:20.83) | 15.25 (SD:11.98) | 41.5 (SD:31.6)

Grade C Grade F Grade F
UMUX 62.02 (SD:17.91) | 32.10 (SD:11.99) | 46.27 (SD:21.21)

Grade C - Grade F Grade F
UMUX-LITE | 68.52 (27.48) 17.54 (14.24) 41.66 (34.27)

Grade C Grade F Grade F

Table 3. Reliability of SUS, UMUX, and UMUX-LITE for both blind, and sighted users.

Blind | Sighted
SUS .837 | 915
UMUX 568 | .898
UMUX-LITE | .907 |.938

Table 4. Correlations among SUS, UMUX, and UMUX-LITE for both blind and sighted users.

Types of end-users | Scales SUS | UMUX

Blind SUS 1 .948#%*
UMUX 935%* | ]
UMUX-LITE | .948%** | 928**

Sighted SUS 1 .890%#*
UMUX .890%* | |
UMUX-LITE | 820** | 937**

*%_ Correlation is significant at the 0.01 level (2-tailed).

As Table 4 shows, all the questionnaires, independently from the evolution cohort,
are strongly correlated (p < .001).

4 Discussion

Table 2 clearly shows that while sighted users judged the website as quite a usable
interface (Grades from C- to C), disabled users assessed the product as not usable
(Grade F). This distance between the two evaluation cohorts is perhaps due to the fact
that blind users experienced 11 more problems than the cohort of sighted participants.
These results indicate that a practitioner adding to an evaluation cohort a sample of
disabled users may drastically change the results of the overall usability assessment,
i.e., the average overall score of the scales (Table 1).
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The three scales were very reliable for both the cohorts (Cronbach’s a > 0.8;
Table 3), however, the UMUX showed a low reliability when administered to blind
users (Cronbach’s o > 0.5). This low level of reliability of UMUX was unexpected,
considering also that UMUX-LITE composed of only the positive items of UMUX —
i.e., items 1 and 3 — was very reliable (Table 3). Perhaps the negative items of UMUX —
i.e., items 2 and 4 — were perceived by disabled users as complex or unnecessary
questions, or this effect is an artifact of the randomized presentation of the question-
naires to the participants. Finally, for both the cohorts, the three scales were strongly
correlated — i.e., p<.001 (see Table 4).

5 Conclusion

Quick and short questionnaires could be reliably used to assess the usability of a
website with blind users. All the three tools reliably capture the experience of partic-
ipants with and without disability, by offering to practitioners a good set of stan-
dardized results about the usability of a website.

Although further studies are needed to clarify the reliability of UMUX when
administered to disabled users, our results suggest that UMUX-LITE and SUS might be
applied by practitioners as good scales of satisfaction analysis. The use of these short
scales may help practitioners to involve blind participants in their evaluation cohorts
and to compare the website experience of people with and without disability. In fact,
practitioners with a minimal cost may administer SUS and UMUX or UMUX-LITE to
a mixed sample of users, thus obtaining an extra value for their report: the divergent
perspectives of the disabled users. This extra value is particularly important for web-
sites of public administration and of those services, such as public transport, that have
to be accessed by a wide range of people with different levels of functioning.
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Abstract. Developers have been trying to create uniform and consistent web-
pages in the different browsers available in the market. Known as Crossbrowser
issue, it affects pages in different ways, on its functionalities and visually aspects
and sometimes not related to the source code. Using screenshot and image
comparison algorithms, this paper presents a technique for automated detection
of visual deformations in web pages using a tool developed during the research
called Automatic Deformations Detection in Internet Interfaces (ADDII).

Keywords: Business: interfaces in automated manufacturing - Business: visual
analytics and business intelligence *+ Technology: intelligent and agent systems

1 Introduction

Since the beginning of the Internet and offer of different web browsers, has been a
challenge to developers to keep your pages uniform and consistent between the dif-
ferent versions available, both in functional and visually. Much of the problem not
related to the source code created by developers, but by the different implementations
of browsers, which interpret and visually present the pages. About four browsers have
over 70 % of market share and big companies like Microsoft are still investing on new
products, as Project Spartan [1] recently announced. If we add in that count the cur-
rently available browsers on other platforms, such as smartphones and tablets, the
number would be higher. Different tools have been developed and commercially
available to support developers in testing your pages and applications. However, none
of them is completely effective in automatically detecting visual deformations, usually
leaving the checking and interpretation on developers mind. This paper presents a
technique for automated detection of visual deformations in web pages using a tool
developed during the research called Automatic Deformations Detection in Internet
Interfaces (ADDII). The ADDII compares screenshots of pages generated in three
different browsers and uses algorithms to compare type image Perceptual Hash to
verify the similarity between them, indicating which browsers had a discrepancy.

In the next chapters, we will present more detailed information about the Cross
browser issue, the visual algorithm’s, the concept and process behind ADDII and our
experiment results.

© Springer International Publishing Switzerland 2015
M. Kurosu (Ed.): Human-Computer Interaction, Part III, HCII 2015, LNCS 9171, pp. 43-53, 2015.
DOI: 10.1007/978-3-319-21006-3_5
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2 Cross Browser Issue: Visual or Functional?

During the research, the compatibility issue divided into two types: Visual and
Functional. The first type refers to the rendering of a page, in the interpretation of the
code by web browsers, including HTML, Javascript and CSS content and present
visual differences or errors that mischaracterize content. The image below illustrates the
visual issue, which the center content is dislocated to right side, not following the
header that is in the left position (Fig. 1).

ERRY ; o

Content

Fig. 1. Visual issue (source case: itau internet banking, browser safari)

The second type comes to functional errors when the browser does not interpret a
particular action or event correctly. Both types have common importance, however
may contain different relevance depending on their use. The problem of type Visual
directly affects developers who produce visual content, in which the pages created for
advertising, promotion and marketing, where the inadequate presentation of a given
page implies that a message not delivered to the user. The image below illustrate the
functional issue, which the browser throws an error message during the execution in
one of the functions (Fig. 2).

Develop applications compatible with most existing browsers is still a problem for
developers, due to implementation differences in most of its components, which
interpret and render the codes in different ways. Researchers Grosskurth et al. [2]
presented the eight (8) components that make up the architecture of Internet browsers:
User Interface; Browser Engine; Rendering Engine; Networking Subsystem; Javascript
Interpreter; XML Parser Subsystem; Display Backend and Data Persistence Subsystem.

Also during the research, found that the companies that develop web browsers
implement these components in different ways.

Figures 3 and 4 show two different browsers architecture. You can see the different
components. The areas of User Interface, Browser Engine, Rendering Engine, Data
Persistence, Networking, JavaScript Interpreter, XML (eXtensible Markup Language)
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Fig. 2. Functional issue (source: computerworld (2007), browser IE 6)

Parser and Display backend have differences in their implementations. The most
noticeable to the user is the user interface (User Interface), which explicitly differs
between browsers. Components such as networking, because they are different, expose
specific security vulnerabilities of each browser and therefore rarely the same vul-
nerability found is contained in all browsers. Other components have a direct influence
on performance, such as JavaScript Interpreter. Their different implementations make
a browser more efficient for execution of specific scripts on pages. It is common to find
JavaScript codes that do not work in all browsers. As an example, document.getEle-
mentByld statement, which should return the unique identifier of an object on a page in
all browsers, in some versions of Internet Explorer may return unexpected values as

Microsoft article [3].
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Fig. 3. Mozila architecture (source: [2] architecture and evolution of the modern web browser,

p- 9.
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Fig. 4. Safari architecture (source: [2] architecture and evolution of the modern web browser,
p.- 14)

Studies continue to exist in this area, implementing different forms of check or
normalize the pages, making it compatible with different browsers. The researchers
Eaton et al. [4] demonstrated that the use of a tool that performs scanning in HTML
(Hyper Text Markup Language) code to find invalid tags or used incorrectly, causing
inconsistency in the application. Have the researchers Choudhary et al. [5] proposed the
use of a tool that performs validations in the DOM (Document Object Model) structure
of pages and in the analysis of images (screenshots). The researchers, Zhu et al. [6]
demonstrated a technique for creating layouts, which contains a generator able to
produce HTML code set for each version, and model browser.

3 Visual Comparison Algorithm’s

During the research, this work tried to explore the use of image comparison algorithms,
which can point the similarity between two images. Algorithms that address this issue
are being developed in the areas of computer graphics and vision. Perhaps the most
common algorithms are the Peak signal-to-noise ratio (PNSR) and root-mean-square
error (RMSE), which are used to measure the quality of images. These algorithms can
be found as library functions called ImageMagick [7]. An evolution of these algorithms
is the Structural Similarity Image Metric (SSIM), presented by Wang et al. [8], which
computes and compares the number of errors on the images to see their similarities. An
implementation of this algorithm can be found in the Python-based tool called pyssim
[9]. After validate these algorithms, the visual perception chosen, for its efficacy during
the tests. The RMSE and PNSR algorithms were not effective to check the discrep-
ancies and presented the results in decibels. The implementation of SSIM has values
between 0 and 1, complicating the calculation to check similarity on images of different
sizes. In the other hand, visual perception algorithms presented the results with



Automatic Deformations Detection in Internet Interfaces: ADDII 47

numerical values that facilitate the calculation, including the number of different pixels
between the two images.

There are several algorithms using Hash and its most common applications are file
integrity checking. The MDS5 and SHA1 algorithms have become popular on authen-
tication systems, since the hash is unique and unchanging as a signature [10], reflecting
the exact sequence of bytes. In case of any change in the bytes, the Hash will be
different. These algorithms would be efficient if the scope is to validate if two images
are identical, exactly same in the bytes point of view.

The Perceptual Hash allows you to check the similarity between two images, from
small changes imperceptible to the human eye, including small changes of color and
form.

Some researchers have been working on new algorithms and improving some
existing ones over the years. Lin et al. [11] and Fridrich et al. [12] studies showed that
verify the differences of two coefficients resulting from the calculation of the DCT
(Discrete Cosine Transform), which is a formula used in processing digital and com-
pression algorithms. Although they worked on different implementations, both used the
DCT to calculate the Hash. Another algorithm is the SVD (Singular Value Decom-
position). Kozat et al. [13] proposed an algorithm to calculate the hash using this
formula. Perceptual Hash algorithms implementations are available for many different
languages and platforms. For the development of ADDII, we used the algorithm written
by Shepherd [14], which returns the Hamming Distance: given two strings, the
Hamming distance is the lower number of replacements required to transform a string
in another, or number of errors that turned on each other [15]. The Shepherd algorithm
[14] was based on the article published by Krawetz [16].

The Perceptual Diff, created by Yee et al. [17] allows the comparison of two
images, indicating whether they are similar or not and the number of different pixels.
The comparison method used for calculating metrics of processed images, extending
the VDP (Visible Differences Predictor) technique by Daly [18]. The comparison
performed by the Perceptual Diff shows the differences in pixel by pixel in each image
area available, taking into account the scanning angle. The algorithms and source code
can be accessed through the SourceForge site pdiff [17].

4 ADDII: Automatic Deformations Detection in Internet
Interfaces

The ADDII has four steps to perform the verification of pages. First, it loads the URL’s
of the pages to scanned, which should be available on web servers. The second step
called Screenshot Generator, performs the screenshot of the images of each URL in
three different browsers. The third step compares each screenshot of each URL gen-
erated in the above process, recording the result of the two algorithms implemented.
Finally, the last step present the results, showing how similar is each screenshot
between each other. As mentioned before, the ADDII implements two Visual com-
parison algorithms. Both have different metrics but with the same goal. Pointing out the
similarity between two images.
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4.1 Process and Components Detail

The following diagram illustrates the communication between the components created
with ADDIL

Figure 5 illustrates the ADDII Architecture. The first lane shows the main process,
the second the storage layer, and the interaction with the file system in the third. The
lanes are also divided into three steps (columns), the first column generation screen-
shots, the second resizing images for the same resolution, and the third processing of
the image comparison algorithms.
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Fig. 5. Components and process (source: author)

When you run the ADDII, the first step is obtain the screenshots. This task leverage
Selenium API to take screenshots. This same step stores the image in a folder in the file
system and records the path in the database (lanes 2 and 3). The second step calculates
and resizes the three screenshots obtained in the previous step. The third and final step,
runs the two visual comparison algorithms implemented and collect the results recor-
ded in the database.

The implementation of the above components demonstrates the modularity of the
ADDII. The implementation of new browsers to obtain screenshots, through new future
plugins offered by Selenium API or components developed apart is possible. New
image comparison algorithms can also be added or improved in new versions.

4.2 Automatic Screenshots

To perform screenshots, ADDII utilize the Selenium Java API [19]. Selenium is an API
that allows developers to perform dynamic actions on pages and sites across browsers.
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It is widely used in Web Application testing automation. Selenium API requires that
the browser being used is installed on the computer, the screenshots are generated
directly in the browser itself. The code snippet below illustrates the Webdriver API call
to perform the screenshot in Google Chrome browser.

public static void main ( String [ ] args ) {
/ / TODO Auto -generated method stub

WebDriver driver = new ChromeDriver ( ) ;

Dimension dim = new Dimension ( 1366, 768 ) ;
driver.manage ( ) window ( ) setSize (dim ) . . ;
driver.get ( args [ 0O ] ) ;
try {

File scrFile = ( ( TakesScreenshot )
driver ) getScreenshotAs ( OutputType.FILE ) . ;
FileUtils.copyFile ( scrFile , new File (
args [ 1 1) ) ;
} Catch ( IOException el ) {
el.printStackTrace ();
}
/ / Close the browser
driver.quit ();

[Code snippet from ADDII]

4.3 Visual Algorithm’s Implementation

The ADDII implements two algorithms visual algorithm’s. Both have different metrics
but with the same goal. Pointing out the similarity between two images. The first
algorithm implemented, was created by the programmer Elliot Shepherd [14], using
Java language. In this work the algorithm is called pHash. The result of the algorithm is
arange of values that informs how equal are two images. To perform the verification of
images, it uses the DCT (Discrete Cosine Transformation) for low frequencies of the
image, as used in image compressors like JPEG format. The Hamming distance
algorithm is applied to calculate the difference between the Hash’s. When the algorithm
returns 0—10, means that the images are similar. If returning more than 10 means that
the images have significant differences.

The second algorithm is called Perceptual Image Diff [17], which the binaries are
distributed as free software by the GNU (General Public License). Its use is performed
through the command prompt, passing the path of the two images to be verified, as the
example below:

Perceptualdiff imagel.png image2.png
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The algorithm returns a text saying that the images are similar. In verbose mode,
activated via parameter -verbose also returns the number of distinct pixels was found
between images. During the implementation of Perceptual Image Diff, was found that
the utility only compares images with similar resolution. However, the screenshots
generated by Selenium API had small differences in resolution. To resolve this point,
the ADDII implemented a call to ImageMagick API, which among its many functions
allows you to resize an image to a desired resolution. To configure the most appropriate
resolution, we chose a simple calculation of average pixel width and height of the three
screenshots generated. The formula is:

The formula is:

Imgl.width + Img2.width + img3.width / 3 = Average width
of screenshots

Imgl.height + Img2.height + img3.height / 3 = Average
height of screenshots

ImageMagick using the values calculated on the above formula converts the final
resolution of the screenshots. On ADDII the two algorithms are complementary. The
first shows that the images are similar, the second reports the amount of distinct pixels
and how different two images are.

In the next chapter will present the test scenarios for validation ad results obtained
with ADDII.

5 Results

In order to validate the effectiveness of ADDII, three (3) cases were prepared, con-
taining visual errors in at least one of the browsers. In addition, ten (10) sites also
checked from the Internet, just as validation of its operation outside of a controlled
environment. The definition of right or wrong in the results table was defined pHash
algorithm, the information of pixels being informed by the additional Perceptual Diff
algorithm in the analysis. For each test was selected a default browser, which is the
browser where the test or site in question works correctly. The default browser shown
in bold in the table below, which shows the test results.

As shown in Table 1, cases 1 and 3 showed similar results where the algorithm
pHash presented a score below 10, the Mozilla Firefox and Google Chrome presented
scores above 10 compared with Internet Explorer, as expected by the scenarios.
Analyzing the results obtained by the Perceptual Diff algorithm, it was found that is
consistent with results obtained by pHash, being possible to observe the large number
of distinct pixels when screenshots were compared with Internet Explorer. Case 2
showed a different result than expected. The pHash algorithm assigned a score above
10 for screenshots of Mozilla Firefox and Google Chrome browsers, but it was
expected a score below 10, due to the similarity of the images. Perceptual diff worked
as expected, showing the similarity of screenshots browsers Mozilla Firefox and
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Table 1. ADDII test cases results
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Scenario | BrowserA BrowserB Phash | Pdiff Total Result | Expected
score (pixels) | (pixels) results
Case 1 | Mozilla Firefox | Google Chrome | 5 3755 | 636582 | Ok Ok
Internet Explorer | Google Chrome | 20 147729 | 636582 |Error | Error
Case 2 | Mozilla Firefox | Google Chrome | 14 6706 | 807143 | Error | Ok
Internet Explorer | Google Chrome | 17 20607 | 807143 | Error | Error
Case 3 | Mozilla Firefox | Google Chrome | 5 39022 | 636582 | Ok Ok
Internet Explorer | Google Chrome | 17 348794 | 636582 | Error | Error
Site 1 Morzilla Firefox | Google Chrome | 7 66773 | 1169566 | Ok Ok
Internet Explorer | Google Chrome | 15 218039 | 1169566 | Error | Error
Site 2 Morzilla Firefox | Google Chrome | 6 213276 | 1738232 | Ok Ok
Internet Explorer | Google Chrome | 7 291147 | 1738232 | Ok Error
Site 3 Mozilla Firefox | Google Chrome | 6 322894 | 2819295 | Ok Ok
Internet Explorer | Google Chrome | 14 1235330 | 2819295 | Error | Error
Site 4 Mozilla Firefox | Google Chrome | 1 88033 | 908424 | Ok Error
Internet Explorer | Google Chrome | 6 192627 | 908424 | Ok Ok
Site 5 Mozilla Firefox | Google Chrome 417848 | 1966032 | Ok Ok
Internet Explorer | Google Chrome | 27 828384 | 1966032 | Error | Error
Site 6 Mozilla Firefox | Google Chrome | 6 285333 | 2014163 | Ok Error
Internet Explorer | Google Chrome | 2 337863 | 2014163 | Ok Ok
Site 7 Morzilla Firefox | Google Chrome | 2 92767 | 979755 | Ok Error
Internet Explorer | Google Chrome | 2 119258 | 979755 | Ok Ok
Site 8 Mozilla Firefox | Google Chrome | 4 282375 | 1803528 | Ok Ok
Internet Explorer | Google Chrome | 21 1173685 | 1803528 | Error | Error
Site 9 Mozilla Firefox | Google Chrome | 13 1037731 | 2903274 | Error | Error
Morzilla Firefox | Internet 14 522682 | 2903274 |Error | Ok
Explorer
Site 10 | Mozilla Firefox | Google Chrome | 3 325485 | 1163376 | Ok Error
Mozilla Firefox | Internet 4 321559 | 1163376 | Ok Error
Explorer

Google Chrome and the high number of distinct pixels
Explorer.

On the websites checking, the scenarios of Sites 1, 3, 5 and 8 showed the expected
results, illustrating the problem of rendering in Internet Explorer. The scenarios of Sites
2,4, 6,7 and 10 showed different results than expected. This fact shows that mainly
pHash algorithm was not able to identify small differences in pages such as changes in
small letters and pictures or missing areas. This is due to the reduction of the image and
use only low frequency in the comparison process. The Perceptual Diff was more
assertive in these cases, highlighting the difference in pixels pages that showed the
highest difference, which in some cases showed more than 50 % of pixels different
from one browser to another, such as sites 4, 6 and 9.

The project is available for download and complete data analysis report in http://
www.fei.edu.br/ ~ plinio.aquino/ADDIL/.

in comparison with Internet
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6 Conclusion

Based on the scenarios evaluated during the work, it was possible to prove the viability
of the ADDII as a tool for visual deformations caused by the mismatch in the inter-
pretation and rendering of HTML content. We have concluded that the goals of gen-
erating screenshots and use of algorithms for visual perception established early in the
project were achieved.

The examples with low/medium difficult (medium to high differences between the
screenshots) were successfully detected and represented about 50 % of total amount of
tests created to identify distortions caused by the browser. When selecting a standard
web browser, the user ADDII defines a base where your code has been tested, allowing
comparison with other browsers, allowing different combinations.

It was also possible to observe the greater efficiency of the Perceptual Diff algo-
rithm, which presented efficiently the non-equal pixels during the comparison. Algo-
rithm pHash had failed in tests where the visual differences were in small areas, which
makes it a not good choice for images with large viewable area. For future work, it
would be interesting to further explore the Perceptual Diff algorithm, delegating to the
ADDII user the task of defining the acceptable percentage of distinct pixels for a given
test, allowing the user to choose the acceptable level of difference to your pages. Even
was not the main reason of the research, compare the two algorithms was inevitable,
adding value to the research.

The result also demonstrates the correct decision to use both algorithms in a
complementary manner, as it enables the analysis of two different views.

Allow authentication pages for testing in secured pages and set the resolution of the
browsers performs a test are also desirable improvements in future versions.

Acknowledgment. To FAPESP (Fundacdo de Amparo a Pesquisa do Estado de Sdo Paulo) for
financial support.
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Abstract. Modern people create, communicate and share knowledge and
information through the web, but the need for usable website design is taken for
granted. The ever increasing user familiarity with the web has drastically
reduced user tolerance to website functionality problems. On the other hand, a
requirement steadily observed by usability specialists refers to an increasing
preference for the aesthetically pleasing and not the merely functional. This
study aims to investigate the relation between website usability and aesthetics
using the case of architectural websites and their typical users who are design
experts with demanding aesthetic requirements. The study confirms that there is
a close connection between aesthetics and perceived usability both when these
two requirements are satisfied and when they are not.

Keywords: Usability evaluation - Aesthetics - Heuristics - Architectural
websites + Questionnaires + SUS - AttrakDiff

1 Introduction

Today, the need for usable website design is taken for granted. At the same time the
individual, and as a result the internet user, demonstrates an increasing preference for
the aesthetically pleasing and not the merely functional; a need which is steadily being
recognized by the usability specialists. The paper’s scope is to investigate the relation
between website usability and aesthetics. The case of architectural websites was ini-
tially chosen, since their owners and their users, who are considered design experts,
have quite different aesthetic responses from those of typical web users. After going
through the existing literature, where reference to the tradition of Aesthetics is rather
restricted, five heuristic rules relating to basic aesthetic parameters are proposed and
documented hereafter. The heuristics are based on existing aesthetic theories that have
been around and validated for years and also can be used as guidelines during the
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website GUI design process. In this study, two methods were used to evaluate three
indicatively chosen architectural websites: the first used heuristic evaluation that also
included the five new heuristic rules and the second two questionnaires, one for general
usability evaluation (SUS) and the other for evaluating website attractiveness
(AttrakDiff).

The analysis of the results indicates that when the design expert user cannot identify
with the aesthetics of the website, this adversely affects negatively the perceived
usability (which can be considered as a hind towards “what is not beautiful is not
usable”). Moreover, when the design expert user cannot identify with the aesthetics of
the website, and also he/she is intensely dissatisfied by its perceived usability, this
eventually leads to a negative image of the overall impression of the website. Also, the
more aesthetically sensitive and critical is the eye of the user the more demands it
imposes on perceived images and the visual perception of any object and that directly
affects in a catalytic manner the perceived website usability.

The rest of the paper is structured as follows: the 2nd paragraph provides an
introduction to the relation between aesthetics and usability and discusses the first
methodological step, which refers to the architectural websites survey conducted. The
3rd paragraph presents the proposed aesthetic heuristics and the performed heuristic
evaluation extended with the new rules. Paragraph 4 presents the evaluation of the three
architectural websites by the architects, using the SUS and the AttrakDiff question-
naires and summarizes the results, while paragraph 5 draws the main conclusions and
discusses directions of future work.

2 Aesthetics and Perceived Usability

The term ‘Aesthetics’ addresses the overall perception of beauty or the perception of
what is beauty by a single person or a group of people. Respectively, something is
characterized as aesthetic when it is associated with the senses and our perception
through them.

Aesthetics are mainly expressed through art and design, with design ranging from
designing a city to designing the smallest everyday object. When we are working on
web design, the role of aesthetics is crucial for the way a webpage is perceived.
The human mind only needs 50 ms to create positive or negative impressions for a
website. This is an aesthetic decision, which can influence our judgment for the whole
website [1]. The conflict between form and function has long been observed in
architecture and design. On the one hand, emphasizing on function stresses the
importance of the object’s usability and usefulness but on the other hand, emphasis on
form indulges mostly the aesthetic and social needs of designers and users.

The basic principles of Human Computer Interaction emphasize in effectiveness
rather than aesthetics. Generally, the criterion of aesthetic design is an integral part of
the effective interaction design. The pursuit for the prominence of usability in the field
of Human Computer Interaction sometimes reaches to a point that the measurement of
a system’s usability, determines the success in a GUI design [2]. The concepts of
aesthetics and usability represent in a way two vertical dimensions of Human Computer
Interaction. The aesthetics refers mostly to non-quantifiable, subjective and
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affected-based user system experience. On the other hand usability is usually measured
by rather objective means and sets effectiveness as the most important criterion.

The marginalization of the aesthetic aspects of HCI is not a constructive position
for various reasons. Firstly, it reveals a gap between the research objectives of HCI and
the practice of many computer related industries on the topic of design criteria. Sec-
ondly, it ignores important needs of computer users, who are also consumers of other
products and services and might also evaluate aesthetics and contemporary design in
addition to usability. Thirdly studies have shown that “the aesthetic perceptions of an
interface are highly correlated with perceptions of the interface’s ease of use” [2], or in
other words, “what is beautiful is usable”.

2.1 Architectural Websites Survey

Websites of architectural interest combine features of various website types. They aim
at attracting new customers and maintaining existing ones, while posing as a kind of
portfolio or monography. For the first objective it is important that these sites comply
with usability principles but for the second, they must prioritize high aesthetics and free
expression of creativity.

Architectural website types include:

e websites of architects or architectural offices
websites of architectural case studies or architectural contests
news websites with content related to architecture and design

This study focuses exclusively on the first category of websites as the main interest
is set on examining the relation between aesthetics and usability in websites with users
that have high demands on both features.

The first methodological step was to conduct a survey. For this purpose the
Usability and Aesthetics Questionnaire (UAQ) was designed and distributed to owners
of architectural websites. The UAQ comprised 26 questions grouped into five sections
namely: General website info, About requirements, About usability, Usability evalu-
ation, About Aesthetics and usability. The purpose of the questionnaire was to collect
general information about the website and the way it was designed, the expected and
actual users, the degree to which usability principles were applied, whether the website
had been evaluated for its usability and how, the degree to which aesthetics affected the
design of the website and whether aesthetics or usability had to be compromised (one
to the expense of the other). For this investigation 300 websites of international
renowned architects were recorded. All these websites were chosen on the basis of
interesting design. A questionnaire was dispatched to 285 of the websites (15 websites
did not provide a way of contacting the owner) and response was received by 55 of
them. 51 % of the responses were from architects with headquarters in Europe, 13 % in
Asian countries, 31 % in countries of North and South America and 5 % in Australia).
The questionnaires were distributed in the period between January and February 2011.

Responses can be summarized as follows: The primary reasons for constructing and
maintaining a website is attracting new customers and creating a recognizable profile in
the architectural community. When designing the website the anticipated visitors were
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the potential new customers and the existing ones, as well as architects and designers.
In practice though the majority of visitors are architects and designers followed by
students in the respective fields. In all cases the architect or the group of architects had
an active participation in the design process of the website. One of the most complex
and interesting features of architectural websites is the presence of the architectural
stigma in the website design. Also, as expected, the role of aesthetics in the design of
these websites is extremely important.

3 Heuristic Evaluation Extended with Aesthetic Heuristics

3.1 Aesthetic Heuristics

Heuristic evaluation was performed by five experienced usability evaluators a number
that according to [3] is adequate number for identifying around 75 % of usability
problems. Initially evaluators used the typical set of Nielsen’s heuristics:

. Visibility of system status

. Match between system and the real world

. User control and freedom

. Consistency and standards

Error prevention

. Recognition rather than recall

. Flexibility and efficiency of use

. Aesthetic and minimalist design

. Help users recognize, diagnose, and recover from errors
. Help and documentation

g R e N N I

—_
(=)

Moreover evaluators were reminded of the eight more important website usability
problems as identified by Nielsen and Lorangel [4] that still occur even today in many
websites, despite the extensive and long use the internet. Evaluators were asked to
classify those problems under the respective listed heuristic.

Briefly these commonly observed problems comprise:

Visited links that do not change color

Unavailability of the Back button

Links that open new browser windows

Pop-up windows

Design elements that look like advertisements

Violation of web conventions

Vaporous content and empty hype

Dense content and text that cannot be scanned by the eye

In addition, evaluators also used a newly introduced set of aesthetic heuristics
defined as follows (their numbering continues from the core 10 heuristic rules of
Nielsen):

11. Successful use of colors: it is a very important parameter of the overall impression
and attractiveness of a website
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12. Symmetry: it is connected to beauty and is a characteristic present essentially in
every form in nature. Three basic forms of symmetry are distinguished, namely
reflection symmetry, rotation symmetry and translation symmetry. Apart from its
aesthetic value symmetrical forms poses some qualities that are important for
design purposes, such as their ease of recognizing and recalling.

13. Harmonic layout: the layout of a webpage is the composition (arrangement) of its
elements and the harmony of this composition refers to ratios. The golden ratio is
the analogy observed quite often in nature and is considered the ideal of beauty and
harmony. The omnipresent Fibonacci sequence is another example of high aes-
thetics, used in art, music and architecture. Using a grid for the synthesis and
alignment of the elements of a composition creates a sense of order in the design.

14. Balance: it is of great importance in the design and the aesthetic impression of a
website. Balance in a composition is analogous to balance of physical elements.
A composition is balanced when the visual weight of design elements in each side
in almost the same.

15. Grouping and hierarchy: using visual qualities such as shape, size, position and
color, even hue or saturation, the partial elements of a composition can be grouped
or hierarchically organized.

3.2 Architectural Web Sites and Scenarios

Two methods were combined for the usability and aesthetics evaluation of the archi-
tectural websites: (a) heuristic evaluation by experts and (b) user questionnaires. Users
in this study were architects, as they are the majority of those visiting the websites of
this type and due to their attitude towards aesthetics.

Both methods were applied for the evaluation referred of three selected architec-
tural websites' owned by international award winning architectural firms (i.e. their
studies or projects have excelled in architectural competitions, or their architects have
received honors in the field of architecture). Also the selected three websites were
among those that responded to the UAQ, so as to have a view of their initial attitude
towards usability and a picture of their users and user needs regarding the website.

For the heuristic evaluation of the websites the experts were advised to use a
full-screen browser window. They were given 3 equivalent navigation scenarios, one
for each website corresponding to typical tasks visitors undertake when navigating. The
aim was (by accessing various content categories and pages and while searching for
specific information) to evaluate whether the website serves the needs of its indented
users, as these were stated in the UAQ by the website owner. Evaluators were first
asked to navigate freely through the websites and then to locate information on specific
projects based on different types of information (location and progress stage or location
and project award). Then they were asked to locate all awarded projects, a publication,

! The websites used in this study are the website of the Bjarke Ingels Group (BIG, www.big.dk), the
website of Steven Holl Architects (www.stevenhall.com) and the website of Enric Miralles and
Benedetta Tagliabue (EMBT, www.mirallestagliabue.com).
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a scheduled lecture, contact information, architects working at the firm and open
position, if any.

3.3 Evaluation Results

For the heuristic evaluation, the evaluators were given:

e The list of heuristics with their analysis along with a list of commonly observed
website usability problems.

e The proposed navigation scenarios for each website.

e The assessment form for reporting problems, their relevance to the heuristic rules
violated and their estimated severity (significance).

Evaluations were conducted by five experienced usability evaluators, one of which
has studies in Architecture and another in Graphic Arts. After collecting the evaluations
and analyzing the data, a single list was created for each site containing the problems
and heuristic rules violations, the estimated severity of each problem identified (on a
scale of 0—4), and the number of reviewers who reported the problem.

The following charts reflect the violations and the heuristics identified for all three
architectural sites. We observe that the heuristic rules in which all 3 architectural sites have
the most important compliance problem is “consistency and standards” (rule 4). Other
commonly observed violations are: “flexibility and efficiency of use” (rule 7), the “visi-
bility of system status” (rule 1) and “user control and freedom” (rule 3) (Figs. 1 and 2).

Overall rank

8

violations
w
=]

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
heuristic rules

Fig. 1. Overall chart with the rules’ violations in the three architectural websites

The severity of the majority of problems identified in all 3 sites was level 3 (“major
problem with high priority for correction”) and follow problems in level 4 (“cata-
strophic problems with urgent need for correction”) (Fig. 3).

In the heuristic evaluation of the three sites, the problems identified, regardless the
level of their severity and the priority that should be given to correct them, don’t have
the same degree of importance for the operation of the website. For example, the lack
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Comparative study

First website W Second website W Third website

violations

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

heuristic rules

Fig. 2. Comparative char to heuristic rules’ violations in the three architectural websites

problems

1 2 3 4
severity

Fig. 3. Comparative chart of problems distribution according to their severity in the three
architectural websites

of a search feature at the first website, is rated with the severity score of 3.5 (on
average) and detected by four evaluators and the lack of geographical categorization at
the same site was identified by three evaluators and evaluated with a severity score of 4
(on average). The lack of the above features (separately or in combination) is the most
essential problem encountered and identified by the evaluators.

4 Architects’ Questionnaire

4.1 Participants

The questionnaires were distributed to 40 architects and a separate questionnaire was
designed for each one of the 3 websites. Most of the architect website visitors were
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architects, designers and students of respective departments, as it was derived from the
UAQ. The user sample used complies with the Hassenzahl’s conditions [5] for the
methodological approach of studies that refer to the relationship of aesthetics and
usability. This stands for both the research participants and the products evaluated, as
we made a thorough selection of a homogenous sample of both the participants and the
evaluated websites. The websites were selected from a broad set of candidate distin-
guished architectural websites, as it has been analytically described in Sect. 3.2 and the
participants were architects who had participated in large-scale studies for public and
private projects, architectural competitions, exhibitions, publications etc. and demon-
strated an active interest in quality, aesthetics and education.

The answers collected, reached the number of 30 out of 40 for the first and the third
website (70 %) and 28 out of 40 for the second one (65 %).

4.2 Questionnaire Design

The questionnaire used for this evaluation is composed of two parts. The first part is
based on the System Usability Scale (SUS), developed by John Brooke, while he was
working for the Digital Equipment Corporation and is known as the «easy and
quick» scale [6]. SUS consists of 10 statements where users declare their degree of
agreement, on a 5-value scale. Half of the statements are phrased in a positive manner
and the rest in a negative one. At the end, the result is calculated as a percentage.
Studies have shown that a SUS result smaller than 60 % is considered low, while a
result higher than 80 % is considered very good [7].

The choice of SUS versus another questionnaire such as the Questionnaire for User
Interaction Satisfaction (QUIS) adapted for the Internet, or the Computer System
Usability Questionnaire (CSUQ), is due to the higher precision of this questionnaire
in analyzing even small samples. As it is apparent from the research of Tullis and
Stetson [8] 100 % precision can be achieved using SUS with a sample of 12 users or
more, while the other questionnaires require larger samples. Also, SUS is freely
available for usability evaluations, for both research and commercial purposes, pro-
vided that any published report contains a clear reference to it.

The second part of the questionnaire aims to assess aesthetics in relation to the
websites’ usability and for this purpose a set of questions from the AttrakDiff9 ques-
tionnaire were used [5]. AttrakDiff is designed as a tool for measuring the attractiveness
of interactive products from User Interface Design GmbH and Marc Hassenzahl. With
the help of opposing pairs of adjectives, users can determine exactly how they perceive
the evaluated product. From these pairs of opposite adjectives derives the overall
composition of the evaluated dimensions which according to Hassenzahl are:

e Pragmatic Quality (PQ), which describes a product’s usability. In the case of a
website it shows how successfully users can achieve their goals while navigating
this website.

e Hedonic Quality — Stimulation (HQ-S), which describes the extent to which the
website can meet one of the primordial human needs, the need to develop and
progress, in terms of innovation, interest and stimulus in functions, contents,
interaction and presentation style.
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e Hedonic Quality — Identity (HQ-I), which shows to what extent the evaluated
product allows the user to match identify with it.

e Attractiveness (ATT), which describes the overall value of the evaluated product
based on its perceived quality.

The Hedonic and the Pragmatic Qualities are independent and contribute equally to
the evaluation of the Attractiveness. The platform used for the online distribution and
management of the questionnaire was SurveyGizmo 3.0 (www.surveygizmo.com), in
its free version. Architects were given specific scenarios to guide them through the
examination of the websites.

4.3 Discussion and Main Findings

The comparative ratings for the 3 websites evaluated by the same users in the System
Usability Scale (SUS), are shown in the following chart (Fig. 4).

SUS scale
100

78,84

80 +

59,02

60 +
1 50,09

1st website 2nd website 3rd website

Fig. 4. Comparative ratings in SUS scale.

The SUS rating for the first website is the lowest, just 50.09 %, which as it is lower
than 60 % is considered “very low”. The rating of the third website is close to 60
(59.02 %), but it is still low for this scale. The highest rating was obtained the second
website (78.84 %), which is close to 80 and is considered very good.

Observing the results of the questionnaires of the 3 websites, we can derive a first
verification between the results of the System Usability Scale (SUS) and the results of
the Pragmatic Quality of AttrakDiff. Both the usability rating of each website and the
relationship between the ratings of the three websites evaluated agree. So, initially, we
have verified the users’ reliability and the reliability of the two types of questionnaires
used.

In the comparative chart with the mean values of Hassenzahl’s constructs for the 3
architectural websites evaluated (Fig. 5), we observe the following:

The first website, having the lowest rating of the Pragmatic Quality and the
Hedonic Quality in terms of identity, it resulted in the lowest rating in the overall
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Fig. 5. Comparative chart of the mean values of the 4 Hassenzahl’s constructs

perception of the website’s Attractiveness, although it achieved the highest rating of the
Hedonic Quality in terms of stimulation.

The second website has exactly the opposite picture of the first one in the attrac-
tiveness evaluation (AttrakDiff). It has the highest ranking in the Pragmatic and the
Hedonic Quality in terms of identity, the lowest rating in the Hedonic Quality in terms
of stimulation and the overall perception of the website’s Attractiveness is at the
highest levels of both the constructs (qualities) evaluated for the same website. It is a
case where the Pragmatic Quality and the Hedonic Quality in terms of identity,
influenced the final overall perceived picture of the product in a high degree despite the
lack of a big stimulus in the Hedonic Quality.

The third website is an average case in comparison with the other two websites. The
mean values of the constructs evaluated are steadily halfway between the highest and
the lowest values of the other two websites. The very low rating in the Pragmatic
Quality has little impact on the overall perception of the website’s attractiveness and in
this case the contribution of the Pragmatic and the Hedonic quality cannot be regarded
as equal.

5 Conclusions

In the literature survey conducted in this work concerning the relationship between
aesthetics and usability, it was observed that in most cases that there are references to
aesthetic criteria, they are presented ad hoc without proper justification based on
established aesthetic theories. In this study it was attempted to introduce a set of
heuristic rules with aesthetic parameters, exploring and using widely accepted aesthetic
rules and theories. These heuristics can be applied in designing the graphical interface
of websites assuring its compliance with well established aesthetic principles. The
proposed rules that are to be used as an extension to the core ten heuristics of Nielsen
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are: successful use of color, symmetry, harmonic arrangement, balance and grouping
data and hierarchy. The newly introduced rules were used in the heuristic evaluation of
three architectural sites and it is a remarkable observation that in all three sites eval-
uators detected violations to all the aesthetic heuristics. These first results are positive
regarding the new set of heuristics but further research is required in order to prove
their general liability and their aesthetic coverage.

Of particular interest is the correlation between the results of the usability evalu-
ations from design expert users with high aesthetic demands and the findings of the
expert usability evaluators. The opinion of architects as far as the three sites’ usability
is concerned is reflected in two different types of questionnaires (SUS and the first part
of AttrakDiff, which refers to the Realistic Quality) and thereby the accuracy of the
result was verified. What we observed considering the three reviews of AttrakDiff, is
that when you ensure user satisfaction in 2 of the 3 constructs (‘realistic’ quality,
‘hedonic’ quality-identification, ‘hedonic’ quality-stimulus), the product attractiveness
is close to the good levels of these 2 constructs. But it seems that the opposite also
holds; when the two of the three constructs are very low, the product attractiveness is in
the same low levels.

For the future it would also be interesting to use the same methodology (websites,
questionnaires, etc.) but with a different user sample, i.e. users with typical/low aes-
thetic demands, non-specialized or not familiar with aesthetics, who could also be
considered as potential customers of the architectural sites. This way it could be
investigated whether there are differences in the perceived quality of those sites. As part
of this research, we could further widen the sample both at user level but also at the size
and type of the evaluated website sample.
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Abstract. This study aims to examine users’ eye movement patterns and their
attention to the banner of a Turkish government website. The website was
redesigned as two versions in a way that the banner was located on the left (the
original site) in one version and on the right in the other version. 14 university
students with 9 male and 5 female participated to the study. The heat maps were
examined as well as eye movement patterns while performing the given tasks.
Results of the study revealed that the banner (including a picture of the head of a
public institution) was not directly focused in both groups during the task
completion process. Although nearly half of the participants recalled the place of
the banner correctly, none of the participants remembered any information about
the institution head such as name, picture or social media information.

Keywords: Banner blindness * Eye-Tracking : E-Government - Government
website - Usability

1 Introduction

The creation of a website has become essential to communicate with citizens for public
institutions [1, 2] in a more effective, efficient and economical way [3]. Public insti-
tutions convey information via websites in shorter time without spending extensive
effort comparing with the traditional methods [4]. Government websites are mainly
visited to access information about the services [5, 6], to facilitate government related
transactions, and to involve in government decision making processes [6].

Government websites contain thousands of pages which enhance the interaction
between citizens and the government [7] because of variety and complexity of the
available public services and information [8]. Therefore, simplicity [8] and usability [9]
of government websites becomes important. They have great impact on the website
performance [4] and attitudes of citizens toward public institutions [1, 10].

In Turkey, e-government studies started in late 1990 s, and gained momentum with
the “e-Transformation Turkey Project” which was carried out in 2003 [11]. In 2008,
with the implementation of e-Government Gateway, all of the government services
were standardized and centralized [11]. Nowadays, all of the public institutions in the
country have their own websites providing public services and information. However,
the research showed that most of these websites have serious problems on usability
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[12—14]. Due to the poor design and lack of standards on website development, users of
the government websites reported to have difficulty to access information they need
[15]. Therefore, government websites are supposed to meet demands and expectations
of the citizens. User-centered design approach for government websites is required to
be in the top priority for government agencies [16].

Considering the usability issues of websites, one of the most common problems is
the redundant use of graphical elements such as pictures, photos or illustrations
[17, 18]. Design of these elements are significantly influence usability of websites [19].
It is claimed that majority of the web users scan the web page without attentively
reading the content and examining the images [20]). For this reason, the most of the
elements in a website (i.e., images, pictures) are usually ignored by the users. Previous
studies showed that while web users are seeking for specific information or performing
a specific task, they generally have a tendency to skip the elements that are irrelevant to
their tasks (e.g., [21, 22]). This phenomenon is called as “banner blindness”; that is,
people usually tend to ignore web page elements that look like a banner or adver-
tisement [23, 24].

Numerous studies have attempted to explain banner blindness phenomenon
focusing on the advertising effect of banners and user recognition of advertisements
(e.g. [22, 25-28]. However, even if graphical elements of a website are not related to
advertising, users are still observed that they neglect those salient items [21]. This
might be because of the fact that users ignore items which are irrelevant or less
important because their main purpose on the website is to access necessary information
as quickly as possible [22].

People are more interested in web page elements if they are consisting of text, faces
or body parts [24]. However, previous studies about banner blindness phenomena
imply that users often ignore irrelevant pictures and graphics especially when they are
performing a specific task [23, 24].

Home page of most Turkish government websites consists of a picture of heads of
public institutions. Those pictures generally resemble banner advertisements including
the name of the heads with a link directing detailed personal information or autobi-
ography and are one of the mostly used design components in Turkish government
websites. It might be better to understand whether people perceive location and content
of banners in a website. Therefore, in this study, we aimed to examine users’ eye
movement patterns and their attention to the banner (including a picture of the head of a
public institution) of a government website in Turkey.

2 Method

2.1 Participants

14 university students participated to the study. 9 participants were male and 5 were
female. The ages of the participants varied between 23 and 29. The computer use of the
participants differed as 4—7 years (2 participants) and 7 years or more (12 participants).
Moreover, the daily internet use of participants ranged as 1—3 h (1 participant), 4—7 h
(6 participants) and 7 h or more (7 participants).
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2.2 Design

The website of a Turkish Ministry was downloaded to local folder to manipulate the
location of the banner corresponding to the picture of the Minister. The website is
redesigned as two versions in a way that the banner was located on the left (the original
website) in one version and on the right in the other version. Participants were ran-
domly assigned into two groups (7 participants per group), each group was exposed to
one of the versions. Each participant performed two tasks. The first task was to find
information about a funding program for graduate students. The second task was to find
the biography of a former minister on the website.

Before the experiment, participants were asked to fill out a demographic ques-
tionnaire including gender, age, education level, computer experience and daily internet
usage, and a list of mostly visited commercial and governmental websites. After
completing the eye tracking test, participants were asked to show position of the banner
in the website in order to understand their recall performance while performing given
tasks.

The study was conducted by utilizing Tobii 1750 eye tracker in a human-computer
interaction laboratory in order to capture eye-tracking movements. For the accuracy of
the test, participants were instructed to display normal viewing behavior without head
rest, to sit up straight and not to look out of the screen. The eye-tracking data was
analyzed via Tobii Studio software.

3 Results

3.1 Task Completion Time

Results of the study revealed that the mean of task completion time of first task for the
participants given the banner on the right and left was 2.23 min and 2.37 min,
respectively. The mean of task completion time of second task for the participants
given the banner on the right and left was 0.50 min and 0.69 min, respectively. Task
completion time for both groups were close to each other which might implicate that
design differences between two versions of the website had almost no influence par-
ticipants’ task performance.

3.2 The Heat Map Visuals

The heat map visuals of home pages for both groups showed that left navigation menu
and top navigation menu mostly drew attention of participants comparing the other
areas on the page (Fig. 1). Participants highly focused on the navigation menus while
they were performing the given tasks.

The banner (including a picture of the head of a public institution) was not directly
focused in both groups; that is, the fixation on the pictures was much more scattered.
However, it was observed that the amount of fixation increased more in the design
involving the banner in left-hand side. This might be stemmed from its nearby location
to the left and top navigation menus.
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Fig. 1. The heat maps of the home pages for right aligned group and left aligned group

Task 1: Finding the information about given funding program. The first task
ideally consisted of 3 steps excluding the home page. During the entire steps of the first
task, no fixation was recorded upon the banner which was located on right-hand side
(Figs. 2 and 3). In the first step of Task 1, there were three banner-like images at the
center of the page. Each image consisted a link directing to a sub-page in the website.
The first image from the left was the one that participants needed to click for the next
step. As seen in the heat map visuals, although the amount of fixation decreased from
unrelated image to the related one, all three images at the center of the page attracted
the most attention of the participants.
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Fig. 2. The heat maps of the Task 1 (Group 1)

In the second step of the Task 1, the list of the services were provided. The name of
the service that participants were looking for was in the area consisting bright red spots
on the heat map. In the third step, participants found easily name of the service and
clicked the link directing to the related page. Red spots on the heat map visual are seen
to be clustered around that link.
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Fig. 3. The heat maps of the Task 1 (Group 2)
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Examining the first two steps of the task, heat map visuals indicate that the insti-
tution head didn’t take attention of the participants even though there were fixations
upon other banner-like images. However, at the last step in Group 2, some fixation were
appeared around the picture. Participants seemed to pay attention on upper left of the
web page consisting institution logo, picture of the institution head and top navigation
menu. This might be caused form the fact that all participants were asked to return home
page by clicking the Home button located upper left side at the end of the task.

Task 2: Finding the biography of the given former minister. Like the first task,
second task ideally consisted of 3 steps excluding home page. In the second task,
finding the biography of a former minister, similar fixation patterns was recorded in
both groups (Figs. 4 and 5). In the first step, participants were mainly focused on the
left navigation menu and menu items at the center of the page. The right-hand side
menu item below the image is the one directing to the page consisting the list of all
former ministers. In the second step of the task, pictures of the former ministers were
listed at the center of the page. The location with the bright red spots is the target
picture and highest fixation was received on that location.
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Fig. 4. The heat maps of the Task 2 (Group 1)
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Third step of the task involved the biography of the minister that participants were
looking for. In both groups, the picture and the name of the former minister involved
red spots and most of the attention of participants. No fixation appeared upon the
banner. Although the task was searching for a minister-related information, none of the
participants directly looked at current institution head.

| - |

Fig. 5. The heat maps of the Task 2 (Group 2)

3.3 Recall Performance

In the first group who are given the banner on the right, 3 participants (42.86 %)
recalled the place of the banner correctly, 1 participant (14.28 %) recalled the position
incorrectly and 3 participants (42.86 %) were reported that they did not remember
whether there was a banner or not. Similarly, in the second group who are given the
banner on the left, 3 participants recalled (42.86 %) the place of the banner correctly,
3 participants (42.86 %) recalled the position incorrectly and 1 participant (14.28 %)
were reported that they did not remember whether there was a banner or not. That is,
the correct recall rates of the participants were the same in both groups while the
incorrect recall rate was higher in the group with the banner on the left. Participants
were also asked whether they remember the content of the banner. None of the par-
ticipants reported that they remembered any information about the institution head such
as name, picture or social media information.

4 Discussion

Government websites has become the virtual storefronts of the public institutions.
Design and location of each component in government websites might need to specific
attention to increase the efficiency and effectiveness of online public services. All public
institutions have their own websites which consist of a picture of heads of the institution
resembling banner advertisements as one of the mostly used design components in
Turkish government websites. Therefore, it might be better to figure out whether people
perceive location and content of such banners examining their eye movement patterns.

Results of the study showed that participants focused on the items such as menu
items, which are related to given tasks at the center of the page during the task
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completion process. Even though participants looked at and clicked the banner-like
images which might be relevant to given tasks, none of the participants paid attention
on the banner including the picture of institution head. These results were congruent
with the argument that [17] proposed to avoid redundant use of the graphical images at
home pages because it might reduce the impact of other important components.

Institutional logo and main navigation menu were main website components that
users mostly spent time and focused on [29]. Similarly, in this study, results of heat
maps of home pages showed that participants mainly focused on top and left navi-
gational menus rather than other areas on the page. This might be due to the fact that
participants were motivated to complete given tasks and they were prone to neglect the
irrelevant items on the page.

Eye movement patterns of participants during task completion process showed that
participants didn’t directly look at the banner because they might assume that the
banner was irrelevant or less important. These results were consistent with the previous
studies that people have a general tendency to ignore the items that are not directly
related to their interest or motivation in websites [23, 24]. However, when participants
were asked about the location of the banner, nearly half of the participants in both
groups recall the location correctly. It might be resulted from the participants’ previous
experiences that most of the public institutions have websites consisting the picture of
the institution head at the homepage. These results suggest that participants might
remember the location of the banner although they were not directly focus on it since
banner was located within their sight. However, they didn’t remember any information
about the institution head such as name, picture or social media information.

Findings of this study were congruent with the banner-blindness phenomena which
implies that users are usually ignore the irrelevant graphical items on a web page. In
order to make a deeper analysis, various types of banners may be used in government
websites with large sample size for further studies.

References

1. West, D.M.: Improving Technology Ultilization in Electronic Government around the World.
Governance Studies at Brookings. Brookings Institution, Washington, D.C. (2008)

2. Karkin, N., Janssen, M.: Evaluating websites from a public value perspective: a review of
turkish local government websites. Int. J. Inf. Manage. 34(3), 351-363 (2013)

3. Yang, K., Rho, S.Y.: E-Government for better performance: promises, realities, and
challenges. Int. J. Public Adm. 30(11), 1197-1217 (2007)

4. Huang, C.J., Chao, M.H.: Managing WWW in public administration: uses and misuses.
Gov. Inf. Quart. 18, 357-373 (2001)

5. Thomas, J.C., Streib, G.: The new face of government: citizen-initiated contacts in the era of
e-government. J. Public Adm. Res. Theor. 13(1), 83-102 (2003)

6. Thompson, D.V., Rust, R.T., Rhoda, J.: The business value of e-government to small firms.
Int. J. Serv. Ind. Manag. 16(3), 385—407 (2005)

7. Reddick, C.G.: Citizen interaction with e-government: from the streets to servers? Gov. Inf.
Quart. 22(1), 38-57 (2005)

8. Donker-Kuijer, M.W., de Jong, M., Lentz, L.: Usable guidelines for usable websites? an
analysis of five e-government heuristics. Gov. Inf. Quart. 27(3), 254-263 (2010)



72

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

H. Giiner and Y. inal

. Youngblood, N.E., Mackiewicz, J.: A usability analysis of municipal government website

home pages in alabama. Gov. Inf. Quart. 29(4), 582-588 (2012)

Tolbert, C.J., Mossberger, K.: The effects of e-government on trust and confidence in
government. Public Adm. Rev. 66(3), 354-369 (2006)

Iskender G.: Turkish e-Government Transformation: A Country Analysis Based on Efforts,
Problems and Solutions. Unpublished master’s thesis. Massachusetts Institute of
Technology, Cambridge, Massachusetts, USA (2012)

Akinct, D., Cagiltay, K.: E-devlet Web Sitelerini Kullanmak ya da Kullanamamak: Vatandas
Acisindan  Kullanilabilirlik Sorunlart ve Onerileri (2004). www.metu.edu.tr/ ~ kursat/
TBDO04-edevlet-websiteleri.doc. Accessed 24 July 2014

Sayistay: Performans Denetimi Raporu: e-Devlete Gegiste Kamu Kurumlari Internet Siteleri.
T.C. Sayistay Baskanligi, Ankara (2006)

inal, Y., Ozen Cinar, N., Cagiltay, K., Giingér, M.K.: Kamu Internet Sitelerinde Yer Alan
Arama Alanlarinin Kullanilabilirliginin Belirlenmesi. 8. Ulusal Yazilim Miihendisligi
Sempozyumu, pp. 79-88, Gilizelyurt, KKTC (2014)

Akman, 1., Yazici, A., Mishra, A., Arifoglu, A.: E-Government: a global view and an
empirical evaluation of some attributes of citizens. Gov. Inf. Quart. 22(2), 239-257 (2005)
Bertot, J.C., Jaeger, P.T.: User-centered e-government: challenges and benefits for
government web sites. Gov. Inf. Quart. 23(2), 163-168 (2006)

Nielsen, J.: 113 Design Guidelines for Homepage Usability (2001). http://www.nngroup.
com/articles/113-design-guidelines-homepage-usability/. Accessed 1 MArch 2015
Rosenfeld, L., Morville, P.: Information Architecture for the World Wide Web, 3rd edn.
Oreilly, California (2006)

Lavie, T., Tractinsky, N.: Assessing dimensions of perceived visual aesthetics of web sites.
Int. J. Hum. Comput. Stud. 60(3), 269-298 (2004)

Nielsen, J.: How Users Read on the Web (1997). http://www.nngroup.com/articles/how-
users-read-on-the-web/. Accessed 31 July 2014

Benway, J.P., Lane, D.M.: Banner Blindness: Web Searchers Often Miss “obvious” Links,
Internet Technical Group. Rice University (1998)

Hsieh, Y.C., Chen, K.H.: How different information types affect viewer’s attention on
internet advertising. Comput. Hum. Behav. 27(2), 935-945 (2011)

Benway, J.P.: Banner Blindness: What Searching Users Notice and Do Not Notice on the
World Wide Web. Ph.D. thesis. Rice University, Houston, Texas (1999)

Nielsen, J.: Banner Blindness: Old and New Findings (2007). http://www.nngroup.com/
articles/banner-blindness-old-and-new-findings/. Accessed 31 July 2014

Burke, M., Hornof, A., Nilsen, E., Gorman, N.: High-cost banner blindness: ads increase
perceived workload, hinder visual search, and are forgotten. ACM Trans. Comput.-Hum.
Interact. 12(4), 423-445 (2005)

Calisir, F., Karaali, D.: The impacts of banner location, banner content and navigation style
on banner recognition. Comput. Hum. Behav. 24(2), 535-543 (2008)

Hervet, G., Guerard, C., Tremblay, S., Chtourou, M.-S.: Is banner blindness genuine? eye
tracking internet text advertising. Appl. Cogn. Psychol. 25(5), 708-716 (2011)

Flores, W., Chen, V., Ross, W.H.: The effect of variations in banner ad, type of product,
website context, and language of advertising on internet users’ attitudes. Comput. Hum.
Behav. 31, 37-47 (2014)

Dahal S.: Eyes Don’t Lie: Understanding Users’ First Impressions on Website Design Using
Eye Tracking. Master thesis. Missouri University of Science and Technology, Missouri,
USA (2011)



Compatibility of Information and Interface
of Universities’ Multilingual Websites

Krzysztof Hankiewicz™®
Faculty of Engineering Management, Poznan University of Technology,
11 Strzelecka St., Poznan, Poland
krzysztof. hankiewicz@put. poznan. pl

Abstract. The article presents results of research regarding the use of Polish
university websites to handle the affairs of foreign students. The study included
57 faculties in 8 universities of different size and type.

The aim of the study is to examine the way selected universities use the
abilities of websites to serve foreign students. The article presents results of
inspection of faculty websites of all public universities in Poznan. The results
indicate that universities use the potential of websites to a limited extent. Part of
the websites checked lacked even an English version, and only a few make
necessary information for students in the English language sufficiently available.

Keywords: User interface -+ Websites - Usability + Design for diversity

1 Introduction

Due to the fact that the number of foreigners entering universities in Poland is
beginning to grow, the problem of access to the same information and content for all
students seems to be particularly important. The growing number of foreign students
has ceased to be associated with a general increase in the number of all students at
Polish universities, and with the demographic decline the proportion of foreign students
is increasing. This fact should finally convince universities to put attention to better
preparing information and content for foreign students on websites.

The differences between the language versions can be partially understood when
the content is placed there to supplement knowledge about Poland, the region and the
academic centre, or the specifics of studying in Poland, which in this regard is obvious
for Polish students. On the other hand, the lack of certain information or its presentation
can be surprising. It seems that a class schedule is required for all students, and the
inclusion of the plan in a foreign language, which has links which lead to sites in the
Polish language also does not solve the problem. In addition, the organization of the
academic year may be useful not only to students, but also to candidates. The program
of the same studies, regardless of the language used, should be presented in a similar
form, and student scientific societies should not have to divide students into “our” or
“foreign,” which can be inferred from the various offers presented in the different
language versions.

In addition to the above-mentioned differences is the problem of updating insti-
tutional sites. In the case of services in foreign languages, the updates are even more
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delayed. This is due to the lack of control of foreign language versions. It often happens
that information is left from the previous academic years. There is also the fact that the
website is completely modernized in terms of interface but content is left unchanged in
foreign language versions.

In universities the management of the teaching process is done at the faculty level,
as a result of their autonomy in this area. For this reason, as a rule, every faculty has a
separate website or at least a part separated from the main university site. The inte-
gration of faculty websites to the main university website occurs more commonly in
smaller universities. The content and layout of separate faculty websites are often set at
the level of those faculties. As a result, these sites differ in both interface and func-
tionality. For these reasons, in order to verify that students have access to the infor-
mation necessary from the point of view of the education process, attention should be
paid to these sites.

2 Literature Review

University websites are a platform for communication between students and the school,
and they have the function of disseminating information. In the case of seeking can-
didates they also perform marketing functions. The form and content of university
websites have an impact on the level of quality of service of candidates and students
([7, 8]). Current students, in contrast to their parents, largely acquire organizational
information from websites [6]. Moreover, the level of ergonomic quality of services
forms a kind of social aspect of sustainability [10]. Treating a university like any other
enterprise, one of its primary objectives should be to provide [13]: efficient flow of
information and avoidance of errors caused by the incompleteness of the data, which in
total translates to the organization’s customer satisfaction. It should be noted that
websites can also be part of anti-crisis systems [1], which also indicates the need for
their reliability for the multilingual student population.

In some cases, there may be a need to deliberately differentiate the different lan-
guage versions for cultural reasons. Attention is drawn to this fact by Miraz, Ali and
Excell [12]. In addition, they believe that the graphic elements should also be varied in
each of the language versions. A diverse presentation of content can significantly
condition the degree of misunderstanding, which in turn is related to the need to
analyze usage patterns leading to confusion [3].

Another very important element is to provide information on websites due to the
increasing proportion of people with disabilities entering universities and realizing their
needs primarily through reliable information regarding adjustments provided by the
institutions [5]. Currently, the estimated percentage of people with disabilities in
Poland at the level of 12—14 % is strongly burdened by system error [2], but in the case
of the student population it amounts to only 1 %, despite continued growth. Against the
intensifying effect of demographic decline [4] universities will also be forced to expand
their portfolio by courses for adults, which can also be conducted in English. Profes-
sional courses which are of great interest, such as OSH [11], already find customers
willing to learn in English. This designates an additional requirement that is the
ergonomic quality of services for older users [9].
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3 Research

An increasing number of universities in Poland decides to open fields of study con-
ducted in English. At the same time there is an increasing number of students who
participate in selected courses in foreign exchange activities between universities in
different countries. Among universities offering courses in English, public universities
dominate. Therefore, the study has selected precisely these institutions. The authors
conduct classes with foreign students in English in Poznan, which allows for collecting
comments on the operation of websites directly from the students. To keep a reference
of the obtained results to the opinion of the students, the research was conducted in
universities only in Poznan. This group includes the largest universities in Poznan, as
well as several smaller ones, which gives a certain cross-section of their differentiation.
They represent directions of studies in the fields of humanities, sciences, environment,
medicine, technical, economics, sports and arts.

Due to the fact that until now faculty sites have not been studied, only university
home pages, the current study is panoramic and will continue in the future.

The scope of the present study was to check if a university possessed an English
version of the faculty website, along with its contents taking into consideration the
calendar of the academic year, class schedules, teachers’ office hours, sample docu-
ments (including for the diploma) and interface compatibility between Polish and
English versions.

The object of the study was to take advantage of the opportunities of faculty
websites to support the service of students. The study was limited to elements of
websites which were related to the process of studying as foreigners who do not know
the Polish language and are communicating in English. Because it is assumed that the
content in Polish is completely incomprehensible to this group of students, also verified
were the cases of linguistically mixing the contents of the sites in two different lan-
guages. Compatibility of interfaces was assessed by comparing in pairs the language
versions within each faculty.

The study included all 57 faculty websites of surveyed universities:

Adam Mickiewicz University

Poznan University of Technology

Poznan University of Economics

Poznan University of Medical Sciences

University of Arts in Poznan

Poznan University of Life Sciences

Eugeniusz Piasecki University of Physical Education in Poznan
The Ignacy Jan Paderewski Academy of Music in Poznan

NN RN

The biggest university in this comparison is Adam Mickiewicz University with 15
faculties, in which nearly 50 thousand students are enrolled. The next university is
Poznan University of Technology, which has 10 faculties and approximately 20
thousand students. Poznan University of Economics consists of five faculties which
have over 10 thousand students. A similar number of students is studying at the Poznan
University of Life Sciences. The university is divided into 8 faculties. Differently
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organized is Poznan University of Medical Sciences, which consists of four faculties,
but the studies in English are separated, which is reflected in the recruitment procedures
and two English-language versions of the website. Studying here are approximately 8
thousand students, of which a large group are foreigners studying in English.
Belonging to the group of smaller universities is Eugeniusz Piasecki University of
Physical Education in Poznan with 3 faculties, in which more than 4 thousand students
study, as well as arts schools such as the University of Arts in Poznan and The Ignacy
Jan Paderewski Academy of Music in Poznan, where the total studying are approxi-
mately 2 thousand students. The University of Arts in Poznan is divided into 7 fac-
ulties, and The Ignacy Jan Paderewski Academy of Music in Poznan into 5 faculties.
In the 8 mentioned public universities there are approximately 100 thousand stu-
dents. The number of students studying in English is estimated at 3 thousand. For-
eigners in this group are approximately 2 thousand people. Additionally, as part of the
ERASMUS program approximately 1 thousand foreign students arrive in Poznan.
Because the number of Polish students is starting to decrease, it can be expected that
Poznan will become increasingly open to foreign students. To date, the percentage of
foreigners in the total number of students is lower than in other European countries.

4 Results

It was decided to compile the obtained results as a percentage. The compilations
contain percentages determining what percentage of the university’s faculties meets the
stated criterion. However, due to the diverse nature of websites, it also seems important
to do a qualitative assessment. In assessing the significance of results obtained with
linguistically mixed content, each case should be referred to the number of faculties
with the English version of the site. When, for example, the percentage values are
equal, this means that all pages in English have mixed contents. A similar situation
exists in the case of interface compatibility of pages in Polish and English. A com-
parison could be made only in the case of finding the second version of the faculty
website.

Figure 1 shows the faculties with an English webpage, as preliminary information
in the study.

It is surprising that part of the group of universities, where less than half of the
faculties has English language versions of the website, are the two largest universities
educating students in English in several study directions and participating actively in
the student exchanges.

Figure 2 presents a summary of the number of faculties where there is linguistically
mixed content.

When assessing the linguistic uniformity it is assumed that if the user selects a
specific language he or she should only get content in that language. Such an approach
could lead to extreme, while at the same time for many universities negative results.
One can guess that internal verification in universities was not as restrictive. However,
the mixed content of webpages makes those who know only one language of those
displayed feel lost when they do not understand the rest of their contents. The authors
observed the phenomenon of mixing the contents recorded in different languages in the
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Faculties with English webpage

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0%

) 0 c c
2 2 k<] >3 < L > 2§
7] - e 206 c — = C » c
o ] 5 @ 2 N = 2 N SN
S £ 2 o0 & 2 [ 2o
£ ] s 2B 2 = o
o} (&} cn £ 2R cc o c
> [ w S = Q =) ©
N — “ © 2 0 Q < 5 a e
3] S ] c o 2 < =8 @
= T = < :.9 0 = ::
S 2 2 c g ey S fos <
> = = ISR 15} DU) o Q ==
= 2 2 S = c 3 3 2%
o o [ [augpe = < s & ©
= = 2 s} 7] c w T >
= c c N N — c g
£ 2 > 2 £ 23 5%
I c c c = o g
2 § g 5 52 28
8 5 Do =
pres
o o )

Fig. 1. Faculties with English webpage
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past. Unfortunately, there is no improvement in this regard. There has even been a
deterioration in this respect, when sites on a large scale began to implement content
management systems. Integration of content management also leads to the integration
of content and lack of separation of resources in different languages.
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The worst results were obtained for the criterion of the faculty page as a site for
student services (access to the academic calendar, class schedules, teachers’ office
hours, sample documents, current information, etc.). The students’ expectations were
met by only one faculty website at Adam Mickiewicz University, Poznan University of
Economics and Poznan University of Medical Sciences. In the remaining 5 universities
no webpage met the expectations of international students. The majority of foreign
students due to lack of information in English or incomplete information in this lan-
guage benefited from the help of Polish colleagues. Others used their, even rudimen-
tary, knowledge of Polish. However, imperfections of the website in the English
language version should not be a decisive argument for learning the Polish language by
foreigners.

Figure 3 presents a summary of the number of departments in terms of the com-
patibility of websites’ interface.
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Fig. 3. Compatibility of websites user interface

The websites of Adam Mickiewicz University, Poznan University of Technology
and the University of Life Sciences preserved the arrangement dividing basic infor-
mation — on the main university website — and specific on faculty pages, with an
independent interface and set of content, as well as varying quality. These are large
reputable universities, largely available for international students. All the more
shocking are the gaps in faculty web content. In many cases, no information was
created about the faculty in the English language. It also happens that there is no
English version of the page, but a link to the class schedule in English is between the
other links of the page in Polish. The Faculty of Architecture at Poznan University of
Technology used the Google translator (online) to get the English version, which gives
of course a result of dubious quality. At Adam Mickiewicz University only the Faculty
of English publishes the class schedule for students on the English-language website.

The University of Economics applied an integrated structure of the webpage
connecting all faculties. Standing out from all, is the special service for the specialty
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International Business, presented as the only one realizing a program in the English
language. For this specialty there is available even a class schedule on a separate
subpage of the university website. It should also be noted that in every place the
selection of links to the English version leads to the main page.

An unusual case is the website of the University of Medical Sciences. This service
is divided into the Polish and English versions and the English-language study pro-
grams. This is due to the specific nature of the university, where English-language
classes are based on a different program of study. The last version of the webpage also
has a completely different interface and structure.

The University of Physical Education and the University of Economics have bet on
integrated faculty websites. The exception is the Faculty in Gorzow. In addition, class
schedules for the two faculties are available in a separate part with a different interface.
In this section, there is no link to the English version. Additionally, the service behaves
differently depending on the browser language. Using the browser in English, mixed
content - in two languages — is obtained already on the main page. When using a
Polish-language browser mixed content appears only when opening links of the
English version. It can be assumed that the latter situation is simply due to a lack of
English counterparts of posted content.

The University of Arts also only uses the main website to service the university. In
this case, a link to the English version always leads to the same page. In addition to
general information about opportunities to study in English, there is no detailed, current
information for students.

The website for the Academy of Music looks similar. Admittedly, it has created an
English language website analogous to the Polish, but it also does not contain current
information for students.

5 Conclusions

Although the assessment was based solely on university websites, still the comments of
students from different countries studying in Poznan were inspirational and helped to
establish the procedures and research.

Summing up the obtained results, it was noticed that most of the faculty websites is
focused on Polish-speaking students, not even fulfilling the role of marketing the
faculty to foreigners. Such a role is usually assigned to university home pages. This is
usually done by automatically redirecting to the English-speaking university main page
by clicking the link which suggests the English language, or by the total abandonment
of placing such links.

The study results also indicate that universities are unlikely to improve the func-
tionality of their web pages, and the current situation is hardly satisfactory. Faculties
that have English-language versions of their site are in the minority, only a few present
the necessary information to students in English. In addition, it is rare to meet website
content entirely in English. Typically, the content is mixed, bilingual.

One could even argue that the teaching process in many cases could collapse
without the help of Polish students studying together with foreigners.
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It looks better visually when the interfaces of Polish language and English language

sites are compatible. It can be assumed that it is the merit of the application of content
management systems forcing such a situation.

If universities do not fully utilize the potential posed by university websites, then it

will negatively affect the image of the school and will reduce the number of potential
students, losing the competition with countries where the level of these services is
higher.
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Abstract. GT Journey (gtjourney.gatech.edu) is an initiative, which empowers
members of the Georgia Tech community to develop and deploy applications
and services through access to resources (tools, data, services, space) and
mentors with technical and domain expertise. The genesis for this initiative
comes from a long history of facilitating application and service development for
students by students in classroom and entrepreneurial settings. This paper
reveals many of the lessons learned from this participatory design, build, and
deploy initiative, which may be applicable to a variety of activities in educa-
tional, civic, and industry innovation settings.
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1 Introduction

GT Journey (gtjourney.gatech.edu) is an initiative, which empowers members of the
Georgia Tech community to develop and deploy applications and services through
access to resources (tools, data, services, space) and mentors with technical and domain
expertise. The genesis for this initiative comes from a long history of facilitating
application and service development for students by students in classroom and entre-
preneurial settings. This paper reveals many of the lessons learned from this partici-
patory design, build, and deploy initiative, which may be applicable to a variety of
activities in educational, civic, and industry innovation settings [1].

The GT Journey initiative began as a collection of established projects which were
created to empower members of the Georgia Tech community to create solutions for
the campus; this included support for the development of mobile, web, kiosk, and
desktop applications and services; creation of tools and platforms for emerging mobile
and mixed reality experiences using the Argon Augmented Reality Browser [2, 3], as
well as a variety of research projects which relied on operational data from the campus.
The initiative leveraged the Georgia Tech Convergence Innovation Competition (CIC
cic.gatech.edu) [4] by offering a dedicated Fall installation focused on campus facing
solutions and experiences.

GT Journey is a production of the Georgia Tech Research Network Operations
Center (RNOC) — which manages relationships with industry, civic, and academic
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partners in support of making the campus a living lab. This student led organization
acted as the intermediary between student innovators and campus data owners. This
included providing development platforms, building restful web services, building and
maintaining reference applications, shepherding teams, and staffing a lab space with a
wide array of resources.

The GT Journey initiative provided the necessary mandate and resources to move
to a more sustainable model in support of student innovation impacting the campus
experience. By offering platforms and services over an extended period of time across a
diversity of data sets, the project was able to provide authentic live data for all stages of
prototyping, implementation, deployment, and extended research. These resources
combined with the support from Georgia Tech’s President established the trust nec-
essary for unlocking data, breaking silos, creating shared platforms and resources,
building partnerships, and affirming the value of incremental design thinking through
the campus as a living lab.

2 Approach

Our approach for the initiative was based on and informed by over 10 years of sup-
porting student innovation and research with campus data; and in service to courses
focused on experiential learning, conducting industry sponsored research, and stew-
ardship of entrepreneurial innovation competitions [4]. In this section we present our
observations and the key lessons learned as a result.

2.1 Validate Your Perspective

Through our work we have observed a remarkable desire from students and other
motivated community members to leverage their course, competition, and independent
work to improve campus experiences for themselves and other members of the com-
munity. In most cases these individuals are motivated to improve a customer experi-
ence, which they find inconvenient or inefficient. Because these individuals don’t know
the realities associated with the services or processes they want to improve; they often
face challenges or make assumptions, which reduce their chances of success signifi-
cantly. For example a recurring case involves solutions which help select a place to eat
based the line length or number of tables available. Invariably the solutions proposed
are done without considering that restaurants depend on queues and turnover to be
viable enterprises, and therefore have a negative incentive to report this type of
information, or allow it to otherwise be collected and published in real time. This lack
of understanding of the realities of the service or process they wish to improve can
cripple a project from the start.

Lesson 1: There is a need to coach or connect innovators so that their solutions
take into account the Point of View of the different players interacting with a service or
process they intend to improve, leverage, or disrupt.

Consistent with design thinking [5-8]; in our work we challenge innovators to
think beyond their own needs and experiences by facilitating meetings with the
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operators of a service (ex: restaurant owner, bus operator, transportation manager) and
surveying other types of users of a service so that they can better understand differing
goals, needs, and constraints of the service.

2.2 Escape Groundhog Day

As anyone who has attended a hackathon, taught a project based course, or those in the
venture capital business can tell you - there are no new ideas. There are only variations
on old ideas which have either failed or which can be done differently through a new
approach and with better execution. In many of our project based courses the lack of
access to real data significantly contributes to execution challenges. After a few iter-
ations of our Mobile Applications and Services course we experienced this “Ground-
hog day” type experience where the faces had changed, but the problems identified, the
solutions proposed, and the amount of progress made was nearly the same as in
previous semesters.

Lesson 2: Without access to real data, application quality will suffer and the
chances for the work to have an impact are greatly reduced. The key to fostering the
creation of novel and useful applications is in making rich data sets available to
developers.

Over time we created platforms, which allowed students access to live campus data,
required students to contribute to this platform by publishing their applications and any
derivative data services they created.

2.3 Respect Data Diversity

A common mistake is to assume that because data exists, is accessible for your pur-
poses. Among the many technical issues we have experienced unlocking campus data
for use by student developers we find the following situations most prevalent:

Data Silos- data exists but is locked in a proprietary database.

No Context - the way that data is stored for its primary function is not compatible
for the new use cases or services. This includes limits on data resolution or quantity.

Limited Systems - the systems where data are stored are not real-time or are not
intended to be accessed by as many clients or at the transaction rate required by the new
use case or service.

Multiple Systems - the data you want is spread over many systems which could
have inconsistent ways of referencing the same items.

Lesson 3: Just because you can imagine or have seen data of the form necessary
for an application doesn’t mean that data can easily be curated or maintained.

The solutions to these challenges are varied, but they all start by developing a firm
understanding of the situation and looking for sustainable opportunities to make data
available. In some cases we were not able to gain access to data locked in legacy and/or
proprietary systems and chose to fail fast; however, in most cases we were able to gain
access to imperfect data sources and develop appropriate ways for developers to access
the data without putting the primary function at risk. This included enforcing access
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controls on the data in some cases, as well as providing a separate service interface for
application developers which would protect the primary function from rogue or
aggressive activities. In other cases we worked closely with the data owner to improve
upon their data collection or data services. A good example of this is our facilities data;
where we were able to give access to fine grained data across multiple systems which
was not possible with the collection of proprietary function-specific tools. Another
good example of this was the instrumentation of bus location data collection where we
were able to provide a commercial location prediction service access to our data while
retaining this data for our own applications and services as well as research projects
which improved the overall operation of the bus system [9, 10]. Our campus map
efforts are another example of this where no fewer than 3 groups maintained 5 different
databases of campus locations; each with a different set of fields, and without a
common index. We were able to partner with these groups to develop a single database
which could scale to everyone’s needs, contained the diversity of information required
by all applications, was curated and tied to authoritative campus map information. In all
cases our success in gaining access to data and making it available was because we
were opportunistic and circumspect in choosing targets and recognized when we could
amortize our efforts, and provide value to a good partner.

2.4 Bring an Olive Branch

Beyond the technical challenges discussed above other barriers exist in the path to
accessing data and evolving or leveraging data from existing services. Here are some
we have experienced in our work:

Policy. privacy, risk mitigation, and/or security policies which are narrowly interpreted
or crafted only for known use cases can make it difficult for data and service owners to
allow access to data. In general data stewardship policies and procedures are defined
around protecting data and institutional access as opposed to openly sharing and
encouraging broad use by all members of the community [11]. In cases where there is
ambiguity around making data accessible the process slows considerably.

Loss of Control. Even requesting access to non sensitive data can reveal fears of lack
of control in what might be done or revealed by the data. This loss of editorial control
(ex: defining the user interface or not allowing certain analysis) can lead decision
makers to resist transparency [12]. This perceived loss of control can also be projected
into the future, where the service owner sees innovation by others or supporting
external access to data as limiting their opportunity to provide value (relevancy) or
ability to make necessary changes to their services.

Perceived Value. If the perceived value relative to the work and risks is limited, then
it is difficult to justify expending resources or extending risk. Whether it is adding a
link to a web page, doing simple data entry or curation, or supporting access to data
during a migration, upgrade or transition of the service; even these seemingly small
amounts of work are often difficult to justify or commit to when resources are sparse or
overcommitted. This is especially true for well established (and funded) services where



86 M. Sanders et al.

existing service offerings are perceived to meet the needs of the community, and adding
the complexity of engaging with outsiders only adds risk.

As with the data access barriers discussed above, we discovered a variety of
solutions; though most centered around two lessons:

Lesson 4: without trust and value there is no basis for sharing data with devel-
opers; addressing sustainability is a key to establishing this trust with data owners.

We discuss the basis for sustainability in the next section in more detail. Our
approach to these challenges in general required respect for the data stewards regardless
of the barriers. While we pushed (often passionately) for access to data for campus
constituents, we could not dismiss their concerns outright and worked hard to address
them. This in the end informed our interactions with developers and influenced the
services we provided in meaningful ways. While it is certainly possible for individual
development teams to establish trust with service owners, this one-on one model is not
scalable across a variety of services and applications; and more importantly it is not
sustainable given the limited duration of most projects and/or engagement by members
of the campus community. Our approach required that we act as intermediaries who
could manage the relationships with data and service owners, support the resources
used by application developers and users, and assist in transitioning applications to
production or new development teams.

Because we were not focused on one team or application and had a longer timeline,
we were able to build trust by accepting data in whatever form we could get it, with or
without updates, and by leveraging these successes based on small initiatives, we could
eventually build up to more sensitive and/or challenging data. It is worth noting that a
significant number of applications and services require read-only access to data. By
providing developers and application users with access to a cached read only (but
updated) repository of data we were able to hurdle the barriers above in order to free
data. This approach worked well with both our learning management system and our
building information system, where the challenges in accessing data and/or the risks of
allowing developers to write data back into the system were insurmountable and would
otherwise kept this data inaccessible.

Another way we were able to build trust is by developing new & novel use cases
which were not in competition with the core service but which gave the data provider
some credit and association with a new technology developed by students; creating a
halo effect. This was certainly the case with mixed reality applications and services
[2, 3]; where the data owner didn’t have the necessary resources or expertise to develop
to these emerging technologies.

2.5 Sustainability Throughout

Building Strong Communities. Maintaining quality relationships with data and ser-
vice owners was essential in order to maintain trust and show value, but also to provide
opportunities to expand access to new data sources, discover new use cases, and to
learn about transitions of services or processes. In some cases we also developed
reference applications, which were of operational value to the data owner. This was the
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case with our utility data where we were able to provide a simple reporting capability
which was previously not possible in their soloed and proprietary environment.

By far our most extensive engagement activities were focused on Developers and
Designers. This was done through a diversity of efforts beginning with outreach
activities in a variety of primarily project based courses and other student facing
programs (Senior design and capstone projects, hackathons, and student organizations
focused on entrepreneurship, application development, and innovation). We also
staffed and outfitted a lab where we made development resources available to students,
held Tutorials and advising sessions, and ran Competitions [4] and hackathons to
encourage development in particular areas or targeting specific platforms. All of these
engagement efforts were responsible for building Community - an essential element for
sustaining development of the platforms and applications. These efforts relied on a
large number of paid and unpaid student research assistants to conduct outreach and
training, shepherd teams, maintain platforms, check-in/out resources, and in general
become the domain experts acting as intermediaries between the data and service
owners and the student development teams. In addition a few full time staff are
employed to support this pipeline of student workers, essential in maintaining con-
sistency as well as providing the technical and institutional oversight necessary given
the data we are trusted with and the scale of operations.

Lesson 5: By placing (senior) student staff in leadership positions, we benefit from
experiential learning, and consistently attract high caliber students who are highly
motivated to take ownership of the applications, platforms, and lab culture. By pipe-
lining this support we are constantly refreshing and adjusting the skillsets provided
and maintaining a relevant point of view of student life.

Platforms Build Trust. We have developed and maintain platforms, which are
designed to address the concerns of partners providing data or services. We are able to
avoid student developed stove-pipes by requiring students to develop applications with
a strict separation of front-end from back-end; such that the back-end data services are
not specific to any one application or platform. We also require any new, derivative, or
application specific services developed to be implemented as RESTfull web services
[13] and hosted on our platform (GTdevHub). This platform provides access to data
from a variety of service owners and previous student contributors, and now services
unique data sets available to student developers and researchers.

Lesson 6 : Enforcing meaningful standard methods for data access and separation
of back-end services from front-end applications supports sustainability.

This methodology has shown it’s validity and value numerous times over the years.
Perhaps the best example is our bus location API which was originally developed to
support a 3rd party developer paid to provide bus arrival predictions. It was then used
by dozens of student development teams in classes and competitions for a variety of
mapping and tracking applications and became the back-end for a mobile web appli-
cation which provides a real-time map of bus locations along with predicted arrival
times. It was also used for a kiosk based web application and a Google glass live
tracking application, and became the basis for a research project which was transitioned
to a production service that prevents bus bunching along the route. While the back-end
service has evolved over the years, it has not fractured. This not only makes sustaining
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the back-end code easier, it also means that the API is available for future application
platforms we might not conceive of today.

Services Rise Tides. We provide three core services give application developers a trusted
method for writing applications, which allow end users access to their personal information
provided by data owners. One service brokers authentication and authorization in a con-
sistent way for applications and services developed on our platforms. Another provides a
cache of data where the authoritative source for the data requires some translation or
cannot provide direct access to data by untrusted applications. Add to this a service, which
leverages end user authentication and adds application specific access controls for indi-
vidual users, which are not available in the native interfaces to data sources.

Lesson 7 : providing consistent and trusted services aided in overcoming the
challenges data owners have with making data available to developers, served to “rise
the tide” for developers, and made the applications more viable to end users alike.

In this model, we are establishing trust between our servers and the data source and
then we are responsible for ensuring that access is only granted to those who should
have access. This delegated responsibility is another example of the need for an
intermediate referenced in the previous section.

Applications Need Homes. As discussed in Sect. 2.2, the churn of projects and stu-
dents without a means of one team’s experience informing a future team’s efforts is a
significant challenge for those looking to capitalize on engaging student innovators.
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Lesson 8 : by creating common application platforms we were able to retain the
student work product in order to continue or learn from the work, but also provided
valuable services to developers by hosting their applications on a robust and always
accessible server infrastructure and facilitating immediate and iterative testing by
themselves and other campus users with live data.

These attributes provided incentive for use of the platform (GT mobile) shown in
Fig. 1 below, which in turn drove adoption and therefore helped with retention of the
work for use by future students to improve, expand, or at least learn from the effort.

Leverage Hybrid Vigor. While our platforms had succeeded in establishing trust with
data owners and provided value to developers, we continued to see the same ideas
developed repeatedly. In many cases the applications addressed relevant needs and
were sound prototypes; but were not feature complete and required more refinement
than was possible in the context of a class, hackathon, or competition.

Lesson 9 : even with data, resources, support and platforms - to fully develop even
simple applications such that they can be deployed requires significant effort and
refinement.

Mobile real-time bus tracking is an example for which it was relatively straight
forward to conceptualize the application and the architecture at a high level. However
the user experience design, including responsiveness, visual abstractions, and sup-
porting front end application architecture required multiple iterations and significant
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work from those with a variety of skillsets. After seeing dozens of attempts, we took it
upon ourselves to develop a reference application shown in Fig. 2 above, which was
informed by the best ideas we had seen. The “busses” application is by far our most
popular application on the platform among users, and has also provided numerous
developers a needed starting point for understanding how to work with the busses API.
Following this, we built a suite of reference applications were built based on past
student projects, including a campus directory for people, a building directory and
campus map, among others.

3 Discussion and Conclusion

The GT Journey initiative has been successful in fostering and sustaining a community
around the development of applications and service improvements for the campus. The
lessons learned presented in this paper provide generalized guidance relevant to those
undertaking engaging data owners and disjoint or ephemeral development and design
teams in the educational, civic, and industry innovation settings. In each setting the
degree to which these lessons hold will depend largely on understanding and embracing
the tension between producing innovative solutions and the desire for production ready
services. We have benefited greatly from both the desire to provide production services,
and the acceptance of “good enough” applications. This has allowed for a DevOps [14]
culture where the momentum behind further development is proportional to the value
perceived or demonstrated. Indeed the vast majority of applications fail or whither in
this environment, but the risk and cost of supporting those failures by data and services
owners is small relative to the value. By allowing the community to innovate the
applications they want service owners have the opportunity to leverage innovation to
gain new services in the best case, and key insights in the worse case.

Note that we did not discuss top down approaches to the barriers above. While the
GT Journey Initiative was sponsored by Georgia Tech President Bud Peterson, and
funded in support of the Georgia Tech strategic plan; we only leveraged this to make
introductions and validate the project. Beyond this we firmly believed that a bottom up
approach among stakeholders was the only way to ensure functional trust.

It is reasonable to expect that participatory and shared models will become more
necessary as a number of areas of interest today mature; these including Internet of
Things, Cloud and DevOps [14], and Smart Cities. In each of these there is an
underlying assumption of or desire for shared services or resources and leveraging one
thing for many purposes. Designing future-proof applications, architectures, and ser-
vices in such a world will not be possible. Instead the need all parts of the system to be
adapting to the changing needs of the rest of the system will require approaches like
those presented in this paper in order to be successful.
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Abstract. After 15 years of online experience among most organizations, we
witness that increasingly more information and services are provided on the
Web. Additionally, website users today are more demanding and knowledgeable
compared to some years ago. High expectations and frequent use of online
channels in dialogue and interaction place considerable pressure on most
organizations. This paper discusses the importance of high quality websites and
debates whether quality in public websites is more important compared to the
private sector. The concluding remarks speculate on whether the subject of
quality is more important within public sector websites, because they are serving
all the citizens in provision of public information and services. Conversely,
however, the quality of the website within the private sector is probably more
important for creating business benefits and marketing exposure. This paper
ends by providing suggestions for future research streams linked to the outcome
of the present study.

Keywords: Human-Computer interaction + Website quality + eGovernment -
Public sector websites - Private sector websites - User satisfaction

1 Introduction

Today we witness that most organizations, within both the public and private sector, see a
window of opportunity by using Web technologies in reaching large and varied target
groups, in various demographic areas around the world, or in a specific country. It is,
therefore, recognized that the quality of websites is vital in the provision of online infor-
mation and digital services. Compared to a decade ago, many and different types of
services are available 24 h a day, without necessarily having a personal interaction with the
service provider. The fact that, increasingly, information and services are made publicly
available may, in many ways, create an easier and faster dialogue between the users and the
service provider, and, after more than 15 years of online interactions and experiences, this
applies to both the public and the private sector. Answers to questions might only be a few
mouse-clicks away, and, compared to some years ago, we do not now need to use a phone
or arrange a physical meeting in the search for information. Consequently, a huge amount
of information and digital self-service are available online, both for the citizens and private
concerns, as well as for business purposes and organizational use.
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Because of the ever-growing use of the Web as an important channel for com-
munication and interaction within a wide range of business areas, we need to prepare
for the future and upcoming investment. In this regard, the role of human-computer
interaction (HCI) activities is vital in order to create great user experiences and suc-
cessful websites that meet the users’ expectations and needs in information search and
task performance.

HCI can traces its roots back to the early 1980s, evolving into a subject involving
design, evaluation and implementation of computer systems [1]. HCI activities can be
investigated through approaches such as usability testing, with real users in a real user
setting and interviews with users of a specific system [2]. The results of such testing
will provide designers and developers with valuable insights and knowledge about the
extent to which the users find the website (solution) easy to use, efficient and attractive.

Although many research papers investigate and highlight the importance of website
quality and usability issues [e.g. 3-5], so far, there is still a lack of contributions
discussing the role of quality in websites in the public versus the private sector. An
analysis of eGovernment initiatives and missions indicates that it is a prerequisite to
ensure user adoption, in order to serve users effectively [6, 7].

The research objective of this paper, therefore, is to discuss quality in websites and
investment in HCI activities and to debate whether quality is more important in public
websites compared to the private sector. This is approached from the perspective of
both the user and an organization. Additionally, this paper provides a meaningful
discussion grounded in prior contributions within the field of HCI and eGovernment.
Although HCI research has advanced significantly and practical guidelines concerning
design issues have been discussed extensively [8], examples of bad design and a lack of
usability occur frequently despite the many years of online dialogue and interaction
within both the public and the private sector.

The rest of the paper is structured as follows: Sect. 2 sets the agenda for this paper
and provides background information concerning websites within the private and
public sector, while Sect. 3 provides the research method, which consists of a literature
review. Section 4 deals with the findings from the literature search, which the paper
discusses in Sect. 5. In the concluding Sect. 6, the paper provides inputs and recom-
mendations about important issues to be addressed and recognized in HCI activities,
development and quality improvement of websites. Further research opportunities will
also be suggested, based upon the research implications of the present study.

2 Background of the Study

In order to set the scene for the present paper, we start out by defining the two business
domains emphasized in this study. According to Srivastava and Teo [9]: “Electronic
government (e-government) can be broadly defined as the use of online channels for
enhancing the access and delivery of any facet of government services and operations
to the benefit of citizens, businesses, and other stakeholders. Electronic business
(e-business), on the other hand, can be defined as the use of Internet by commercial
firms for improving their business, operations and customer service.” (p. 268).
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These definitions are relatively similar and overlap with other definitions of the two
business domains we find within the literature.

Furthermore, Srivastava and Theo [9] state that e-business research can be dived
into three main streams: (1) application, implementation and adoption, (2) technologi-
cal issues, and (3) impact on organizational performance, while research on eGov-
ernment can be divided into: (1) evolution and development, (2) adoption and
implementation and (3) its impact on citizens and businesses by transforming the
intermediate governance and control processes. Consequently, “[iJnformation and
communication technologies afford public administrations the opportunity to com-
municate more directly with individual members of their constituencies by offering
tailored information services on-line” [10, p. 177]. As stated earlier in this paper,
during the last decade the public sector has provided increasing digital content
(information and services) and this trend will, most likely, only increase in the coming
years. Attention must, therefore, be given to the role of HCI activities in website
development and quality improvements, and the consequences of not considering this.

Within a public sector context we also find that maturity models and evaluation
frameworks are used to assess e-government capabilities and use of information sys-
tems and technologies. Such models have been developed over time and can be
implemented in order to rank websites that provide various types of information and
digital services. These models are not framework or specific quality indicators, but they
provides us with knowledge concerning the use and adoption of technologies, and
stages of maturity of the level of interaction that takes place in a government-citizen
context [e.g. 11].

We also witness that during the last decade governments have launched many goals
and strategies related to the provision of online information and digital services, at
local, national and European level. The main purpose of this is to disseminate
knowledge and to have some common goals within public sector organizations in
addition to increasing the overall user satisfaction in user-friendly and effective
solutions.

Actions taken in this regard can, for instance, be linked to annual quality assess-
ment and ranking of public sector websites in Norway and Denmark, for example.
Based on a given set of quality criteria, hundreds of websites have, since the beginning
of year 2000, been assessed annually and ranked by quality. In such evaluations, the
quality in websites is mainly linked to usability issues, content of the website and
accessibility requirements (WAI principles). The winners are highlighted as good
practice examples within the public sector and serve as a source of inspiration to many
organizations.

In this regard, we can of course discuss the use of quality criteria and the fact that
real users are involved to only a small extent in such assessment as the criteria are
largely based on technical measures and not actual user performance in a real user
setting. However, these types of initiatives put pressure on the public sector and force
the use of resources necessary for website quality development and quality improve-
ment. As regards the private sector, organizations do not have shared goals and
strategies in the same manner and therefore have more freedom to define the role of
quality in their specific organization (business domain) and which quality aspects are
found to be of particular importance.
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Summing up, the background and inspiration for writing this paper is anchored in
the widening use of the Web as a channel for communication and interaction, and the
great attention websites receive today because of their endless business opportunities
for an organization. The users also experience benefits of online information and
services, as communication with most organizations becomes easier and more efficient.
In this regard, we need to prepare for increasing investment and prioritization of
resources for websites.

3 Research Method

The focus in the present paper has been website quality within the domain of public
sector websites (eGovernment) and private sector websites (such as e-business web-
sites). In order to search for relevant literature and sources, textbooks and leading
academic online databases (including journals) were investigated during the research
process. A number of articles were identified and are included in this paper as examples
of existing knowledge and references relevant to the topic of interest.

From a wide range of articles that could be citied, a representative sample that
represents the most important aspects has been chosen for the purposes of this study.
The aim has been to reflect the quality aspects that are of particular interest for the two
business domains (public and private sector websites), although, to a certain extent,
there exists an overlap on what qualifies as quality in websites and the role of this in
each of the two areas.

A discussion of findings is provided in Sect. 5, drawing upon the literature review
conducted for this purpose.

4 Findings

Hereby follows the findings driven by the completed literature search, where the aim
has been to debate the role and importance of website quality in the public sector versus
the private sector websites.

Firstly, concerning the large degree of digitalization within the public sector, we
find that traditional face-to-face interaction has, in many cases, been replaced by online
communication and transaction [12]. On the whole, this also happens within the private
sector, representing various business domains such as e-businesses and other types of
privately-owned companies. Moreover, paper-based forms are being replaced by
information exchange, which is largely digitalized. The users can in many cases
accomplish transactions and make online registrations, in a simple and efficient manner,
from any location with an Internet connection. In this regard, physical meetings and
personal interactions have reduced in number considerably over the last decade.
Consequently, we need to facilitate high quality interactions and superior user expe-
riences on the Web [13].

Lee and Kozar [14] argue that decision makers in e-business companies have made
vast investments in developing websites but not always with a clear understanding of
the important aspects of quality in websites and their impact on website success. While
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Zhu and Kraemer [15] state that although large investments in e-business are being
made, researchers and practitioners struggle to identify the degree to which these
expenditures improve the business benefits, and how to assess e-businesses initiatives
in the first place.

We also witness that website quality is a widely used term and there is no single
consequent and unambiguous definition. Website quality can, therefore, be classified as
a multidimensional construct [16], representing various features and quality aspects of
a website, which must be specified within the individual study context and/or business
domain. This provides us with room for interpretation and the need to identify aspects
that are of particular importance for a given website. Website quality can be associated
with the scope of the website, the business model, as well as the core target group, by
focusing on the users’ interests, requirements and needs.

Although there is no unique understanding of website quality, Mich [17] believes
that “[q]uality is a mainstream issue for Websites and Web-based systems. Analysts,
designers and developers can choose from a variety of models and methods to design
and evaluate quality Websites” (p. 42). Although we find that such guidelines exist,
many websites and systems lack usability and user friendliness, and there is great
potential for improvements to many aspects of a website, including service provision.
Design principles and good practice examples are not always taken into consideration
and included in the design process.

Mich [17] addresses five gaps that should be considered in evaluation and quality
improvements: (1) innovation gap, (2) knowledge gap, (3) policy gap, (4) user gap and
(5) communication gap. By focusing on such gaps, we can get more comprehensive
knowledge and insights from various viewpoints which should in the end contribute to
greater solutions and user experiences. We need to minimize such potential gaps and
create a common understanding concerning the solution (website) that is under
development. Various needs of the users have to be considered and taken into account.
Although it is hard, and sometimes not possible, to satisfy every user, by focusing on
such gaps and with different approaches, we can make good decisions grounded in
right knowledge and assumptions.

In a business context we find that “Website quality is crucial for acquiring user
satisfaction and e-commerce website success” [18, p. 418]. Thus, awareness of
usability issues is perceived as a main contributor to success and needs to be addressed
in every website. According to Heim [19]: “Usability goals provide a foundation not a
prescription for design. These goals have been studied by HCI practitioners and
designers, and a great deal of research has gone into studying how we can make things
easy for people to understand and learn. The result for these efforts is that these goals
have been defined according to design principles.” (p. 228).

A website with high usability can be associated with the following characteristics: it
is efficient to use, effective to use, easy to learn and remember, safe to operate, and has
high utility [1]. In order to achieve business goals, users should be the most important
issue and HCT activities are found to be one of the main contributors in this [e.g. 2].

In a public sector context, we find that quality within eGovernment websites is
mainly associated with aspects such as content quality, usability issues and accessibility
requirements. Within a private sector setting, we largely find that website aspects can
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be associated with aspects around product information and increased sales [e.g. 20],
which are not the main concerns in public sector websites.

With public sector websites, in most cases we find a large and inhomogeneous
group of users, representing various requirements and needs. The whole spectrum is
represented, from extremely experienced users to those who have minimal knowledge
of the use of such digital channels as websites and digital self-services. This results in
the need to concentrate development not towards a very specific audience but, rather, to
identify some focus points relevant to most users. Most of the effort in website
development and quality improvement should, therefore, be as broad as possible, and
not primarily focused on a specific audience or target group.

Porat and Tractinsky [21] suggest that issues related to usability and user satis-
faction must assume considerable importance and be closely linked to enhanced task
performance. It is thus vital to focus attention on issues concerning HCI activities, and
the necessity to assess the quality of public websites is widely acknowledged by many
researchers [22]. As a rule, public organizations enjoy an absolute monopoly on most
information and services provided to the users, leading to a lack of competition.
Furthermore, in the context of eGovernment, websites (including information and
service provision) are funded by the government and the taxpayers’ (citizens and
businesses) money.

Consequently, we need to ensure that all users have equal access in our digital
society, as the role played by eGovernment has evolved radically — and more
information/services will be provided on the Web in the coming years. Accessibility
requirements and the importance of inclusion of all type of users (with various dis-
abilities) are also emphasized within a public sector context by, for instance, using Web
Content Accessibility Guidelines (WCAG).

Moreover, according to Tan, Benbasat, & Cenfetelli [23], trust in eGovernment
services is also vital for satisfaction in and use and adoption of services. The users must
be able to rely on the information provided, and the digital services must be secure and
trustworthy in use. We can also speculate that this is highly important in a private
sector context, particularly when handling sensitive and personal information, or the
transaction of money.

We can also investigate benefits driven by Web technologies and the use of
websites for various purposes. Within public and private organizations we find that
many benefits are overlapping and are appropriate for use in both sectors. However,
Flak, Olsen, & Wolcott [24] identified two distinct approaches in eGovernment efforts;
(1) cutting administration’s costs and delivering services more efficiently, and (2) the
desire to provide added value to the users. According to Colineau et al. [10], “Gov-
ernments have, for some time, recognised the potential of the Web 2.0 to bring citizens
and their government closer together by actively increasing their online presence”
(p- 177). In this regard, social media such as Twitter and Facebook are also important
contributors and information channels in the online dialogue between government
bodies and citizens. In an e-business context, “[t]ypically, customers may spend a lot of
time reviewing information and searching for products to satisfy their requirements”
[20, p. 434]. Provision of customer reviews can, therefore, play a vital role in
decision-making and in buying products from an e-business website, and can be seen as
an important contributor in order to provide benefits.
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Compared to a public sector context, economic performance and financial measures
are considerations more often seen within the private sector, and in the context of
selling products/services in competition within other contributors.

5 Discussion

The aim of this section is to debate whether quality in public websites is more
important than in the private sector. Although prior contributions [e.g. 25] conclude
that we cannot compare private and public sector websites, this paper discusses pos-
sible implications and consequences that quality might have, now that face-to-face
interaction has been largely replaced by online interaction [12].

In general, provision of digital information and services gives the organizations a
unique opportunity to communicate with a large group of users which is usually
time-efficient and low cost compared to personal interactions and paper-based forms of
communication. With the increasing use of websites for business purposes, users enjoy
ease of access to information and services at all hours (24/7). This facility provides
users with enormous flexibility, both in terms of freedom and monetary worth. An
important aspect of this equation is website content, which, among many other char-
acteristics, must be accurate, secure and reader-friendly. Also important is the creation
of public values [26].

As the public sector lacks competitors and thus an absence of competition, when
users struggle and/or are unable to find what they are looking for, they have no alter-
native but to send an e-mail, arrange a physical meeting with the organization or make a
phone call. This would invariably result in low user satisfaction and, in the worst-case
scenario, the organization would acquire a reputation of not being user-friendly. If this
were to happen in a private company (e.g. within the domain of e-business), the com-
pany could lose traffic and sales, and, hence, the potential of damaging business tends to
be greater. Consequently, it becomes imperative to discuss and evaluate the importance
of providing high quality websites. Within public sector websites, it is common to find a
large and inhomogeneous group of users, with diverse requirements and needs, while
the target group in private sector websites is, generally, more homogeneous.

Only a mouse-click separates the private sector organization from its competitors,
thus, if a user cannot find what they are looking for and struggles to find
information/services, it is easy to give up and go to another website. Many organiza-
tions provide the same products, but the prices can vary as well as the service provided.
From a user perspective, low usability and dissatisfaction can lead to frustration among
the users [1]. For an organization, this can, as earlier stated, lead to loss of sales, fewer
website visits and a bad reputation among the public (the target group). Thus, although
many of the same issues can apply to both public websites and organizations, the
consequences can be different; economic performance and the branding effect are not
so vital in the monopoly situation.

The content quality in online information and service is one aspect given much
attention in development and quality improvements [e.g. 2]. The content provided must
be easy to read and understand, be updated, accurate and adapted to the business goals
[1]. Public websites must provide a high degree of usability and focus on user-centered
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issues [13]. The fact that more and more information and digital services are provided
online, replacing personal interaction and communication, places considerable pressure
on the organizations for the provision of high quality websites.

Grounded in the findings of this study, we can also speculate on the consequences
of not devoting sufficient resources and investment in website quality and HCI activ-
ities (e.g. usability testing). For the public sector, the goals and aspirations that many
countries have set may not be achieved. Digitalization is not just about launching new
technologies and services; it is also about having a user-centered focus and creating
innovative and attractive solutions. All users should be included in the digital society
and have equal access to information and services provided. This means taking into
account users with special needs, such as the visually impaired and those with impaired
hearing. By not satisfying users’ needs and expectations, the sector also gains a bad
reputation among citizens, which in turn will create dissatisfaction about public
websites.

Efficiency, both for the users and the organization itself, has also been central to
digitialization. This can be viewed in relation to processing times associated with
applications, the quality of feedback, time saving and cost. If users find more infor-
mation and services online, this will also reduce inquiries by telephone and in person.
By taking into account the importance of quality, the organization can additionally
attract great job applicants interested in working with technologies, development and
design in public agencies.

As regards the private sector, we can speculate that poor quality can lead to reduced
sales and deteriorating financial results. In many cases, the webpage is used primarily
to promote and sell products and/or services. If it does not work properly, customers
can switch to a competitor. As demonstrated, this may have negative consequences. As
with the public sector, it will create a bad reputation among customers (users). The
website is also the organization’s public face and among the employees, we can
speculate that this is important for being proud of the employer. Similar for both sectors
are the annual web contests, where websites come up against each other. The winner
will be honored as a good practical example and this contributes to marketing exposure
for the individual organization (and/or the sector as a whole).

6 Conclusion

The concluding remarks speculate on whether the subject of quality in websites is more
important within the public sector, considering the role of eGovernment, the lack of
competition and an inhomogeneous group of users. Within the private sector, the quality
of the website is probably more important in creating business benefits. Looking at
efficiency and effectiveness from an organizational point of view, provision of
increasing online information and services that are easy to use and useful for the users
can provide both public and private sector organizations with a reduction in manual
work. From a user’s perspective, this may results in a faster response to inquiries, access
to information and services 24 h a day, and, in general, greater satisfaction.

The present study has limitations that are worth being aware of and take into
consideration in future research. A selection of references is included based on a
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literature review. A deeper review can lead to increased insight and knowledge related
to existing research contributions. The discussion conducted is rooted only in current
research and forthcoming studies could advantageously be rooted in empiricism.

As this topic is highly relevant and most likely increasingly so in the coming years,
future research studies could focus on the investigation of unique and specific quality
aspects important to each of the two business domains and addressing how benefits and
success are relevant for both public and private sector websites. A more comprehensive
discussion regarding the present topic could also be valuable in order to facilitate high
quality interactions, great user experiences and benefits driven by websites in the
coming decade. Consequently, collection of empirical data, within both sectors, con-
cerning the present topic would be relevant in order to fill a gap in the research literature.
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Abstract. For most organizations today, the website is an important channel for
interacting with users. Within an eGovernment context, we find a large and
inhomogeneous group of users and the quality in websites is, therefore, of par-
ticular importance. Facing this fact, many organizations spend lot of resources on
development and quality improvements. In order to investigate perceptions of
benefits-driven public sector websites, the present paper draws on both qualita-
tive and quantitative data, represented by interviews and an online survey con-
ducted among webmasters and business managers. The aim of combing
qualitative and quantitative data is to provide complementary analysis. The
findings show that user satisfaction is found to be the most important, followed
by efficiency, effectiveness and the branding effect. The paper concludes that the
website increase efficiency and effectiveness within an organization and is a great
opportunity for marketing purposes, such as stimulating the branding effect.
Recommendations for future research contributions are provided.

Keywords: eGovernment + Human-computer interaction - Website quality -
Benefits - Public sector websites

1 Introduction

Information technology (IT) is a powerful tool for accelerating economic development
and websites have evolved to become the core component of any organization, within
both the public and private sectors. The use of the Web as a channel for interaction
between citizens and government institutions has created new opportunities along with
technological development, innovations and new trends.

According to Sandoval-Almazan and Gil-Garcia [1], “The use of information and
communication technologies (ICTs) in government has significantly increased in the
past decades. Countries around the world are now adopting strategies for better use of
these technologies with very different objectives: greater efficiency, deeper transpar-
ency, higher service quality, and more engaged citizen participation.” (p. S72). In
contrast to this, we also find studies that have negative findings. According to Szkuta
et al. [2]: “In the last 15 years the e-government became an important component of the
public sector modernisation agenda. Yet, e-government has not lived up to expectations
and did not transform the public sector. While significant progress has been made over
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the last years in terms of e-government service provision, the take-up of those services
is still disappointing. As late as 2012, only 43 % of European citizens made use of
e-government services, a percentage that drops off to 21 % when one looks at trans-
actional features, i.e. submitting filled forms.” (p. 558).

We find various definitions of eGovernment within the research literature. Most of
the definitions concern the use of information and communications technologies, in
creation of an efficient dialogue with the citizens. According to Verdegem and Verleye
[3]: “One of the objectives of E-government is to make the government and its policies
more efficient: providing citizens with quicker and better access to public information
and the ability to use services in a more personal and cost-effective manner.” (p. 488).
An organization’s website performs a primary function in the provision of services and
online information, and acts as the fundamental channel and contributor in commu-
nication with the users. Therefore, many organizations invest lot of resources into
website development and quality improvements.

Despite this considerable investment, we speculate that most organizations lack
knowledge about the measurement of benefits driven by the actual website. Although
there are numerous suggestions on methods of assessing the benefits of IT, this par-
ticular feature has been an area of concern for both managers and researchers [4]. We
also find that this topic is widely discussed among practitioners, and there is debate
about the benefits of the websites. Benefits within a public sector setting are not always
that tangible and measurable, e.g. in regards to economic performance and converting
rate, and therefore we need to identify measures that are appropriate and suitable for
this context.

The central government, in many countries, has placed much pressure on public
sector organizations with regard to provision of online information and services. In
order to focus on the importance and willingness to spend time and money on website
quality improvement, various initiatives have been launched during the last 15 years.
One example is how Norway and Denmark, from 2000 until recently, have focused on
those quality aspects that are of particular importance. Hundreds of public website are
evaluated yearly and ranked by quality, the results being made publicly available and
the winners highlighted as examples of best practice. The quality of websites has,
consequently, received much attention during the last decade. In contrast to this, fewer
measures and initiatives have been taken about the assessment of benefits driven by the
use of in public sector.

This paper explores the perception of benefits of public sector websites, when
almost every organization provides a website and the users are increasingly more
knowledgeable and demanding. This study contributes knowledge regarding mea-
surement of benefits perceived from a practitioner’s (webmasters and business man-
agers) point of view. An examination of prior research reveals a lack of specific studies
on this topic, which makes this contribution even more relevant in filling a gap in the
research literature about the perception and measurement of benefits driven by web-
sites. Regarding practical implications, this study aims to provide the public sector and
other agencies with extensive knowledge concerning the benefits of a website and the
important aspects to be aware of in ongoing development and quality improvements.
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The rest of the paper is structured as follows: Sect. 2 presents a literature review
concerning assessment of benefits driven by the public sector website. Section 3
concerns the use of research methods in the present study while Sect. 4 presents the
findings. Section 5 provides a discussion of the findings and, finally, Sect. 6 concludes
and provides recommendations for subsequent research contributions.

2 Literature Review

While many public organizations invest considerably and devote countless hours of
manpower in the process of quality improvement, we speculated that there still exists
an overall lack of knowledge with reference to the use of benefits criteria and
assessment methods. In order to justify investment in human-computer interaction
(HCI), an organization should demonstrate tangible and accountable benefits for the
users. In addition, public organizations should demonstrate the discernible internal
organizational benefits that a website may create. Lindgaard and Millard [5] stated that
investments in HCI can be translated into such benefits as increased productivity,
reduced customer support, higher customer satisfaction and brand equity. Although this
would be the ideal scenario, it is not the case in many organizations today.

Gupta and Jana [6] distinguish between hard and soft measures in the benefits
driven by use of IT. They argue that, due to the constant interaction between public
authorities and users, a combination of hard measures (e.g. cost benefits analysis,
benchmarking) and soft measures (e.g. qualitative intangible measures) is more
appropriate in addressing eGovernment projects.

Flak et al. [7] identified two distinct approaches for measuring benefits of IT:
cutting administrative costs and providing added value for the users, while Bannister
and Connolly [8] discussed public sector values in a broader sense by focusing on
aspects such as respect for the citizen, transparency, integrity and honesty. Heeks [9] is
more precise and detailed, classifying benefits into five categories: producing output at
lower total cost; increasing output; decreasing output time; higher quality; and new
outputs. These measure effectiveness and efficiency, and may generate values for both
the organization itself and the users (citizens and businesses).

Because of the increasing focus on eGovernment projects worldwide, there has
been increasing research into the measurement of benefits. A number of these studies
test models in measuring eGovernment benefit. For example, Edrees and Mahmood
[10] provide an empirical test of an adaptation of Del.one and McLean’s information
systems success model in the context of eGovernment. Findings showed that all factors
are important for understanding eGovernment success. Rana et al. [11] used an inte-
grated information systems success model including such constructs as system quality,
information quality, service quality, perceived usefulness, perceived ease of use, per-
ceived satisfaction, perceived risk, and behavioral intention. Results showed a strong
correlation between the eight constructs, intention to use and user satisfaction.

From a stakeholder perspective, Osman et al. [12] investigated four main con-
structs: cost; benefit; risk and opportunity. Results from this study confirm that the
framework is a useful approach for evaluating the success of e-government services
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from the citizens’ perspective. Other studies are more focused in that they investigate a
specific area within eGovernment. For example, Xinli [13] investigated the effective-
ness of IT in reducing corruption in China; Arendsen et al. [14] evaluated
business-to-government systems in use in the Netherlands; and Lamberti et al. [15]
explored benefits sought by citizens and channel attitudes for multichannel payment
services in Italy.

3 Research Method

This paper draws on both qualitative and quantitative data in order to combine different
data sources pertaining to the topic of interest. The strengths of both data types give us
a great opportunity to understand a complex and widely discussed issue [16]. The use
of methods in this study gives a great opportunity for combining different data sources
when investigating the topic of interest. Moreover, if the conclusions from each of the
methods are the same, then validity of the study is strengthened [16].

Regarding the qualitative data, ten open-ended interviews were conducted among
employees (webmasters and business managers) responsible for public sector websites
in Norway. The qualitative interviews took place in the informant’s work place. Notes
were taken during the interviews and analyzed immediately afterwards. The researcher
preferred not to give the respondents a text-book definition of benefits but opted instead
to give the respondents the freedom to express their personal concept and under-
standing of the term. Consequently, the aim of the interview was to get insights from a
practitioner’s perspective without leading them in a certain direction. The researcher
strived for a comfortable setting and informants were told the purpose of the interviews
and how the data would be treated afterwards.

The informants included in the present study represent different types of public
sector organizations providing online information and services to the citizens. What
they had in common is that all of them are located close to Norway’s capital city, Oslo,
and represent large and well-known organizations with many website users on a daily
basis. The questionnaire used during these interviews contained various questions
about the organizations’ website presentation. For the purpose of the present study, we
have given special attention to the questions/answers concerning benefits of websites in
order to identify trends and patterns in the findings, rather than dig into details.

Kvale [17] states that a common critique of interview studies is that the findings are
not generalizable because there are too few subjects. However, the aim of this study has
not been to challenge or test a theory, rather, to gain insights and knowledge about a
relevant topic that, from a literature point of view, lacks references.

In addition to the interviews conducted, the present study also draws on data
obtained through an online survey questionnaire involving public sector webmasters in
Norway. The survey was inspired by the IS success model from Del.one and McLean
[18] in the use of constructs (use of measures). This model is widely cited within
information systems (IS) research [19], and for the purpose of collecting data within the
public sector. In order to meet this criterion, a pilot-study and interviews was conducted
(we went through the questions with experienced webmasters) before the final
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questionnaire was sent out to all the participants. For the number of respondents
included in this paper, N = 308. For each of the questions in the questionnaire, the
measurement scale ranged from “very low degree” to “very high degree.” The answer
alternative “not relevant” was also included as an option. In order to stick to the topic of
the present paper, we have excluded the questions concerning issues other than
organizational benefits.

4 Findings

Firstly, through the qualitative interviews we found that user satisfaction is the most
important factor in the provision of online information and digital services. Public
organizations aim to fulfill the users’ requirements and needs in websites, resulting in
ease in finding information and completing tasks. Although the public sector largely
holds a monopoly on most information and services, we found that satisfying the users
(citizens and businesses) is a vital criterion of success. Website design, content pro-
vision, services and technical issues play an important role in this. Facing the fact that
the users today are increasingly more demanding, we need to create high quality
interactions. Consequently, the website must facilitate great user experiences in the
dialogue between citizens and the public sector.

Secondly, on the subject organizational benefits, the provision of online services
reduces manual work and increase efficiency and effectiveness, by minimizing
help-desk calls and reducing paperwork. Through the organizational effects driven by
the website, one of the informants explained that user satisfaction and use of the website
decreases the number of inquiries by phone and e-mail: “This saves us time and effort.
Answering e-mails is time-consuming, and an object is therefore to reduce the number
of inquiries in the future”. Furthermore, the use of digital self-services results in more
rapid feedback to the users (citizens), and from an organizational perspective there are
also benefits: “The processing time increases and provides the employees with a better
overview of the information flow. We spend a lot of time on organizational changes for
increasing effectiveness, and we no longer work as we used to. We need to change old
routines and create new ones, as well as automating processes where possible and
rather spend more time on what we cannot automate”. From this, we see that the use of
Web services has a large impact and influence on the organizational performance.

Another point of discussion is whether, because of website efficiency, resources
internal to the organizations can be used somewhere else. However, it is not always
easy to measures the actual benefits driven by the website performance: We want to
become a transparent organization and all the time we are aware of the users. During
the process we went through, due to a redesign of the website, we spent a long time
discussing how to make it easy for the users. Our focus is to increase the number of
digital self-services, but it is difficult to say if this will decrease the number of inquiries
by phone. However, this is our goal! While in other cases it might be easier: “Other
effects to measure may be decreasing inquiries by phone and mail, as well as the
number of downloads of electronic forms and information on the website”.
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In addition to effectiveness measures, the findings also reveal that it is beneficial for
the employees to provide a website of great quality (including content provision and
digital services). When the website appears as an internal knowledge base, the infor-
mation and services provided can be used by the employees in order to solve their own
tasks and by the users to achieve their (and/or the organizations’) goals by visiting the
website. Another advantage was pointed out: “When a journalist calls, it is easy to
refer to the website for more information”. But, this requires well presented, relevant
and updated information.

Thirdly, the findings reveal that the branding effect is an important contributor in
the perception of benefits. The websites create a window of opportunity in the pro-
vision of online information and services, resulting in a more transparent and infor-
mative organization for the users. Providing a website of high quality that fulfills the
user’s requirements and expectations will most likely result in great marketing expo-
sure, a good reputation among citizens, and also among employees, who can be proud
of the website offered. The website can also be a channel for staff recruitment: “The
website is also important in relation to recruit staff to the municipality, for if citizens
say that our website is completely hopeless and that you cannot find anything, it will
not create a good reputation for the municipality as an organization and place to
work”.

Consequently, the findings in the qualitative study reveal that benefits driven by
public sector websites range from, on the one hand, the website acting as a brand for
the organization, in public relations and for marketing purposes, to, on the other hand,
the website contributing to efficiency and effectiveness within the organization and
increased productivity for the users.

In contrast to these findings, which show that satisfying the website users is
perceived to be benefit number one, and that the organizations aim to provide con-
sistently high quality information and services for the users, there is an absence of HCI
activity in most organizations. Although the public sector is highly user-focused and
strives to fulfill expectations and needs of citizens, real users are included to a sur-
prisingly low extent in website development and continuous quality improvement.
However, there are organizations that are great examples of user inclusion and
usability testing, although the main trend among public sector organization reveals
great potential for improvement, in both the frequency of testing and the use of
methods in such activities.

Table 1 provides the findings from the quantitative study of the extent to which the
website contributes benefits for the organization. Findings from Table 1 show that
offering information and services without having a personal interaction with the users,
and the reduced number of inquiries by phone, e-mail and personal visits, score high,
along with organizational benefits related to more time to complete daily tasks within
the organization. The website also contributes to an easier way of conveying infor-
mation and services for the users and is easier to get in touch with, and have contact
with, the users. In contrast to this, and to a lower extent, the website contributes to a
reduction in organizational costs (e.g. staff reduction, automatic processes).
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Table 1. Perception of benefits driven by public sector websites

Benefits Question Webmasters perception of benefits
measured
To what degree does the Very Low Medium High Very Not
website contribute low high relevant
benefits degree
User ...are the users 0.3 % 8.7 % 559 % 332 % 1.9 % 0.0 %
satisfaction perceived to be

satisfied with the
website in general

Efficiency and ...more time to 29 % 20.1 % 46.5 % 23.7 % 39 % 29 %
effectiveness complete daily tasks
...reduced number of 1.3 % 12.0 % 46.1 % 33.1 % 6.5 % 1.0 %

inquiries by phone,
e-mail and in person

...reduction in 9.1 % 40.6 % 354 % 9.4 % 1.6 % 39 %
organizational costs
...offering information 0.6 % 7.8 % 445 % 37.0 % 72 % 29 %

and services without
a personal interaction

...easier to get in 32 % 21.1 % 40.3 % 273 % 4.9 % 32 %
contact with the users
...more efficient 1.6 % 123 % 334 % 404 % 10.7 % 1.6 %
communication with
the users
Branding ...a great reputation for 0.0 % 49 % 353 % 46.8 % 13.0 % 0.0 %

the organization

5 Discussion

The aim of combing different empirical components (both qualitative and quantitative
data) has been to accomplish a complementary analysis in order to extend our
knowledge and understand the topic of interest. Table 2 summarizes the qualitative and
the quantitative findings provided.

Table 2. Summarizing the findings from the qualitative and quantitative study

Qualitative findings Quantitative findings
(Explorative) (Descriptive)
- User satisfaction is im- - Largely, the users are satis-
portant for provision of fied with the website

online information and
digital services

- The website contributes - Largely, the website contrib-
to efficiency and effec- utes to increased efficiency
tiveness within in the and effectiveness

organization, as well as
increased productivity
for the users
- Branding is an im- - The website is important in
portant effect regards to the branding effect
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Firstly, in our digital community the use of IT has increased during the last decade
[1], and happens to be an important contribution to the digitalization of the public
sector [2]. Therefore, we need to highlight and discuss the benefits in this regard, and
how the website actually contributes. The use of the Web as a channel for commu-
nication and interaction with citizens and businesses should also provide the users with
better and more efficient access to public information and online services [3]. There are
numerous ways to evaluate the benefits of IT [4] and different approaches can be
applied. However, we can speculate that many organizations lack empirical evidence of
how their website actually performs and, at first, they struggle in identifying the out-
come of the benefits.

In assessing user satisfaction, the users of public information and digital services
are found to be highly important and seen as the most important benefit perceived from
an organizational point of view. In line with this, from the quantitative survey we find
that the users are perceived to be satisfied with public sector websites when they can
easily access content and digital services. Consequently, we should expect a high
degree of HCI activity involved in continuous development and quality improvements,
as this is found to be vital in this regard [e.g. 20, 21].

Regarding organizational impacts [see 7, 8], the findings in our study show that
measures related to efficiency and effectiveness are frequently mentioned, and these
benefits are mainly linked to aspects such as reduced manual work within in the
organization, for instance by providing online schemes that the users can fill in online,
instead of on paper. This results in more time to complete other tasks and a reduced
working load. This is in line with the quantitative findings, which confirm what the
website contributes to this. The website can also act as a knowledge base for both
employees and external website users (e.g. citizens). This may contribute to a better
flow of information (internal and external), in addition to better employee satisfaction.

Concerning the branding effect, the website can additionally stimulate public
relations and marketing. Providing a website of great quality may create a good rep-
utation for the organization (and the public sector in general) within our digital society,
with increasing online information and digital services.

This study is not without limitations: the qualitative study had only ten open-ended
interviews and a high degree of interpretation of the findings. However, findings from
both the qualitative and quantitative study show that user satisfaction is found to be most
important benefit from the webmasters’ perspectives. This is followed by efficiency and
effectiveness, and, finally, the branding effect. The fact that the qualitative and quan-
titative findings complement each other increases the validity of our study [see 16].

6 Conclusion

This study confirms that websites increase internal efficiency, which is in line with the
strategies and goals launched by governments. A website contributes significantly
towards facilitating daily tasks, which in turn releases resources which can then be
allocated to other duties. This is often viewed as cost efficiency through staff reduction
and organizational prioritization of allocation of resources. Additionally, this study
highlights the branding and marketing effect as an additional benefit in increasing the
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reputation among users. A successful implementation of useful public electronic
services bears witness to the line of thinking that users should be the prime focus and
that it is essential to incorporate a public value perspective.

Upcoming research contributions could advantageously focus on how efficiency
and effectiveness are perceived from a user’s point of view, and what aspects of a
website are particularly important to them. Moreover, it would be interesting to
investigate the differences between public and private sector websites, both from a
user’s and an organizational point of view.
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1 Introduction

The Argon project (http://argon.gatech.edu) started as an industry-funded research
program in 2009, aimed at understanding how web technology can be used to create
mobile augmented reality (AR) applications [1], and was inspired by our previous work
on the Real-World Wide Web [2] and by Spohrer’s Worldboard [3]. The cornerstone of
the project is the Argon iOS application, a web browser with AR capabilities. By
integrating with the web, the Argon project hopes to provide AR capabilities within a
mature application ecosystem, rather than focusing on creating yet-another environ-
ment for developing “AR applications”.

Argon applications are based on the Web application model: each AR-enabled web
application is fetched from a web server at a known URL (just as any web page or
web-application), and is implemented with client-side Javascript to control the interface
and communicate with remote web services. Over the years, Argon developers have
implemented application prototypes across a variety of domains, and the Argon
architecture has changed in response to their experiences.

In this paper, we discuss how the Argon framework evolved from Argonl to
Argon2, and the requirements we have identified for the next version (Argon3), based on
the experiences of developers working with applications in the areas of community
computing and cultural heritage. These domains have been a key motivator for this
project from the beginning. Our work in historic sites over the years (e.g., Historic
Oakland Cemetery [4] and the Auburn Avenue area of Atlanta [5]) has shown us how
cultural heritage organizations often have significant amounts of pre-existing web-based
content that they would like to re-purpose for an AR experience. For them, AR is
exciting when used at the right moment, but much of the content (images, videos, maps)
will be most useful when presented using traditional 2D display techniques. AR is one
piece of a larger information system in which content will be accessed on conventional
web browsers before and after visits to their sites. For similar reasons, a web-based
solution is very appealing for many organizations, not just cultural heritage sites.

The key lesson we learned through the projects discussed in this paper is the value
of tightly and cleanly integrating with the web ecosystem. The major difference
between Argonl and Argon?2 is the format of the content that the web server delivers to
the browser. In Argonl, the content is KARML [6] (a version of KML [7], the
location-based XML format for Google Earth and Maps, that we extended to include
AR-relevant elements). In Argon2, we change our approach and focused on cleanly
integrating our tools with standard HTMLS5 content (with AR capabilities presented via
the argon.js Javascript library). This change has had significant benefits, as we discuss
throughout the paper, and in Argon3 we will continue to refine our HTML5-based
approach to better leverage the web ecosystem.

2 Argon Version 1

In this section, we will give a brief overview of Argonl, describe a selection of AR
applications created with it, and discuss how our experiences influenced the design of
Argon2, the second version of Argon.
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The first version of the Argon browser (referred to here as Argonl) has been
available for iOS since February 2011. It has been used in dozens of research and class
projects at Georgia Tech and elsewhere, despite modest capabilities. While Argonl
uses a standard iOS WebView for running user-created applications, we did not use
HTMLS5 as our markup language for AR content (see [1] for architecture details).
Rather, we created KARML [6] to define “channels” of AR content. With KARML,
developers create AR content elements (positioned at 3D geo-locations or on simple
AR markers) using the full collection of contemporary web standards (HTMLS5, CSS3,
Javascript, etc.), using the tools, techniques, and server-side technologies they are
already familiar with.

Fig. 1. (a) The Voices of Oakland experience, showing an image of a “ghost” at a grave site on
the tour. (b—d) The Lights of St. Etienne, ported to Argon2. (b) The main interface, (c) the
navigational map, and (d) 3D model of the cathedral in approx. 1380 AD.

A novel capability of Argonl (and Argon2) is that multiple channels can be dis-
played at once, by overlapping transparent web views. This is a first step toward an AR
ecosystem where all AR content from independently-authored AR experiences is safely
and simultaneously available to the user in one merged space. We will not discuss this
further, as it has little impact on individual channel authors. Using multiple channels to
create new kinds of user-experiences is a topic we are pursing in our future research.

2.1 Applications Built with Argonl
In this section, we highlight some projects that informed the requirements of Argon2.

The Voices of Oakland. The Voices of Oakland is a prototype AR tour designed to
introduce visitors to the history and architecture of Oakland Cemetery, Atlanta’s oldest
cemetery [4]. The system was originally developed using Macromedia Director on a
Windows XP laptop, but was ported to run on the iPhone3GS using Argonl. The user
was able to walk among the graves and listen to the voices of historical figures interred
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at Oakland (voices were provided by voice actors from scripts written for the proto-
type). The user was guided from grave to grave by a narrator (although Argonl
supported GPS, the prototype did not use it, but relied instead on timed directions,
much like a traditional audio tour). At each grave site the user was invited choose audio
segments, and could delve deeply into different categories depending on their particular
interests.

The channel functioned in two modes. If the user was at the cemetery, only audio
was provided. If the user was at a remote location, the channel could include pan-
oramas of the cemetery to provide a virtual tour. The code therefore consisted of a
screen-overlay (buttons that accessed the audio and panoramas), photo-overlays
(panoramic images), and geo-located audio placemarks (where the audio was con-
ceptually located for playing). The interface functionality was implemented with
HTMLS and Javascript (see Fig. 1(a)). The prototype was limited to four graves and the
walk between them. This prototype was created relatively quickly and demonstrated the
ease with which existing content elements can be turned into an AR application using a
web-based toolset.

The Lights of St. Etienne. A more ambitious tour prototype, The Lights of Saint
Etienne was developed with the participation of students at Georgia Tech Lorraine in
France. This channel served as a guided tour around the cathedral in Metz, France. The
purpose was to explore a variety of different presentation modes for historical/cultural
information, including interactive panoramas, still images, text, and audio. There were
six main interface screens, all written in HTML5. The main interfaces were traditional
2D web content, with the AR view revealed only when appropriate.

A map indicated five sites around the cathedral the user could visit, together with
the kind of information (panoramas, images, text, audio) that was available at each site.
As with the Voices of Oakland, the tour did not use GPS (it was designed to be used
inside the cathedral), so the user had to tell the app where she was by clicking on a map
of the cathedral. An interesting feature of the tour was the use of historical panoramas
at sites 1 and 2 on the map: these were pre-rendered from simple 3D models showing
how the architecture of the church has changed over the period from 1207 to the
Renaissance and beyond.

This prototype showed that it was relatively easy to integrate non-trivial HTMLS
and Javascript into the KARML framework. The interface consisted of numerous
HTML5 DOM elements, sliced images, buttons that called Javascript code for inter-
active elements, and so on, just as any interactive web application would do. See Fig. 1
(b—d) for images of the Argon2 version of “The Lights of Saint Etienne”, which is
identical to the Argonl version.

Campus Tour. Campus Tour is an augmented reality tour of Georgia Tech’s campus
implemented for iPad using Argonl, shown in Fig. 2(a-b). The tour gives information
to users through geo-located text, pictures and videos. Our aim was to create an
interactive and unique tour experience for prospective students, visitors, or anyone
interested in Georgia Tech. Campus Tour can be viewed remotely via the use of
panoramic images associated with a geospot (geo-located panorama), or using live
video from the iPad’s camera. The participant can select from a number of tours, see
their progress, path and tour stops on a map, and delve into content that interests them.
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Campus Tour is a fully dynamic web application. A server-side authoring tool
allowed the content and tours to be managed from a desktop computer, and the server
generated the tour application on the fly for the user. Campus Tour is one of most
complex AR applications developed with Argonl, and proved to us that this model was
useful for more than simple prototypes.

InfrastructAR. InfrastructAR was designed to reveal the typically hidden wireless
network performance and connection information to anyone in the Georgia Tech
community. Unlike other tools which visualize wireless information sensed directly
from a mobile device, this application was designed to fetch and display real-time data
from the wireless network management system itself. This dynamic content was ren-
dered using HTMLS tools to visualize performance and activities of nearby wireless
access points, as well as aggregate views of wireless performance in remote buildings
(Fig. 3).

s CoughRoorGaren Kl

Clough Sustainable e
Features .

)

Fig. 2. Georgia Tech Campus Tour. (a) An overview map of the currently selected tour. (b) A
stop on the tour, showing a mix of 2D content on the slide-in tab, and 3D content aligned with a
panoramic image of the tour stop. (c—d) The second version of the tour, created in Argon?2.

InfrastructAR is interesting because it uses AR to represent signals and activity in
physical space that is changing dynamically, but not directly associated with a single
visual object. Rather, the visualization represents the interaction between the wireless
medium and any number of clients associated with the access points in a location.

Through this prototype, we came to appreciate that community applications go
beyond user generated content to include community data where both operators
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Fig. 3. InfrastructAR, an AR application designed to help the Georgia Tech community
understand how the hidden WiFi infrastructure works. (a) shows the login screen based on
Georgia Tech’s web-based authetication system, (b) shows the details of the access point, and
(c) is a real-time visualization of the network traffic flowing through that access point.

(experts) and end users are able to demystify wireless to gain a better understanding of
current state and issues. Additionally, the system demonstrated how easy it was to
integrate existing web services (both authentication and real-time, location-based data
sources) into an Argonl application.

2.2 Discussion of Argonl

Argon’s use of the web-programming model proved to be both powerful and flexible,
allowing developers to use existing web architectures for publishing AR content,
ranging from static KARML files hosted on a simple web server, to dynamically
generated KARML using client-side processing and AJAX communication with
remote web services. Virtually any web architecture that worked for standard web
content was possible to use with KARML in Argonl.

From KARML to HTML. Despite the power and flexibility afforded by a web
application model, KARML proved to be awkward for most web developers to work
with. The problem was not so much with KARML itself, but rather the AR-centric
application model it imposed upon developers. This became a problem in each of these
applications. Each had non-trivial HTML-based GUIs (including interactive charts and
graphs in InfrastructAR), but a relatively simple AR view. Nevertheless, the entire
application structure and logic had to be embedded in a KARML document, which was
unintuitive for an application where AR was not the primary mode of interaction.
Also, KARML only worked in Argonl, which was problematic for two reasons.
First, it made debugging extremely difficult because Argonl content could only be
viewed on a mobile device, preventing users from leveraging the increasingly
sophisticated development and debugging tools available on desktop systems. Second,
to build an application which worked in conventional browsers as well as Argon would
have required two different application structures, one based on HTMLS, and the other
based on KARML, even if both versions were largely the same (except for AR fea-
tures). For these reasons, we switched to an HTML5-based approach in Argon2.
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Panoramas. Argonl supported a panoramic-image-backgrounds feature, which was
initially intended for rapid prototyping: a programmer could use panoramic images
instead of live video while working on various content elements for their AR appli-
cation without having to go to the site.

But panoramas soon proved valuable to experience designers, as shown in the
Lights of St. Etienne (and the other tours), especially in light of the poor quality of the
GPS and orientation sensors on mobile devices. Putting interactive panoramas in Argon
made it possible to show the user the contrast between the environment she sees around
her (e.g. the Cathedral as it is now) and some other condition (historical differences),
without having to create fully interactive 3D models. Interactive panoramas used on a
mobile device may constitute a kind of bridge between AR and VR, which is a very
interesting design space that can incorporate the strengths of both these technologies.

The designers’ use of panoramas drove us to expand their capabilities in Argon2,
and to extend this concept to other kinds of image-backgrounds like Google
Street-view.

Cross-Platform. The Campus Tour in particular highlighted the need for Argon
content to be viewable on multiple platforms, because we wanted to embed the tour on
a website to support remote visitors to the campus. Other students working with Argon
expressed interest in head-worn displays, other operating systems such as Android, and
in being able to run something like Argon on the desktop for debugging and authoring
reasons. For these reasons, we re-architected Argon2 to simplify porting to different
platforms.

2.3 Requirements for Argon2
The main requirements for Argon2, based on our Argonl experience, were:

Switch from KARML to more conventional HTMLS5-based web applications
Add full 3D graphics support to allow richer content (using WebGL)
Support natural feature tracking (using Qualcomm’s Vuforia SDK)

Add multi-device support (desktop, HMD, etc.)

3 Argon 2

Argon2 was completely rewritten with a new architecture to facilitate ease of porting to
new platforms, and experimentation with different browser interfaces. The main change
was a switch from one iOS WebView per channel to a single WebView with an
embedded HTMLS iFrame per channel, and with the entire user-interface implemented
with HTMLS in the WebView. While not a user-visible change, this made it easier to
support our other requirements above.

Argon2 abandoned KARML, and instead exposed AR functionality through a
Javascript library (argon.js) loaded from the HTML page. This approach allows AR
web applications to be created in exactly the same way as traditional web applications,
limiting the confusion created by an AR-centric application structure. This approach
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was also intended to allow web applications using argon.js to run on popular mobile
and desktop browsers (with a more limited feature set), but unfortunately support for
other browsers was never completed with Argon2.

Argon?2 is built on top of Qualcomm’s Vuforia computer vision SDK. Considerable
effort was required to architect it in such a way that the constant stream of data into the
i0S WebView does not overwhelm the system. By carefully managing data flow and
batching all DOM operations for each update (to prevent extra layout and rendering
operations), Argon2 web applications can run on iPhone4 or later, and all iPads with
cameras (iPad2 or later), while doing both vision-based AR and geo-located AR.

All content is represented in the same 3D scene graph, unifying the content for the
programmer: content following a tracked image target is attached to the camera, which
is in turn located in the world via GPS and the device’s built-in orientation sensors.
Argon?2 supported both WebGL and HTMLS5/CSS3 3D content. Audio is supported via
Web Audio. WebGL and CSS3 content are merged in a three.js [8] scene graph. In the
end, a web programmer is given a simple three.js scene graph view of the AR world,
with nodes for tracked computer vision targets and geo-located locations in the world.
All 2D content, interaction and web programming is done just as any mobile web app.

3.1 Applications Built with Argon2

As in the above section, here we present some applications created with Argon2 and
discuss what we have learned from them about using web-technologies to create
community-based AR experiences. At the end, we will outline the requirements we
have for the next version of Argon (Argon3, currently under development).

A number of Argonl applications were rewritten for Argon2. The Lights of St.
Etienne, discussed above, was quite easy to port because all of the interface elements in
HTML and Javascript could be directly reused, and the resulting interface was almost
indistinguishable from the original Argonl version. Debugging the port was made even
easier because the Argon2 app (now just a single WebView) can be remotely debugged
via a desktop computer, just as if it were a web page running in the Safari browser.

The second version of the Campus Tour ported the experience to Argon2 and
improved the general user interface with an enhanced main menu allowing the user to
view the route a tour takes, and see the stops along the tour visualized on a customized
map within the channel instead of the native map which Argonl provided (which
showed all points of interest Argonl knew about). From this map the user can select
placemarks to “jump” to a geospot, switching into the AR experience at that location.

The biggest improvement to the Campus Tour was to support authoring of per-
sonalized AR experiences; students and faculty could create their own tours of the
campus, showcasing Georgia Tech from their individual point of view via an associated
web based authoring tool (the campus tour editor). This includes adding new points of
interest or panoramic images to existing tours, or creating new tours, panoramic
images, as well as points of interest with audio, video, or text content. Unfortunately,
the tools attracted relatively few authors, highlighting to us the need for creating much
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more sophisticated authoring tools. The limited acceptance also highlighted the limi-
tations inherent in doing AR on mobile devices. The poor quality of outdoor locali-
zation, and the limited opportunities for outdoor computer vision, made it hard for
authors to create the kinds of experiences they envisioned.

Auburn Avenue. Using Argon2, we began to develop a tour of Auburn Avenue, the
historical center of African-American culture in Atlanta in the twentieth century. The
interface is similar to the Metz Cathedral example, although in this case the user is
outside walking down an avenue. A scrolling timeline is used to indicate buildings of
interest on an aerial map: these buildings are highlighted and clickable (see Fig. 4(a)).
Clicking will trigger various kinds of information and interaction, including audio and
historical panoramas. Vuforia-based image tracking is used to highlight details and
presented information about the facade of one historical building.

The Auburn Avenue prototype is significantly more elaborate than the historic tours
developed in Argonl, owing largely to the ease with which content can be authored and
tested using desktop web browsers, and then integrated into the actual tour.

(b)

Fig. 4. (a) The Auburn Avenue map, and (b) a panorama in Neptun

Neptun. Neptun is based on a historic submarine that belonged to the Swedish navy,
which is on exhibit in the Marine Museum in Karlskrona, Sweden [9]. The application
was designed as a special companion piece to the opening of the exhibit. It is possible
to go into the submarine itself; however, the confined area inside makes the visit
difficult or impossible for visitors with claustrophobia or disabilities. Neptun offered the
opportunity for a virtual visit by offering panoramic views of the upper and lower deck
of the boat, along with dramatic audio narrative. On the opening day of the exhibition,
iPads were available for those who wished to try this experience. By implementing the
panoramas directly in three.js, the experience could be taken in a conventional web
browser; the Argon2 version allowed the user to examine the whole 360 degrees of the
panorama by rotating the iPad screen around herself.

This prototype showed the value of being able to move content easily between
conventional desktop browsers and the Argon2 application, allowing the content to be
consumed in many ways.
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Midtown Buzz. Midtown Buzz (MB) (midtownbuzz.org) is a partnership between
Georgia Tech and the Atlanta Midtown Alliance (MA) (www.midtownatl.com), focused
on engaging urban communities through mobile innovation [10]. Since 2013, we have
been collaborating with the Midtown Atlanta community with the goal of transforming
the area into an innovation district, while creating a living laboratory for civic com-
puting research. During the two years of this project we have engaged in a participatory
design process with stakeholders ranging from MA staff, local start-up companies,
student developer teams, and community thought leaders.

Our work culminated in the creation of some technology artifacts, including Mid-
town Buzz Mobile (MBM) as a gateway to a variety of applications. MBM is imple-
mented using Argon2 and provides connections to other Georgia Tech applications that
are associated with MB (e.g. Cycle Atlanta and One Bus Away) as well as to various
external web resources.

MBM also includes a mixed reality storytelling experience that focuses on personal
expressive content, aimed at creating rich community resources that are not motivated
by efficiency and productivity, and are instead based on a philosophy inspired by urban
computing projects [11-13]. The web-based model of Argon2 made it easy to embed
mixed reality experiences inside of the application web content.

Fig. 5. The Midtown Buzz Mobile Mixed Reality Storytelling Experience. (a) An architectural
rendering of a future building, (b) a video of a community author interacting with local sculpture,
and (c) a map of a cycling event on Peachtree Street in Atlanta.

In MBM, key members of the community tell their stories of the Midtown neigh-
borhood. Our prototype allows users to explore what areas will look like once new
construction is complete, to get an insider’s view of cycling around Midtown, all while
getting a taste of the history of key locations (see Fig. 5). The site incorporates web
elements in a mixed reality presentation where users can view videos, articles, photos,
and other media presented over a 360-degree panorama of Midtown locations. If the user
is at the locations featured, she can turn off the provided panorama image and have a true
augmented reality experience overlaid on the live video feed from their device.
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3.2 Discussion of Argon2

Argon?2 targets experienced web developers by encapsulating AR functionality in the
argon.js library, simplifying integration of third-party web services and libraries. Many
of our developers used the tools they were familiar with, such as jQuery. The popular
three.js rendering library was bundled with argon.js inside of the Argon2 application.
(We chose three.js because it is a relatively popular library for 3d web content, with
many tutorials, examples, and resources).

Tight-coupling with three.js. Our original intention for bundling three.js with argon.
js was to simplify development and bypass slow download times on mobile devices, as
well as avoid library incompatibilities as argon.js and three.js evolved. In practice,
however, the argon.js API became tightly coupled to specific versions of three.js,
which changes rapidly, meaning that developers had to be careful in making sure their
applications were based on the version of three.js we included in argon.js (and did not
necessarily correspond to the latest three.js documentation and examples). Due to the
problems that arose because of this tight coupling and bundling, in Argon3 we plan to
decouple argon.js from any particular rendering library, expose bindings to specific
rendering libraries (such as three.js) as separate rendering plug-ins for argon.js, and no
longer bundle argon.js with the Argon3 browser. The argon.js toolkit should enable
web developers to leverage Argon’s capabilities, and to also leverage the capabilities of
other platforms and rendering libraries.

Debugging. Argon2 moved most of the core logic from native code to javascript,
allowing channels running in Argon2 to be debugged via desktop Safari’s remote
debugging tools. Furthermore, by modularizing a channel’s code such that components
which depended on argon.js are only executed in the Argon browser, most of the
application code could be developed and tested on the desktop browser leveraging its
full debugging support. This strategy not only facilitated debugging, but also con-
tributed to a multi-tiered design strategy: experiences could be designed to work on
various devices (laptop as well as mobile) with various features, making it possible to
conceive of and implement “transmedia” apps. Each of the applications discussed
above (Auburn, Neptun, Midtown Buzz) leverage this strategy.

Multi-device Support. Although it was a significant goal for Argon2, we never
implemented support for alternative hardware form-factors. Argon2 and argon.js were
too tightly coupled to the phone/tablet form factor used by the application, making it
difficult to support other platforms. In Argon3, we will create AR abstractions and an
AR framework that allows application developers to create applications that can adapt
to various hardware and software configurations without requiring the developer to
create multiple versions of their application. Such a framework will also need to allow
AR to be used in different ways within an application, instead of requiring applications
to be “AR-first”, as Argon2 does.
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3.3 Requirements for Argon3
Our high level requirements for Argon3, derived from our experiences above, include:

Decouple argon.js from specific rendering libraries

Enhanced debugging and authoring support for AR

Support AR/non-AR as modes of interaction

Develop semantically meaningful abstractions for AR applications
Multi-device support (desktop, HMD, etc.) (not implemented in Argon2)

4 Discussion and Conclusions

We are currently designing and implementing the third version of Argon, based on the
lessons learned working with designers and developers who used Argonl and Argon2
to create a wide variety of applications. We have been particularly inspired by the way
Argon has allowed designers to integrate AR into community-based applications,
moving both formal and informal content out into the world around them. A key insight
from working with these communities is that while AR is exciting at first, it rarely ends
up being the focus of the resulting applications; our job moving forward, then, is to
make it as easy as possible to integrate AR content into web-based applications, and to
give programmers and designers the ability to use AR in their applications in whatever
way they see fit.
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Abstract. Dress provides an insight into a person’s value system, as well into
the state of the socioeconomic environment of the time. The purpose of this
paper is to describe the design of a mobile application and website where users
of all walks-of-life can document their heritage by capturing photographs of
family members’ clothing throughout their lifetimes. Dress evokes memories,
feelings of nostalgia, and speaks volumes about a person’s personal history and
heritage. This application will allow each and every person who logs on and
participates to document their lives and the important role dress plays in their
lives, whether they are rich and famous or not. This will enable the creation of a
large archive of information representing all of the populace, not just the rich
and famous, for future research based on the subjects’ own words and visuals.

Keywords: Historical costume - Social media applications - Meanings of
dress + Textile - Sociocultural environment

1 Introduction

In his seminal work, George P. Fox, states, “Fashion is, has been, and will be through
all ages the outward form through which the mind speaks to the universe.” [9 p. xx].
Eicher and Evenson define dress as both a product and a process that people use to
distinguish themselves [1], while Kaiser, Nagasawa, & Hutton describe fashion as a
social process [4]. For all intents and purpose of this paper, dress and fashion will be
limited to the sense of sight, as opposed to other sensory experiences of dress, and will
include make-up, hairstyles, and other body modifications, as well as individual pieces
of clothing, jewelry, and accessories [2].

The purpose of this paper is to describe the design of a social media application that
will document family history for people by capturing photos of a person’s clothing
through his or her lifetime. This application has the means to make the ordinary person
as visible as their wealthy and famous counterparts. Users will upload photographs
from their family archives and by taking photographs of their clothing using their
phones and other digital equipment. These photographs will be uploaded to a website
where they can tell stories about the meaning of their dress: for example, special
occasion clothing for christenings, weddings, newborns, holidays, dances, and
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graduations. Users can also add photographs of family members and talk about their
clothes and other pertinent information. This documentation will be processed through
the sharing of photographs of clothing, textiles worn, and used by an individual, family
member, or friend used during a specified time period. Along with sharing the pho-
tograph and noting the specified time, the website would provide documentation of the
geographic location, style name (current at that specific time), specification of function
for which this textile was worn or used, designation of whether this garment was
handmade or purchased and where purchased and fiber content if known. This appli-
cation would allow each and every person to have the opportunity to add their personal
thread and tell their personal story, a virtual “Tapestry of Your Life.”

How and why people choose to dress themselves has significance and is as varied
and as diverse as each individual is, and in turn, the choices these same individuals
make about dress affect society [6]. Dress can be an extraordinarily powerful symbolic
representation of the relationship between nature, man, and his sociocultural envi-
ronment, and, as such, should be studied [3, 7, 11]. A primary reason to document and
study dress and fashion is to provide the students with a sense of understanding the
societal expectations associated with dress, as well as to understand how and why
modern fashion and dress have evolved [5, 6]. This application has the potential to
retrieve and expose more information and to garner more in-depth insights into families
and the specific meanings of dress to individuals and their families over the years.
Historical facts, personal stories, folklore (oral history) and pictures of everyday people
living during a specified timeframe will create a large database of information that has
not been previously available for study.

2 Why Document Dress

Although anthropological research indicates that life histories and folklore have the
potential of aiding the understanding of history and human complexities, the lack of
sound methodology for this type of research results in a prolific source of knowledge
being under-utilized [7]. Life histories serve as a supplemental source of data and instill
the ability to infer cultural patterns [7]. Material artifacts, such as photographs, jewelry,
and textiles create a small but strong sense of family and heritage. The connection to
this heritage through these artifacts is brought to life by written notations, reminisced
stories, and recollected memories projecting an idealized version of the time and
events. According to Lillios [10], “If identified, heirlooms have the potential to provide
a richer and finer-grained understanding of the human past” (p. 235). Heirlooms pro-
vide an insight into a person’s value system, as well as into his or her personal
preferences and style. The documentation of clothing provides insight into the artistic,
economic, political, and technological environment of a specific time and how an
individual reacts and lives his life affects these same environments [8].

Researchers historically have had to rely on the technology available at the time to
document a former society’s existence and daily movements. For example, studies
focusing on prehistorical man rely on durable artifacts found at archeological digs
along with available depictions of the local populace and their clothing found on
artifacts [8]. As technology advanced, documentation of fashion also advanced with the
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dissemination of fashion being communicated using fashion dolls, fashion sketches,
fashion plates, letters and diaries, as well as records of purchase or inheritance. Until
the development of cameras and the more precise depictions of clothing by photograph,
representations of costumes from the 18" century and earlier relied on an artist’s
rendition of an individual or family that could afford this luxury [8]. In other words,
such portraits were rarely accurate, limited in types of dress, captive to the preferences
of the artist, and limited in viewpoints of the upper classes.

Even with the advent of cameras, photography was expensive given the costs of
camera, film, and development. Photographs did not become readily available for
the ordinary person until recent technical developments. As a result, the fashion of the
masses has not been documented nearly as well as the fashion of the wealthy, famous
and notable. From the christening gown to the death shroud, certain garments hold
ceremonial status and memories of times past. These garments are replete with sym-
bolic meaning. For instance, in the West a “white” wedding gown symbolizes “purity”
and is often the focus of dreams.

As often as the rich and famous are in the public eye, they actually represent a small
amount of the population. Statistics indicate that in the United States, the rich form 1 %
of the population, yet they capture the attention of the masses, as demonstrated by the
prevalence of celebrities featured in the media [13]. Paparazzi frantically attempt to
catch every moment of the rich and famous on camera, documenting fashion in all
forms of life for these few, while the masses are doing most of the “living, loving, and
dying,” as so succinctly stated by George Bailey in the movie, It’s a Wonderful Life.
An example of the heightened attention focused on celebrities would be the docu-
mentation of the fashion of individuals like the Kardashians, famous actors, popular
monarchy, or political figures like Jackie Kennedy, Princess Diana, and today Princess
Kate and the young princes.

The purpose of the application “Threads of Your Life,” proposed in this paper, is to
reverse this trend and make visible the fashion of the masses while creating an in-depth
database of information on the meanings and importance of dress for people today.
Documentation of the general public and the local nobility is minimal even today
compared to the documentation of the rich and famous. This results in the general
public’s dress being limited in visibility and a dearth of local information about the
general population being available for research. Because of recent technological
advancements (computers, cameras, the internet, communications technology, and
social media) documenting clothing today is easier than it was historically. Technology
today allows more focus on the ordinary individual, which is evidenced by the prolific
posting of the extremely popular ‘selfie.’

3 Social and Personal Meanings of Clothing

Dress serves as a symbolic form of language that reflects societal norms of beauty,
modesty, and fashion, as well as occupational, marital, and socioeconomic status,
group membership, and other social roles [4, 8, 9]. For instance, a uniform is used to
establish differences as well as to depict occupation and is able to document status as
evidenced with a pair of captain’s bars. Throughout history, dress serves as a social
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prop providing a way to protect the body, cover the body to preserve modesty, decorate
the body to differentiate individuals, and establish or portray status [8]. Tortura &
Eubanks state that researchers agree that the primary reason for dress is decoration [8].
Even with minimal dress, prehistoric man was able to differentiate himself with scaring
and other body modifications that could add a sense of mystery and fashion to one’s
appearance or tell stories about an individual. Researchers agree that the study of
historical fashion and the meaning of dress often use core themes such as social,
historical, cross-cultural, geographic, and dress as an art form. The social context
includes social life, class structure, and social roles, which are aided by the knowledge
of gender, age, status, identification of group membership, and ceremonial use of
clothing. While the historical context is made up of politics, economics, technology and
communication, the cross-cultural influences are through a process known as cultural
authentication. This phenomenon is seen when designs from one culture are mixed with
designs from different culture(s) creating unique designs known as a mixture. Geog-
raphy plays a vital role with the human need to adapt to the natural environment and
ecological conditions. Dress as an art form acts as a titillating construct that includes
the relationship between costumes of a particular era, development of fine and applied
arts, individual costume designers, and a revival of interest in earlier fashion styles [,
8, 12]. For example, the wearing of a wedding ring designates marriage and acts as a
symbol of status. Another example would be the wearing of a business suit to work
indicating that the wearer is not a blue-collar worker and may serve as an indicator of
status. Dress provides silent and symbolic cues to others.

Another source of personal choice of clothing has to do with what the German’s
call, Zeitgeist, meaning “the spirit of the times” [8]. Political, social and economic
conditions affect a person’s emotions and choices. In turn, the thoughts of people and
their reactions to surrounding conditions affect the conditions of the time, leading to a
common thread and trend of thought and feeling, in other words, “Zeitgeist.” With
reflection over the past periods of history and the change of popular dress over time, the
spirit of the time becomes visible [8]. Even though these choices may be made con-
sciously or subconsciously, when a person chooses their form of dress their choices
reflect who and how they want others to perceive them [1, 8]. For example, a person
dressing to go to work chooses different clothing than s/he would dressing for a favorite
past time.

4 “Threads of Your Life” Application

The basic structure of “Threads of Your Life” can be described as a modification and
combination of several popular social media applications, such as Facebook, Pinterest,
and Ancestry.com. As illustrated in Fig. 1, this application will be similar to Pinterest in
that a variety of individuals will be able to build a database filled with photographs,
stories, traditions, poignant nostalgic memories, even letters and newspaper articles
depicting life from the viewpoint of the local population through the sharing of their
memoirs about a chosen time period, clothing style, geographical location, or
accessory.
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sharethetreads.com

1980

Above you will find a picture of my Aunt Lori
(extreme right). | can imagine that she was
only 18 years old in this photograph. As you
can see by her style, this picture was taken
in the mid-eighties where big hair and bold
style thrived. She is adomed with a faux
hawk, a slouchy trench coat, acid washed
jeans, red high top sneakers and lastly, a
bolo tie. This photo was just taken outside of
my grandmas simple home and if you look
closely, you will find a dated Chevy.

| am also going to point out what my
uncle i wearing (child) and what my grand-
ma is wearing (middie). My Grammy is wear-
ing a very slouchy button-up, which was the
style back then and the trend is now repeat-
ing itself. My uncle is wearing red bold pants
and @ graphic tshirt. Graphic design was
starting 1o become very popular in this era
Lastly | am going to point out that this photo
is extremely dated by my dad's (pictured far
left) PT shirt from the military. The current
PT shirts are light brown to match today's
fatigues.

Candace Elliot

Wedding

This is a photo of my great-grandparents,
WA. and Lorraine Laney. This was taken in
the year 1940, which would make my
grandpa 20 and my grandmother was 14.
This is the year that they got married, and
considered 10 be their “wedding picture’
even though it was taken a few days after
their wedding. My grandmother is wearing
a dress with a necklace and shoes with a
low heel. My grandpa is wearing his Sunday
best that consists of nice pants, a tie, and
a suiting jacket. He also has on dress
shoes as well. My grandmother's hair is
curled and pinned back, and my grandfa
thers is combed nicely to the side_ With this
photo being black and white, it is hard to
tell exactly what make up my grandmother
has on, but | appears that she has some
eye make up on and lipstick. My
greatgrandparents were farmers. They
lived in the same home from the day they
got married until the day my grandpa died.
They were not wealthy, but they never strug:
gled. So, | cannot pinpoint a way that they
display their wealth in this picture. They
were young and just married, so they

Madison McKinney
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search  C |

A
Class of 45
McKinley HS

The person in this photo is my grandma,
Charmaine, on the day of her high school
graduation in 1945. She was seventeen
years old. on the verge of tuming eighteen.
My grandma grew up in South St. Louis City
and went to McKinley High School. She was
sporting a floral dress with a belt around
her waist. Her hair was cut short and
pinned in ringlet curis. Other than her dra-
matic lip, it does not seem like she wore a
lot of makeup. In the larger version of this
photograph, you can notice she is also
sporting large pearl earrings and a gold
chain bracelet. Since it was her graduation
day, I'm assuming she was looking her very
best

World War Il was coming to an end,
and the economy was still thriving. but
there was not much textile choice to g0
around, so people basically worked with

Mollie O'Brien

1940

During the 1940's, fashion was influ-
enced by the effects of World War L. In
order to have supplies for the war, fabric
was rationed. Because of this, hemlines
got shorter. The creation of Rayon, a syn-

hetic fiber, was big during this era for

1970

This is a photograph of my father, Bruce
Phillip Conway, taken in the mid-1970's. At
the time the photograph was taken my
father was in his mid-20's, living in south-
west Missouri. The 1970's were famous
for bell-bottoms and the rise of the disco,
but it was also an era of economic strug-
gle, cultural change, and technological
innovation. It was a time of an ongoing
equality battle, for social and political
rights among women, blacks, gays and les-
bians. Several world events around the
time of this photograph include the Viet-
nam War, the Watergate Scandal and the
Ted Bundy murders. Other prominent hap-
penings of the time include the founding of
Microsoft, the premier of Saturday Night
Live, the first test tube baby was bom and
the release of the movie Star Wars. Bruce
is wearing fitted, high-waist jeans with a
thin leather belt. and a collared. plaid but-
ton-up undemeath a Christmas Sweater.
As this photograph was taken in black and
white film, colors of clothing were not visi-
ble but can be imagined. Bright colors and
lots of polyester were seen everywhere
during this time. No matter what kind of
flare was at the bottoms of someone’s
pants, they were almost always tight fitting.
In this photograph, Bruce's hair is long and

Laura Conway

d

Fig. 1. Example “Tapestry of Your Life” Page, with some actual photographs and narratives
produced by students.

To begin using this application, the user must first create a login ID on the website
sharethethreads.com (see Fig. 2). The user must then choose whether s/he wants his or
her photographs, descriptions, and personal stories to be viewed publicly or privately.
The next step depends on the user, and what s/he is interested in, a specific time period,
a special event, or specific dress for that event? Once the user determines the direction,
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Fig. 2. Homepage

s/he chooses the category representing that interest. For example, if the user is inter-
ested in viewing other photographs and information available concerning Easter in
1970 s, s/he would first choose the correct time period and then choose Easter as the
special event. From that page, s/he would then be able to read what has been published
by others and to add photographs and stories of his or her own about this category.

The application is into four categories, which are available, as illustrated in Fig. 2,
in a drop-down menu: time period, item, special events, and location. The time period
will be identified by day/month/year or by the word “about” and the year. The dress
item may be categorized as one of the following: knit top, blouse, shirt, sweater, skirt,
pants, dresses, jackets, coats, shoes, foundation garments, handmade or purchased,
fiber content (such as 100 % wool or 60/40 polyester/cotton). Special events are
described as one of the following: Birthday, Wedding, Graduation, Death, Holidays,
and Vacations with Holidays being further broken down as Valentine’s Day, Easter, 4™
of July, Veteran’s Day, Thanksgiving, Christmas, and Hanukah. Finally, the location is
identified by country, state, county/province, and city.

The proposed application will use an adaptation of Ancestry.com that allows users
to search for shared “threads,” much like Ancestry.com allows users to search the
genealogy of their families and to look for shared connections. These “threads” consist
of the four categories. For example, if a user is interested in the dress of “the people
living in the Ozarks,” s/he could search by geographic location. Knowing the fiber
content allows users interested in the development of materials, such as wool, to
research this topic (Fig. 3).

When adding a picture of dress to the application, users may choose to take a
current picture or to upload an image from their computer. They will then see pop-up
options to choose from, for example, public or private. Timeline will follow next with
the choice of documentation by date or decade of object as close as possible. Identi-
fication of the geographic location comes next. The more complex category of item will
lead to the choice of style name, specific function, whether handmade or purchased,
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sweater death
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g?ergsses holiday

jackets Christmas
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shoes Hanukah

foundation July 4th

swimwear other

Fig. 3. Organizational Categories

and the fiber content (these may be omitted and added later by others on the system).
Finally, the user will be able to add personal stories, folklore, and written documen-
tation, such as newspaper articles or wills that discuss the event. The proposed
application will also have the potential to be adapted, to evolve and to add “threads” as
needed to develop a more in-depth and specific database of dress. This application has
the potential to create a database focusing on ordinary people and filled with
symbolism and meanings of dress.

The first users of this proposed application will be students enrolled at a
Midwestern University. They will use it to complete an assignment for their History of
Fashion course. This assignment is designed to promote personal investment in the
assignment and the course. Each student will be asked to choose an artifact, a historical
photograph of their family, and to create a connection or a memory by researching this
photograph and writing a short narrative. In this narrative the student will identify who
is being depicted in the photograph, the time period, and what was occurring during
that time frame, along with what were the fashions being worn. Students will give
feedback to help improve the website. At a later date, it is our hope to make this
website available to anyone.

5 Conclusion

This application could be used as an educational tool that would grow and evolve with
each person’s addition of photographs and stories. This is an opportunity to make the
fashion of the masses more visible and create a database full of meaningful insights and
prolific visuals of ordinary people that have been living, loving, and dying behind the
scenes as it were. This would make this application and website a valuable tool to be
incorporated in such courses as historical fashion, costume design, product develop-
ment, and a number of other courses. The material collected might even evolve into a
dynamic source of inspiration for future designers.
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Studies focusing on the adaptive and societal aspects of nostalgia research dem-
onstrate how these memories of clothing, textiles, and other objects evoke strong
memories of the people associated with them [3]. Sentiment and feelings of nostalgia
often lead to consumer purchases, especially since baby boomers are well known to be
fond of purchasing products that remind them of their childhoods. Thus there is
potential here for commercial connections as well. Throughout history, clothing has
provided insights into the local culture, along with glimpses of individual personalities
that interacted with the natural, the social, and the artistic environment of that time [5].
It is hoped that this proposed website and application will document these histories by
collecting pictures of clothing and associated stories about their use for future gener-
ations to enjoy.
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Abstract. The consortium of the Innovate UK funded Live Augmented Reality
Training Environments (LARTE) project, composed of Jaguar Land Rover
(JLR), Holovis International Ltd and The University of Nottingham, developed
a new concept of a 3D multiplatform training system to train the procedural
skills of service maintenance operators. The LARTE tool was designed on the
basis of JLR needs and desiderata. This paper presents the functionalities of the
initial prototype of LARTE training system, and outcomes of an evaluation
study of the usability of the product.

Keywords: Automotive * Training - Trust - Usability - Virtual reality

1 Introduction

Car manufacturers have been pioneers in the use of 3D environments for prototyping
and evaluating a product’s design [1], and today automakers are exploring, with
growing interest, the use of virtual training solutions for training operators by investing
in international research projects. Car service maintenance is considered a key topic for
automotive industries, because service operators are the main interface between brand
and costumers with car issues [2, 3]. Therefore, the objective of automotive industries
is to invest in effective tools to enhance service operators’ procedural skills. Several
studies in the literature [4] outlined that virtual training has a positive impact on
operators’ acquisition of new skills — see for instance: techniques of welding, proto-
typing, object assembly etc. Nevertheless, currently only a few studies are available in
the literature about virtual training of car service operators [5, 6]. Moreover, practi-
tioners in 3D training of automotive operators are used to focus their attention on the
enhancement of the interactive aspects of virtual environments only in terms of func-
tionalities, with minimal effort in the assessment of the end-users’ experience of the
training system.

© Springer International Publishing Switzerland 2015
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As Mantovani [7] claimed the interaction experience of a 3D environment could
significantly affect the trainees’ interaction, thus compromising the trainees’ acquisition
of the content. In light of this, the usability — intended as the “extent to which a product
can be used by specified users to achieve specified goals with effectiveness, efficiency
and satisfaction in a specified context of use” [ISO 9241-11, 8] —is a key aspect for the
success of a training application. Despite the importance of the usability of 3D envi-
ronments being a well-known concept, as underlined by several authors [7, 9, 10]
practitioners in the virtual reality field are used to applying a qualitative approach to
usability assessment, and a large part of the studies in the field discuss the outcomes of
summative evaluations — i.e., when the product is in an advanced stage of development
— by presenting data obtained through qualitative and unstandardized questionnaires
administrated to the end-users. Differently from the human computer interaction field,
rarely do practitioners in the virtual training field discuss the approaches and methods
they applied during the formative evaluation of the prototype — i.e., the phases of
prototype evaluation and redesign which aim to integrate designers and end-users’
mental models [11].

In this paper we will discuss a full formative evaluation paradigm applied to assess
a new 3D training system for car service operators consisting of three phases. The first
phase was an experts’ analysis carried out by a heuristic list [12] and a four-question
cognitive walkthrough [13]. The second phase was a redesign phase in which
designers, in line with AGILE principles [14], solved only the most relevant interaction
issues revealed by experts. The third phase consisted of a user test carried out through a
scenario based analysis. In this last step, we gathered the users’ errors during the
interaction with the system and their satisfaction in the use through a standardized
questionnaire — i.e., the System Usability Scale [SUS, see: 15]. Both the experts and the
end-users interaction issues will be also modelled through estimation models, in line
with the Grounded Procedure approach [i.e., GP, see: 16—18], to identify the percentage
of problems identified during the evaluation test.

2 Initial Prototype

The prototype application applied in this study was developed by HoloVis interna-
tional, as part of the Live Augmented Reality Training Experience project (LARTE
project, TSB — 101509). LARTE software is based on the HoloVis game engine
(InMo™), which enables end-users to visualise and interact with CAD data by using a
number of supported devices (see Fig. 1): multi-sided CAVE, powerwall, Oculus Rift,
and interactive table-top displays. For this study, LARTE system is adapted to the
specific requirements and desiderata of JLR, and is used as a prototype to train car
service operators on maintenance procedures. Designers developed the prototype to
train in a 3D environment people who could receive an automatic step-by-step
explanation of the procedure. Moreover, people could manipulate and make trials of the
procedure against time limits to test their level of performance proficiency. LARTE
application functions are variables to grant a degree of freedom to trainers of different
industries to set up a virtual experiential activity.
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Section a. Section b.

Fig. 1. LARTE prototype experienced through Zspace (Section a.) and CAVE (Section b.)

The main five main functions of this training application can be described as

follows:

Trainers can create a training by importing a CAD object, and setting a step-by-step
training video of the procedure;

Trainers can define a set of rules and relationships among the components of the 3D
objects;

Trainees can autonomously visualize each single step of the procedure by receiving
in the virtual environment verbal and textual instructions of a service procedure,
through a video recorded virtual explanation of the procedure;

Trainees can manipulate the 3D car — e.g., rotate the whole CAD, assembly, dis-
assembly, rotate and move any single components of the car, zoom in and out etc.
Each trainee’s interaction can be fully recorded and observed in the 3D
environment.

Finally, LARTE prototype is designed to be used through different devices, this
characteristics allow operators to use during the training not only the CAVE but also
portable tools, such as interactive 3D table.

2.1

Procedure

The evaluation of the LARTE prototype was carried out by using two different set of
devices:

— Not portable: a 4-sided CAVE (VR1) with rear-projected floor (Sony VPL-FE40)

with a mirror rig and 2 projectors per wall — 8 in total. The resolution of each
projector was 1440 x 1050. The controller of the CAVE was a ART DTrack optical
head and wand tracking. The tracking was integrated in a pair of lightweight
polarized passive glasses. The system was run by 9 workstations.

Portable: zSpace holographic 3D table (VR2) composed by a 24 in. (1920 x 1080)
LCD monitor (tablet display) running at 120 Hz. The controller was a laser-based
wired six-degree-of-freedom stylus device. The tracking was integrated in a pair of
lightweight polarized passive glasses [19].
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A virtual version of a Range Rover Evoque car was created to perform the usability
analysis. A trainer explained to both experts and end users, for five minutes the
functions of the prototype, and the use of the physical controller of the device. After the
explanation experts and end-users were required to achieve the following five tasks
(presented by scenarios): (i) use the controller to visualize the virtual video training;
(i) skip and rewind sections of the video training; (iii) use the control to zoom in the
virtual car and remove a specific bolt; (iv) bring the removed bolt out of the car, and
zoom out; (v) rotate the car and reassembly a bolt in the correct position. Five experts
(2 Male; Age M.: 28.5; SD: 3.4) with at least 3 years of experience in human factors,
interaction and virtual reality were asked to perform the five tasks by using both the
CAVE and the zSpace. The order by which experts experienced the portable or not
portable device was randomly defined. After each interaction session with a device,
each expert filled the evaluation form composed of the ten classic heuristics items [12]
and a four questions cognitive walkthrough [13]. Forty end users (Male: 14; Age M.:
35.89, SD: 13.11) were randomly assigned to experience the prototype by using or the
CAVE or the zSPACE (i.e., 20 subjects per each device). After the interaction par-
ticipants were asked to fill the SUS, composed of 10 items.

2.2 Experts’ Evaluation

Experts identified 10 usability problems of interaction with LARTE tool in the CAVE,
and 7 during the experience with the zSpace. In line with the GP approach, the Return
of Investment model [20, 21] and the Good-Turing model probabilistic model [22, 23]
were used to estimate the upper and the lower percentage of the total usability problems
identified by the experts. Our analysis showed that experts identified from 92 % to
97 % of usability problems in the CAVE, and from 95 % to 98 % of problems in the
zSpace. The relevance of the problems was assessed in terms of experts’ agreement on
the severity by using a scale from 0 to 100 (see Table 1).

Redesign After the Experts Analysis. The outcomes of the experts analysis was used
to develop a list of priorities. In tune with AGILE principles, designers decided to
solve, before the user test, only 10 out of 17 problems, i.e., only the issues estimated to
have over 50 % relevance (see Table 1). The remained issues will be deferred and
aggregated to the end-users’ feedback for the further step of redesign. The redesign of
the LARTE was performed in three weeks. The new version was reviewed by an
external expert to assess the congruity between the outcomes of the experts’ assessment
and the redesign of the application. The new version of the tool, in line with indications
of the experts, included revised features, such as for instance, a new and improved snap
function, and new functions, such as the ‘Undo/reset’ control for the end-users.

2.3 User Test

The overall satisfaction in the use of LARTE tool, measured through SUS, equals
78.88 %. Participants who interacted with LARTE tool in the CAVE were more
satisfied (85 %) than people who interacted with the zSpace (75 %). The t-test analysis
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Table 1. Interactive problems identified by experts in the use of LARTE application
experienced in the CAVE and through the zSpace, and percentage of relevance of the problems.

CAVE - Description/possible solution Rele-

vance

UNDO/REDO/RESET for end users 80%

Develop a menu for end users and GUI functions (Exit, Errors mes- 20%
sages) ’

Easy to be lost reset visualization improved a reset of visualization 20%
Develop the function by which users may swap form Movie/training to 60%

the interactive car
Point and select small components is difficult improve a function that

when a user is close to the target component, the pointer can high- 60%
light/Magnify/indicate the correct action

Develop a way to concurrently remove an object and zoom out/in, and 0%
visual feedbacks which indicate that you are making a correct action ?
Develop a GUI for the trainer 60%
Improve the snap tool and the highlights 60%
buttons in controller are not well organized 40%
Develop a place in which people could leave the disassembled compo- 40%
nents (virtual Basket? Table?) ’
zSpace - Description/possible solution Rele-

vance

Develop a menu for end users and GUI functions (Exit, Errors mes- 60%
sages), and also the UNDO/REDO/RESET ¢
rotation of objects 100%

easy to be lost reset visualization 20%
Zoom function is slow 100%

Develop a way to concurrently remove an object and zoom out/in, and 60%
visual feedbacks which indicate that you are making a correct action) ?
Develop a place in which people could leave the disassembled com- 100%
ponents (virtual Basket? Table?) ’

improve the snap tool functioning 40%

showed that there were no significant differences between the groups of participants
who interacted with the zSpace or in the CAVE in terms of usability of LARTE tool.

The percentage of usability issues discovered by the end-users in the CAVE ranged
from 87 % to 89 %, while in the zSpace end-users discovered from 86 % to 93 % of the
interaction problems.

Figures 2 and 3 showed outcomes of the SUS for the CAVE and zSpace users. As
reported in Fig. 2, LARTE tool in the CAVE is perceived by end-users as a little bit
complex in terms of ease of use (point 2, 35 %) although users have minimal issues in
learning how to use the tool functions (point 10, 32 %). The lack of a wizard on how to
manipulate the interface, and use the controllers brings the end-users to say that they
will need assistance to learn how to use the system (point 4, 57 %).
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Fig. 2. Users’ report about the usability of the CAVE

People who interacted with the zSpace (see Fig. 3) declared that they will need of
assistance to learn how to use the LARTE system (point 4, 54 %), moreover, for these
participants LARTE resulted complex (point 2, 35 %), and awkward (point 8, 33 %).
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Fig. 3. Users’ report about the usability of the zSpace
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Nevertheless, participants experienced only minimal issues in learn how to use the tool
(point 10, 36 %).

3 Discussion

The overall outcomes of the formative assessment of LARTE application showed that
from the end-users’ point of view this application was satisfactory. By using the stan-
dard of SUS outcomes, proposed by Sauro and Lewis [23], LARTE was usable at level
B (75 %) when experienced through the zSpace, and at level A (85 %) when used in the
CAVE. However, there are not significant differences in terms of number of problems
experienced during the interaction with the prototype, nor in terms of satisfaction scores.
Only 10 problems out of 17 are considered severe (or moderate severe) issues by
experts. The remained seven issues were considered small problems that designers may
solve before the first release. These 7 issues were aggregated to the indications coming
from SUS, for instance, the lack of a wizard about the LARTE tool and its main
functions. All the remained issues and the feedbacks of the end users will be used to
define the next version of LARTE application, before the summative evaluation.

4 Conclusion

Usability assessment of 3D interactive tools is a growing topic in the community of
virtual training. The use of standardised tools and reliable approaches and methods of
assessment can deeply enhance the overall user experience of the 3D environments, by
concurrently increasing the effectiveness of the training experienced in virtual world.
This study, by proposing a framework in which AGILE and user centred design
principles are mixed together to simplify the redesign of the tool, showed how classic
approaches of assessment can be applied to serve the scope of gathering reliable and
structured evidences to identify the lacks of a product, and to proceed or discard
specific lines of design. Further usability studies are needed in virtual training fields,
especially today with portable 3D tools, such as zSpace or Oculus Rift, available on the
market. In fact, these portable solutions are opening up the possibility for manufac-
turers to train their operators with alternative devices (and comparative low costs) to
classic CAVE systems.

Acknowledgements. This paper was completed as part of Live Augmented Reality Training
Environments (LARTE) — 101509 project. The authors would like to acknowledge the Tech-
nology Strategy Board for funding the work.
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Abstract. The Convergence Innovation Competition is an annual event
designed to encourage innovation and entrepreneurship among students from
multiple disciplines and experience levels. The competition provides a unique
model for engaging industrial partners to work with students through category
definition, mentoring and judging. In this paper we describe the evolution of the
program over the last eight years, lessons learned and new opportunities for
engaging students in a meaningful learning experience.
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1 Introduction

The Convergence Innovation Competition (CIC) (cic.gatech.edu) is an annual event
produced by the GT-RNOC and the Institute for People and Technology (IPaT). This
unique competition is open to all Georgia Tech students and is run throughout the Fall
and Spring semesters. Each year the categories in the CIC are defined by our industry
partners who provide mentorship, judging, and category specific resources which are
often available exclusively to CIC competitors. While the competition is not tied to any
specific course, competitors are able to take advantage of class partnerships where
lecture and lab content, guest lectures, and projects are aligned with competition cat-
egories. The student competitors are supported by the GT-RNOC research assistants
who provide technical support and shepherd teams through the competition process.
Our primary goal for the CIC is to develop a sustainable model for promoting
student innovation and creativity with a strong foundation in both technical sophisti-
cation and commercial viability. The program is operated by Georgia Tech faculty and
staff, but the funding and other resources for the program come primarily from the
industry partners who sponsor the activities and work closely with the teams each year.
The students are expected to present both a working, end-to-end prototype of their idea
and a business case. The CIC is not a hackfest and it is not a business plan competition,
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but it includes elements of both. The most competitive entries include a strong, vali-
dated user experience and a plan for how to attract and sustain users. The prototype
implementation leverages converged services, media, networks, services, and plat-
forms. The students who participate in the CIC go on to commercialization, other
competitions, as well as internship and job opportunities strengthened by their com-
petition experience.

This paper describes the history, key learnings and experiences of the CIC team.

2 Competitions and Hackathons

Competition are a popular tool for tapping into the talents of large numbers of people to
tackle challenging problems [1]. From grand challenges like the XPrize to simple logo
designs, competitions are everywhere. In the technology arena, the Hackathon has
become an especially popular form of competition.

Hackathons are often touted as opportunities for rapid design and development.
However in our research we have found that, by and large, the design and development
is, at best, of marginal quality and value. The designs are usually reactionary rather
than considered and the code is usually incomplete and often shoddy. And yet, it seems
nearly every weekend there is another hackathon, more and more of them addressing
another social issue. What then is the appeal of the hackathon and what are they, or
what might they be, good for; especially in the domain of social issues or what we call
issue-oriented hackathons?

What hackathons seem to offer is an event for building belonging [2]. First and
foremost the hackathon is a social event, a place and time at which people gather. This
alone has value, particularly within contemporary computing cultures. Work and play
mix together at hackathons in ways that are both enjoyable and problematic: pleasurable
in the play of mingling and tinkering, but questionable as a mode of speculative labor
[3]. More than just belonging to a social event, the hackathon provides the opportunity
for participants to perceive that they are belonging and contributing to a social cause. In
that sense, we might imagine that hackathons are an opportunity to model new forms of
civic engagement [2]. And yet we also need to realize that the ways in which people are
participating in social causes is so structured and limited that it may just as likely present
social conditions in the most naive and reductive of ways [3].

Perhaps the best way to approach hackathons is as prototypes for what a new modes
of participation might be [4]. Rather than expecting working technology from these
events, or even expecting these events to build more robust and engaged communities,
these events becomes testbeds for how we might want to or be able to structure new
forms of technological citizenship. In this process it is important that we attend to both
what works, and even more so, what does not work, what excludes, thwarts, or limits
participation, what reproduces the status quo, rather than questioning it.

In designing the CIC, we have intentionally looked beyond the hackathon for a
more substantive student engagement. The CIC is a longer term activity, it includes
intentional support and mentorship for students, and it gives the students time to iterate
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on their work. From an administrative perspective, the CIC is a sustained, persistent
activity for the organizing team as well as the many faculty members who are engaged
across the campus.

3 CIC History

The CIC began as the IMS Research Competition in 2007 (cic.gatech.edu/2007).
The initial idea was to run a student competition to find out what students could do with
the emerging mobile technology known as the IP Multimedia Subsystem or IMS.
The expression “searching for the killer IMS application” was often used to describe
the endeavor. The first competition was co-sponsored by Cingular Wireless and
Siemens, which later became ATT and Nokia-Siemens Networks. The competition idea
was largely driven by the technology and the significant training and support required
for students to develop applications in this new space. The sponsors made a significant
investment in bringing a full IMS infrastructure to campus and making it available for
students to do their development.

The competition was established in a world before the iPhone and Android and
before anybody had heard of an AppStore. The state of the art development options
were J2ME (Java for Mobile) and Symbian. It was very time consuming and techni-
cally challenging for students to build an application and install it on a real phone. It
was nearly impossible for them to even consider commercially launching their appli-
cation because the main pathway for doing so was a multi-year on-boarding process
with a wireless carrier.

Because of the daunting learning curve for both the technology and the wireless
business, we focused our efforts on removing barriers and reducing the challenges for
students. We created a new course in Mobile Application development that was
designed to teach enough of both the technology and the wireless carrier business that
students could understand the constraints on developing and launching a mobile
application. We also created a companion laboratory course that provided significant
hands-on access and support with approximately one teaching assistant for every
twenty students. Despite this effort and expense, there were still many students who
were never able to get their application running on a physical device.

The first competition had four categories, defined based on the target audience for
the applications. The categories were: Family, Young Adult/Teen, Business User,
Campus Community. In this first year, there were twenty teams who submitted project
proposals of which fifteen ultimately submitted a project. Those 15 teams included 41
students, with most teams being 2 or 3 students. The students were drawn primarily
from technology majors (CS, ECE) with a few business majors.

The second year operated much the same way with mostly similar results (cic.
gatech.edu/2008). The technology continued to be a steep learning curve and the
participation level was about the same. One key change was in the category definitions.
The user-focused categories of the first year proved to be too narrow and did not
resonate with the students. The second year there were two categories simply defined as
Innovation and Contextual Use. (Today we would say those are judging criteria used
across the categories rather than category titles.)



The CIC: Helping Students Create Innovative Products and Experiences 147

By the end of the second year, the mobile applications world was dramatically
changing. The introduction of the iPhone, followed by Android, and the Mobile
AppStores drastically reduced both the technical and the business hurdles for creating
and launching a mobile application. It became clear that the focus on IMS technology
for application development was no longer necessary. It was a time of regrouping for
the GT team and for our industry sponsors. For the third year, the competition was
renamed the Convergence Innovation Competition, as it is still known today. The idea
of convergence was motivated by the convergence of technologies (e.g. wired and
wireless networks), platforms (e.g. mobile phones, tablets, TVs, cars) and users (e.g.
business and personal).

In the ensuing years, the competition has grown into a twice annual event with
more than 300 participants each year. While most entries include some form of a
mobile application, it is no longer a requirement. The participants represent a
broader student mix of majors and backgrounds. The technology hurdles are sig-
nificantly lower and every project includes running prototypes, often already made
available in the AppStore. The highlight of the competition is a live demo event
where students present their projects to each other and to the panel of judges from
across campus and from our industry partners. The industry partners are more
diverse as well including technology, transportation, health care and others. For
2014 and 2015, student teams from Georgia Tech’s Lorraine campus in Metz,
France have also participated with a live demonstration and judging event connected
via videoconference.

The competition categories have changed with the technology trends and the pri-
orities of the different industry partners. For three years, we worked closely with a
major set top box manufacturer on interactive TV technologies and had several teams
developing TV-related applications. Now that “smart TVs” are commonplace in the
market, that area has become less interesting for innovation. Recent years have seen
“the sharing economy” appear as a popular theme with many people applying the
Airbnb model to a steady stream of new application ideas.

Today, the CIC is a successful experiential learning opportunity for students to
engage in real world problem solving while learning application development skills.
The students are challenged to consider multiple points of view as they discover
problems to be solved and possible solutions. They learn the process of ideation and are
required to talk to potential users/customers to understand problems before proposing
solutions or writing any code.

4 Student Teams

The students who participate in the CIC come from a mix of majors and backgrounds.
While the core participation has come from our home department of Computer Science,
we have worked to promote as much diversity in the teams and general lab partici-
pation as possible. We feel that this is a critical part of the learning experience and key
to making the teams and their projects successful. Figure 1 shows one of the tools we
have used to explain the skills mix that is required for a successful team. To promote
this diversity we have explicitly called out these skills and challenged the students to
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find the expertise they need to round out their team. Historically, going all the way back
to the first year, the most successful teams have followed this advice.

The CIC program is open to all current Georgia Tech students from all majors, both
graduate and undergraduate. Historically, the highest participation has been from MS
students from CS or related (HCI, ECE) majors. From discussions with students and
alumni, we have learned that the practical nature of the projects with emphasis on
industry connections has particular appeal to MS students who often have recent work
experience and all of whom are actively looking for a job in the next year. We have put
significant effort into attracting more undergraduate students to the program and for the
last two years have seen almost equal numbers of graduate and undergraduate students
involved.

One positive aspect of the student participation in the CIC has been the significant
representation of female students participating in and succeeding in the program. As a
Computer Science program at an engineering focused school, our programs have tra-
ditionally had extremely low (< 10 %) female enrollments. And while both the Institute
and department numbers have improved in recent years, they are still disappointing.
The CIC on the other hand has been very successful in engaging female students with
more than 40 % representation in recent years and with multiple winning teams that
were more than half female. From our experience, this is also significantly better
representation than most of the hackathons with which we have been involved.

We have worked to build this team diversity over the years through several efforts.
We reached out to faculty in specific areas that have been under-represented (e.g.
design, business) and helped them to identify ways to integrate their regular class
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projects and deliverables with the CIC. In several cases those faculty have reported a
noticeable improvement in the quality of their class projects after including the CIC
demonstrations and judging events as part of their own semester timeline. We also hold
regular tutorial sessions and open house events for the campus community on various
technologies and skillsets (e.g. connected car, Google glass) and advertise the CIC as
part of those events.

Over the years we have observed that the size of the team can be as important as the
makeup. While we occasionally see a winning team with two members and once or
twice a winning team had five or more members, the optimal team size is three or four
people. Generally, a one or two person project does not have enough time to create all
of the deliverables in the timeframe of one semester. With more than four members
there is an increasing likelihood of friction among team members that often causes
more harm than good. Whenever we’ve seen a successful team with more than four
members, the post-mortem interviews tend to reveal that most of the work was done by
a core group of three students.

While most students do not go on to commercialize their CIC entries, most do
report on the benefits they have gained from the experience and how they used the CIC
to help them land a job. The CIC provides students with the specific case experience of
addressing a real problem, creating a real solution and having a tangible result that they
can demonstrate to a would-be employer.

5 Connection to Industry

The CIC is made possible only through the generous support of our industry partners
who sponsor the competition each year through financial, material, and human capital.
The program was started as a unique vehicle for connecting industry with academia
around a new technology. We have worked to evolve the program into a valuable
model that brings value to our partners as well as Georgia Tech and our students.

The original value proposition focused on finding “the killer app” in the ideas
brought forth by the students. That proved to be unrealistic for a number of reasons.
First, the result of the competition is rarely a product that is ready to launch. In the
cases where the participants have gone on to commercial success it has almost always
taken several years, a few pivots, and maybe even a complete restart before getting
there. Secondly, the sponsoring companies are rarely in a position to act on the ideas
themselves and have, at least in a few cases, left the students hanging while the
corporate machine tried to figure out how to move forward. In the meantime, the
students graduate, get a job, and move on. In short, it does not work if the sponsor’s
primary objective is to identify Intellectual Property (IP) that they will acquire from the
students to commercialize.

Today, we work with each industry partner to identify the most important benefits
for them and then work to make those a reality. For many, there is a new technology or
capability that the company has or is considering and wants to encourage people to use.
For others, they are simply interested in taking the pulse of what types of trends are
interesting to students. In many cases, the CIC is an important part of the recruiting
program for future employees.
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For the students, the benefits of the industry participation are one of the primary
advantages of the CIC versus other projects or competitions. The industry input through
class presentations, advising sessions, open houses and judging events provide valuable
perspective to help the students understand the business space and the constraints of
domain they are working in. The students learn to answer important questions like:
Who is your customer? Who is using it? Who pays for it? What are the legal/licensing
challenges? Who is the competition? What happens if you are successful?

The funding provided by the sponsors for the CIC supports the events and prizes
but the bulk of the funding pays for the people involved whose job it is to help the
students succeed. The GT-RNOC employs from ten to twenty student employees who
work to keep the lab open for students, run tutorials, create sample code for new
devices, and generally support the wide range of tools and technologies that are con-
stantly appearing. With the breadth of skills required it does not work to have a few
people who try to become experts on everything. Instead, there are specialists in iOS,
Android, wearables, connected car interfaces, Arduino, etc. And, since presentation and
business understanding are also important, we have staff with graphic design and
communications skills to help students refine their presentations as well. Just as every
student team needs a broad set of skills to succeed, the lab staff needs a broad set of
skills to support them.

We describe the CIC ecosystem in terms of three key components: Partners,
Resources and Innovation. (See Fig. 2) Our partners come industry and from across

e

Fig. 2. CIC Ecosystem
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campus in research and academic units. Many of our partners provide direct
financial support in the form of sponsorship but they also provide access, insight
and guidance to the students. The resources provided for the students to support
their work are extensive and include lab space, classes, workshops, devices and
platforms [5]. And finally, the students are supported throughout the innovation
process by mentors who guide them from ideation through customer discovery and
productization.

6 Discussion and Lessons Learned

Through our experience in developing and producing the CIC we have learned many
lessons about how to work with and motivate students and how to help them be
successful. The CIC has changed greatly and it will no doubt continue to do so as the
technologies change and the motivations and interests of both sponsors and students
evolve. This section highlights some of our most important lessons learned.

6.1 Avoid Intellectual Property (IP)

The single most valuable lesson from the first two years of the competition was in
how to handle IP rights for the student competitors. As part of the first year,
significant cash prizes were given to the winners in exchange for the students
granting “first right to commercialize” to the sponsor. This turned out to be a major
issue for the students and many chose not to participate despite the financial
incentive. One team even stated that they “would not give us their best idea, just
their second best.”

Beginning with the third year, the competition rules clearly establish that the stu-
dents retain all rights to any IP they create as part of the CIC. And every year, several
students will ask specifically about this issue to make sure this is the case before they
will proceed. The reality is that these projects rarely generate true, patentable results.
When they do, we work with the teams to file invention disclosures and prepare for
patent applications. We also coach them on how to present their project and demon-
strate it without disclosing the details of any patentable secrets. We encourage them to
focus on getting something working and getting it in front of real users to get feedback
as early as possible.

6.2 Big Prizes Are not Necessary

Our first competition included a total of $100,000 in cash prize money. The overall
winning team collected $30,000. This made for great advertising and drew some
large crowds to the informational events but it did not attract the right kind of
student. Despite attracting large numbers of students looking for free food, this
approach did not engage the most talented and dedicated people who would ulti-
mately be successful in the competition. Since year three, we never announce the
specific prizes until they are awarded at the judging event. Prizes tend to be less
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than $1000 in value, such as an iPad or XBox. The students we are looking for are
better motivated by the opportunity to show off their ideas and to launch their
project.

The other major issue with large prizes is the legal baggage associated with
competition law. For the first two years the competition operated under strict rules and
the students were bound by a legal contract as part of their participation. This greatly
reduced our agility in responding to challenges during the course of the semester (e.g.
a planned technology was not available in time) and put unnecessary limits on
everything from team size to which students were eligible.

6.3 Video Presentation

The student teams are required to create a two to three minute pitch video describing
their application, the problem solved, key value propositions, use cases, business case,
etc. We started doing this in the mobile applications class to speed up the class
presentations and scale to larger class sizes. We found that the assignment brought
several key benefits for the competition as well. First, it forces the students to rehearse
and refine their presentation. Second, it creates an artifact for future use in showing off
the student’s work. The videos from all of the winning entries for the last several years
are available on the CIC website (cic.gatech.edu). This is valuable both for us and for
our industry partners. The students also benefit from having a portfolio artifact to share
with prospective employers.

6.4 Live Demo and Judging Event

For the first several years the judging was done online from written project reports and
in closed-door presentations. The awards were then given out several days later at a
separate event. The CIC now culminates with a showcase where all participating
finalists set up their posters and demos in a trade-show style event. The students spend
the first hour practicing their pitches with each other and the lab staff. Then, they spend
about two hours demonstrating for the judges who are walking around the room,
scoring each entry and voting on the winners. The winners are announced at the end of
the event.

This event serves several important goals. First, it allows the students to celebrate
their success with their peers and show off their work to each other and the campus
community. Second, it forces the students to practice both their “elevator pitch” for their
idea and their demonstration to make sure that the application really works as planned.
The most successful teams are ready to hand their phone to a judge and allow them to
use the application themselves. And perhaps most importantly, the judging event
provides the industry partners with a phenomenal opportunity to interact with the
students directly, learn about emerging trends, and identify promising talent. For the last
several years, the event has been attended by several representatives from the sponsoring
partners including executives that have noted to us what a unique opportunity it is for
them to interact with the students.
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Abstract. The present work describes the interactive prototype and the pre-
liminary evaluation results of a tool dedicated to the light General Aviation
pilot’s community. The tool’s interface has been developed through an Android
tablet application and aims at supporting the pilots in the task of staying
“well-clear” from the surrounding traffic by presenting them the long-term pre-
diction of the flights. The initial results and the approach of a heuristic evaluation
conducted with five experts coming from the fields of user-experience, aviation
and automotive are discussed along with the improvements in the design of the
user-interface focusing on the trajectory depictions.

Keywords: User-interface design + Heuristic evaluation - Light general
aviation - Trajectory prediction visualization

1 Introduction

Light General Aviation (Light GA) pilots represent a little known category of users
compared to the commercial ones. These pilots fly small aircraft in uncontrolled airspaces
and rely on visual means to navigate and to keep themselves separated from the sur-
rounding traffic. When navigating by visual means, Visual Flight Rules (VFR) are applied
to operate the aircraft. Moreover, pilots flying under VFR conditions and in uncontrolled
airspaces are not bound to submit any flight plan to any sort of authority. By contrast, in
the Commercial Aviation segment, Instrumental Flight Rules (IFR) are applied and flights
are operated in controlled airspaces for which formal flight plans are submitted.
Navigation and separation by visual means, however, have several limitations that
may lower the safety of the flight [1]. Between 2009 and 2013, for example, EASA
reported a number of 30 mid-air collisions for the Light GA segment within the
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European airspaces [2]. As a comparison, in the Commercial Aviation segment,
a number of 4 mid-air collisions have been registered between 2004 and 2013 [2]. Such
data solicit the need for more powerful decision support tools to provide information
and interact with data that can increase the pilot situation awareness (SA). Concerning
the projection component of SA a major issue is in designing tools that can effectively
support pilots in taking a safe decision. In this context they rely on projections built
upon their experience and their knowledge of the traffic they fly in.

The purposes of this paper are (a) to present a prototype tool dedicated to light GA
pilots and developed within the ProGA' project aiming at improving their traffic
awareness and their safety by the provision of long-term predictions of the surrounding
flights, and (b) to show the initial results of the evaluation phase.

The first part of the paper is dedicated to the description of the prototype. After a
general introduction is given, the concept at the base of the algorithm for the long-term
trajectory prediction is briefly outlined. The following sections are devoted to the
user-interface description.

Section 3 defines the method used for the evaluation along with its rationale.
Finally, Sect. 4 shows the results of such approach, while conclusions are drawn in the
last of the work.

Prediction Algorithm Concept. This section presents the concept on which the tra-
jectory prediction algorithm of the ProGA system is based. This algorithm is the main
source of information of the prototype evaluated in this work but it is worth to
underline that its functioning has to be considered out of the scope of the evaluation.

The kinematic state (position, speed, turning rate, etc.) of an aircraft determines the
so-called state-based prediction, which is obtained by plugging the kinematic state into a
dynamical model of the aircraft motion. State-based predictions are reliable over a short
timeframe (less than 30 s) but may prove more and more untrustworthy if casted over an
increasing time interval. This behavior is in fact inherent to all kind of predictions.

The ability of casting reliable long-term predictions (2 to 5 min ahead) is an asset for
ProGA because it is expected to likely increase the situational awareness and safety of
the user. For this reason ProGA introduces intent-based predictions, which determine
the future trajectory of the aircraft exploiting the notion of flight intent, i.e. the sequence
of straight legs that the pilot has planned to fly; see [3] for further details.

Flight intents may be shared by pilots prior to takeoff or may be statistically inferred
from a (local) base of knowledge describing recurring patterns and behaviors common
to GA flights operating in a certain area and under specific conditions. ProGA considers
those two classes of inputs, i.e. shared flight intents and inferred ones, as complementary
to each other. The prediction algorithm works in fact with a subset of flight intents
picked up from the union of the declared intent, if any, and the most statistically
significant recurring paths. The final prediction is carried out by means of Monte Carlo
simulations of the aircraft motion along the intents selected as above. The interested
reader is referred to [3] for further information about the ProGA prediction algorithm.

! Probabilistic 4D Trajectories of Light General Aviation Operations www.proga.nir.nl.
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2 Prototype Description

The present section illustrates the object of evaluation of the present work, namely the
user interface layer of the tablet application developed for supporting the pilot in the
usage of ProGA during the in-flight phase.

The ProGA in-flight interface consists of a tablet application developed using the
Android 5.0 SDK. The application is built around five main components:

— A moving map constantly centered on the own-ship position and oriented towards
the own-ship speed direction;

— The own-ship and the surrounding traffic representations;

— The traffic information label;

— The global functions menu;

— The prediction visualizations.

The tablet application represents the layer for human interaction of a more articulated
prototype, which consists of other two blocks, namely the traffic simulator (in which
the prediction algorithm is also plugged) and the flight simulator for future tests with
real pilots.

Moving Map. The moving map component represents the main view of the applica-
tion. Its purpose is to provide awareness to the pilot about his/her geographic position
and, at the same time, to work as a container of the surrounding traffic representation and
of the predicted trajectories. The map component is provided by the Android SDK and it
uses the Google Maps v2 APIs that allows the drawing of 2D primitives on the map
(functionality that has been used for drawing the predicted trajectories). Figure 6 shows
the main view of the application including the moving map component, the traffic
representation and the global functions menu. The ProGA moving map follows the
behavior of the standard moving maps to which most of the people are by now used to.
As such it responds to the standard gestures such as pinch-to-zoom, pan-to-move etc.

Own-ship and Traffic Representation. All the aircraft in the map are depicted using
a colored arrow with a white border. Since the background behind the arrows is
dependent on the current area -hence the colors are not predictable- the white border
assures a minimum level of contrast also in the situations in which the color of the
arrow is similar to the color of the current background.

The aircraft positions are updated at the same frequency of the map and of the own-ship
ones. Moreover, while the color of the own-ship arrow is constantly black, the traffic
arrows follow a color-coding scheme that depends on two factors, namely (Table 1).

1. The difference of altitude between the own-ship and the specific aircraft;
2. The result of the “Monitor” functionality for that specific aircraft;

Traffic Information Label. While the information about the position of the sur-
rounding traffic is naturally conveyed by the depiction on the map relatively to the
own-ship one, there are a set of other information—namely the aircraft identification
number, and the altitude- in which the pilot may be interested and that is displayed on
demand in order to avoid cluttering on the map view.
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Table 1. Color-coding schema for traffic representation

ABS(own-ship alt — aircraft ABS(own-ship alt — aircraft Dangerous
alt) >= 500 ft. alt) <= 500 ft.

Representation A A

Condition

In order to obtain these information, the pilot has to interact with the traffic arrow by
a simple tap and, in this way, opening the so called Information label which consists of
a floating box placed nearby the selected aircraft. Through the information label, the
pilot can accomplish two goals:

1. Obtaining altitude and identification number about the selected aircraft.
2. Access to the prediction request commands: a set of buttons that allow the pilot to
enquiry the system about the long-term prediction of the selected aircraft.

This double goal is reflected by the two possible modes that the information label is
able to assume. In the compact mode, the label only shows the additional information
of the aircraft i.e. altitude and identification number. In the expanded mode, the label
size is augmented to host the prediction request buttons (Fig. 1).

The identification number of the aircraft (in these cases “NINJA34”) is reported on
the top left of the floating box, while the altitude (2000 feet) is on the top right. Each
time the label is tapped, it switches from the compact mode to the expanded one and
vice versa. The label can also be totally hidden by tapping outside of the box anywhere
on the map view.

As previously mentioned, the information label also hosts the prediction request
buttons. In the worst case, for requesting a prediction, the user needs to tap once on the
target aircraft, then expand the label, and finally select the desired prediction time
horizon. The system offers four possible time horizons for the prediction: from 2 min to
5 min with steps of 1 min. However, when the user selects a time horizon, the system
doesn’t merely ask for that time horizon only. A prediction request of 5 min would
generate a cloud of point far enough to be isolated from the aircraft that generated it.
For this reason, the system splits each request in a set of multiple requests of incre-
mental time horizons until the target one is reached. For example a 4 min prediction
request by the user generates a set of requests for predictions at 1 min, 2 min, 3 min and
finally 4 min in the future. This allows the system to build an actual trajectory (or
corridor) by merging the resulting data.

Prediction Visualizations. Within the developed prototype two main classes of data
coming from the central system can be identified:

e Corridors data: they can be considered as the raw data produced by the system.
When a prediction for a given aircraft (indicated by the pilot) is requested, the
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Fig. 1. Traffic information label expanded mode

prediction algorithm produces a cloud of possible points in which that aircraft is
likely to be in the future;

e Elaborated data: pilots can also enquire the system through the Hotspots tool and
through the Monitor too. This two functionalities still use the same prediction
capabilities but that add a processing stage to the resulting data aiming at finding
more punctual information i.e. the hotpots position and the potential intruders.

The major efforts in the design and development of the visualization have been
mainly directed to the first class of data. Three alternative depictions are implemented
in the prototype. The following subsections explain all the depiction modes and the
rationale behind them.

Note that the design of these depiction had to take into account the limitation of
computing capacity in the mobile device used for the realization of the prototype. In
fact, although the mobile device has been chosen inside a range of current top devices,
the amount of data received and the constant need to update the whole presented
scenario, still require more powerful computation resources. The following subsections
illustrate the three alternative depiction modes designed for the prototype.

Particles Visualization Mode. The particles visualization is an attempt to depict the
prediction results without adding any extra-processing or information layer to it. Each
point inside the cloud coming from the prediction algorithm is considered as a singular
entity —the particle- carrying no other information but its position. Figure 2 presents a
screenshot in which a prediction of 5 min in the future for the aircraft placed on the
right of the map was requested. As previously mentioned, data about 4, 3, 2 and 1 min
in the future is also requested when the system is enquired; considering the full set of
received data, some emergent properties can be deduced from the depiction:

e Continuity: the particles tend to naturally form a corridor if the prediction is sharp
enough for the target aircraft.

e Probability Conveyance: each particle is assigned with a constant size and level of
transparency [4, 5], therefore, the formed corridor tent to be more opaque when
more particles overlap (even partially) at the same location, hypothetically con-
veying a concept of higher-probability for these parts of the corridor.
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Fig. 2. Particles visualization mode

These two properties, however, are not verified in the following circumstance: the
ProGA system defines a set of parameters useful to tune the algorithm behavior. The
number of particles used to cast the predictions is defined by one of these parameters.
A high number of particles are advisable in order to have a good quality of the results.
However, when brought on a mobile device, the number of data points can’t be too
large due to the computational limitations. If the chosen number of particles used to
cast the prediction is too low, the emerging corridor turns into a series of circular
clouds of points breaking the both the described properties.

Heatmap Visualization Mode. The heatmap visualization aims at representing the
natural evolution of the Particles one and it is designed to make explicit the two
emergent properties of continuity and probability conveyance. In this implementation,
the locations with higher probability of being occupied by the target aircraft in the
selected time frame are represented with a shade of red, while as the probability lowers
the hue associated tends to the color green. Hypothetically, heatmap visualizations
should naturally convey the density of the data-points and at the same time provide an
idea of the trajectory evolution when the uncertainty in the result is not high enough to
uniformly spread the points in the different directions. Figure 3 shows a screenshot of a
5 min prediction casted for the aircraft on the right side of the image.

Connected Particles Visualization Mode Finally, the connected particles depiction
aims at overcoming the limitations of the Particle one when used with a limited set of
data points and at the same time is directed to provide a sharper view of the trajectory.
To accomplish these objectives, this design introduces some variants to the Particle
visualization mode (Fig. 4):

e Particles representation is sensibly bigger in order to have overlaps circles even
when fewer particles are presented on the map.

e The particles of each prediction group are connected with the particles of the
previous and the next group. For example, let’s consider a situation in which a
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Fig. 4. Connected particles visualization mode

3 min prediction is requested. This prediction is broken in three sub-predictions of
1, 2 and finally 3 min. At this point, all the particles resulting from the 1-min.
predictions get connected by a line with the respective particle of the 2 min group.

3 Evaluation Approach

In the previous sections, a prototype for the light GA pilots has been described, both
under its functioning and human interaction sides. The present section illustrates the
approach that has been followed in the initial evaluation of the prototype. Being
the prototype on its early maturity level, the choice of the approach has been the one of
the heuristic evaluation with experts [7]. However, since the application context rep-
resents a challenging factor -due to its criticalities and domain complexity-, an accurate
choice of the evaluators was required. In particular the selection criteria was such to
maximize the number of expertise fields within the all set of evaluators. Five experts
were selected for the analysis. The fields of expertise for each evaluator are summa-
rized in the Table 2.
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Table 2. Expertise fields of the selected evaluators

Evaluator ID | Fields of expertise

Evaluator 1 | Automotive, Human Factors, Aviation
Evaluator 2 | Human Factors, Aviation

Evaluator 3 | User-Experience, Aviation Safety, Patient Safety
Evaluator 4 | User-Experience, Usability, Healthcare, Aviation
Evaluator 5 | Usability, Automotive, Aviation

After being introduced to the concepts of the prototype, each evaluator has been
individually asked to inspect the application, explore it and ask questions when needed.
Evaluators were then asked to provide their feedbacks about the prototype. In particular
feedbacks on the usability issues and on the quality of the trajectory prediction visu-
alizations were stressed. In order to justify every found issue, the evaluators were asked
to find possible consequences due to the presence of the identified issue.

The issues were, at this point, aggregated categorized and ranked. Categorization is
based on which of the famous Nielsen’s heuristics [6] they were found to go against.
The ranking of each issue, conversely, followed a two-step process.

(a) The visibility index “V” was calculated, namely, how many evaluators detected
the issue;

(b) The impact index “I”" was decided on a scale between 1 and 3 where the highest
value was associated to the issues directly impacting on the main user’s goal, 2
was assigned to issues indirectly impacting the main goal or impacting secondary
functions; finally, the value of / was assigned to all the other issues.

The final was obtained through the application of the following formula.
r=({Ixn)+V

Where 7 is the number of evaluators. The obtained raking has the property of giving
more importance to the issues with the highest impact, and at the same time generating
a local impact order based on the visibility, ergo the issues with the same impact are
ordered by their visibility value.

4 Results of the Evaluation

The evaluation with the experts highlighted a number of 28 unique issues in the
prototyped user interface. Each evaluator found on average 10 issues (not unique)
during the review of the prototype. Looking at the unique issues, the trend shown in
Fig. 5 was found to be followed in their identification, while the distribution of the
issues among the not-respected Nielsen’s heuristics is presented in Fig. 6.

The trend shows a growing number of overall issues that is likely to reach a plateau
after the fifth expert [7], while the plateau for the important ones is reached in the very
early stages of the evaluation.
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Fig. 5. Discovered issues after each expert evaluation. The upper trend shows the cumulative
number of unique issues reached after the evaluation of each expert. The bottom one, instead,
outlines the cumulative number of those issues considered important taking into account the
original rank scale (r >= 15 on a range from 1 to 20).
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Fig. 6. Distribution of the issues among the Nielsen’s heuristics

In the issues distribution mainly two aspects can be noticed: from one hand, the
found issues mainly targeted the heuristic regarding “Error prevention”, “Consistency
and standards”, “Match between system and real world”, “Visibility of system status”
and “Aesthetic and minimalist design”. From the other hand, when looking at the
portion of the issues considered important by the developed ranking method, a sensible
flattening of some heuristics -that we can now consider as categories for the issues- can
be appreciated. For instance, the “Consistency and standards” heuristic loses out 8

points passing from the total view to the important issues one, while categories like
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“Visibility of system status” and “Recognition rather than recall” do not experience
such a sensible reduction.

Finally, considering output of the experts’ analysis and in particular the most
important issues, a redesign of the prediction visualization was produced and it is here
presented (Fig. 7).

The redesign aims at solving the following identified top-issues:

(1) Intrusiveness of the prediction visualizations, causing cluttering on the screen and
possible confusion with consequent disregard of the main function of the tool;

(2) Lack of the temporal dimension indication on the trajectory: causing difficulties or
the even the impossibility for the user to interpret the output and possibly leading
to mistakes in the decision making process;

(3) Lack of the own-ship prediction: in order to properly understand whether the
surrounding traffic is going to cross the own-ship trajectory, the indication of such
information must be presented for comparison purposes and it is considered a
fundamental support for the main goal of the tool.

The re-design aims at solving these issues by providing a graphical notation of the
time dimension, which is represented in a consistent way both on the intruder pre-
diction and on the own-ship one. Moreover, in order to avoid cluttering, only the
trajectory with highest probability is presented while the alternative ones are displayed
on demand.

5 Conclusions

This work presented the prototype of a tool for GA pilots aiming at supporting the task
of “staying well clear” from the surrounding traffic. In addition, a first heuristic
evaluation was conducted.

From the design and development point of view several challenges had to be
addressed: long-term prediction (from 2 to 6 min) is a difficult task when applied to
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light GA flights. The result of this prediction is of probabilistic nature and carries a high
quantity of uncertainty, which is expected to grow as the look-ahead of the prediction
goes farther. As a consequence, in order to exploit this kind of data we need to design a
visualization framework capable of communicating both the potentially useful infor-
mation for the pilot to make his decisions and its level of uncertainty. The main
components of the user interface have been described in the first part of the work with a
focus on the prediction visualizations and their rationale.

The heuristic evaluation of this interface was conducted following an approach that
contemplated the selection of five evaluators based on their expertise fields and the
analysis of the found issues based on a ranking method that allowed us to inform the
subsequent re-design proposal. Results of this work will be used to better understand
the impact of each design parameter on the overall efficiency and usability of the
interface. Moreover, the design of the interactive display for general aviation will be
further refined. This is one of the first attempts to introduce the visualization of
uncertain data to support the human in the estimation of the projection of events in the
operational environment of general aviation. Except the meteorological data, which are
the uncertainty that the pilots are used to deal with, the evolution of the general aviation
traffic is another component that needs to be introduced in the cockpits HCIs in order to
increase the safety.
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Abstract. Mobile apps are gaining great importance in the world of business
software. Developers’ intentions are to build apps that support a specific piece of
functionality with great user experience, business often needs to cover a large
spectrum of functionality. The results are Mobile software ecosystems (MSE),
which usually consist of a large number of apps supporting a certain type of
business and combine the strengths of multiple service providers. At a first
glance, developing mobile software might look simple. Doing it for business
and at an ecosystem scale makes it extremely challenging in practice. Initiating
an MSE means to come up with an attractive set of apps that provide adequate
openness so that other companies can contribute to them and increase the value
of the ecosystem for customers. This paper describes an approach to build MSEs
in their initial version. This approach is based on software engineering
state-of-the-art practices from requirements engineering, user experience
(UX) engineering, and software architecture. The paper elaborates the specifics
of MSEs and describes how they can be addressed in the approach. The
approach has been applied in a large-scale industrial case study in the agricul-
tural domain in a joint project of John Deere and Fraunhofer IESE. Within that
case study, lessons learned with regard to user experience and software archi-
tecture are derived and described in detail. Practitioners setting up an MSE can
avoid these pitfalls by taking our lessons learned into account.

Keywords: Mobile -+ App ecosystem - Practical experiences
Human-computer-interaction - Software architecture - User experience

1 Introduction

Mobile apps are gaining great importance in the world of business software. Devel-
opers’ intentions are to build apps that support a specific (usually small) piece of
functionality with great user experience, whereas business often needs to cover a large
spectrum of functionality. Thus, there is a trend to provide multiple apps, each of them
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providing a decent amount of functionality. Therefore, companies have to develop and
maintain a large number of business apps which are interconnected and still easy to use,
and which share companies’ look & feel. Furthermore, companies are collaborating
more and more to provide added-value products and services for their users, which
neither of the involved companies could provide on their own. This is directly reflected
in their business software which requires the integration and alignment of their software
offerings and thus their mobile business apps. The results are mobile software eco-
systems (MSE), which usually consist of a large number of apps supporting a certain
type of business and combine the strengths of multiple service providers. “A software
ecosystem consists of the set of software solutions that enable, support and automate
the activities and transactions by the actors in the associated social or business eco-
system and the organizations that provide these solutions.” [1].

At a first glance, developing mobile software might look simple. Doing it for
business and at an ecosystem scale makes it extremely challenging in practice. Initiating
an MSE means to come up with an attractive set of apps that provide adequate openness
so that other companies can contribute to them and increase the value of the ecosystem
for customers. Providing a great and consistent user experience across apps, platforms,
devices, and form factors is really challenging. MSEs do not contain only mobile apps.
For business software, a tight integration with existing IT infrastructure and potentially
new backend software is necessary. Many challenges in MSEs are related to the han-
dling of data: Due to their many sensors and multiple connections (e.g., WLAN,
Bluetooth, NFC), mobile devices provide a lot of data sources and communication
possibilities. Providing always the best possible user experience requires an excellent
understanding of the domain and creative solutions. Sharing large amounts of data can
be challenging, as well as sharing data among apps on the same device (e.g. on i0S), but
sharing data between apps of different providers can be especially challenging as there
might be the need to restrict access on a very fine-grained level.

This is only a small excerpt of aspects that in the end determine the user experience
and the success of a mobile software ecosystem. In this paper, we want to describe our
approach (Sect. 2) and report our lessons learned (Sect. 3) from developing an MSE
that is used as an extended enterprise resource planning system running on iOS as well
as on Android as a native solution. This approach has evolved from many software
engineering best-practices and was refined with the learnings of multiple projects with
industrial customers.

2 Approach and Application in a Case Study

In this section, we describe our development approach for setting up an MSE. Prac-
titioners, which plan to initiate and develop an MSE, should work on the following four
questions:

What is my company’s maturity regarding mobile app development?
What is the mobility potential of my application domain?

What should our customers and users experience?

What is the best technical realization?
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Before starting to develop an MSE we recommend to assess your company’s
maturity regarding mobile app development. Therefore, in Sect. 2.1 we describe typical
maturity stages we experienced in a large number of projects with industrial partners in
various application domains. Our experience shows that it is hard to decide which
business processes or tasks will be supported by mobile apps and even harder which
ones will not be supported. To underline this assessment of the mobility potential of an
application domain we describe our mPOTENTIAL method in Sect. 2.2. As mentioned
before, a great user experience is crucial for mobile business apps. Due to the larger
number of apps within an MSE, each single app will not get the same attention as in a
single app development scenario. To assure the expected user experience we introduce
our mConcAppt method in Sect. 2.3. Each application domain and systems class has its
own architectural drivers that support architectural decisions. Section 2.4 therefore
introduces typical architectural drivers for MSEs.

We have applied and refined our approach in numerous projects with industrial
customers in several application domains. In this paper, we specifically focus on one
MSE which we developed in a large-scale case study of John Deere and Fraunho-
fer IESE. We illustrate aspects and specifics of the approach with examples from this
case study.

Key stakeholders in the agricultural domain are operators of machines and owners
or managers of farms. Additionally, there are contracting companies that offer services
like harvesting to farmers and own a large set of machines and employ further
operators.

Key elements in an agricultural ecosystem are operators that use machines to
conduct certain field or transport operations. Machines are often equipped with
so-called implements that are specific to certain operations, like a harvester implement.
Managers are planning and supervising the agricultural operations and are adequately
assigning machines and operators to certain operations on a specific field. Large farms
own hundreds of fields, machines and employ numerous operators.

While modern agricultural machines are already equipped with proprietary displays
and software, there is a trend towards using standard mobile devices for further sup-
porting applications. Similarly, existing desktop-based planning software is also
accompanied by further mobile solutions for managers. Thus, mobile devices like pads
and phones are gaining more and more importance.

Additionally, smart devices add further value: iBeacons can be used to track the
position of equipment, and wearables like watches and glasses allow further new
interactions for operators.

All mobile apps and devices need connection and integration in order to opti-
mally support the work on a farm. Thus, at least one backend system is necessary in
order to allow data transfer and orchestration. Further other sources of information
can complement an agricultural MSE: existing agricultural software systems might be
included and software services like one providing weather data or map data are
beneficial.
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2.1 Maturity Stages Towards Mobile Software Ecosystems

The typical development stages of an MSE are illustrated in Fig. 1. In stage 1 (first
app), companies usually start with a first app that is individually designed and
delivered in a good quality. The challenges are limited to the construction of the app
user interface and local data storage — usually a company look & feel is applied in a
hands-on way. Often, existing backend interfaces are simply reused for the app without
mobile specific adjustments to demonstrate the feasibility. With respect to stage 1 the
resulting quality is mainly based on applying a sound user centered design technique
that ensures that the individual requirements are met and a good user experience is
provided. Regarding the backend services, the most quality-critical aspect is whether
they can deliver the right data in the right time, otherwise UX is compromised.

In stage 2 (many single apps), companies deal with the existence of many single
apps that are not necessarily connected and usually delivered by different development
groups, business units, suppliers etc. This usually leads to potential inconsistencies
with regard to all software engineering disciplines. Technically, the treatment of
backend services is often uncoordinated and becomes harder with an increasing number
of single apps.

S )
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ER ]

First App Many Single Apps  Connected App
Community

Fig. 1. Mobile software ecosystem development stages

In stage 3 (connected app community), the rising ecosystem gains a lot of
maturity by aligning the apps with a uniform UX concept and introducing consequent
connections among apps, e.g. for navigation and data exchange. Technically, this step
often comes with a consolidation of backend services and their consequent alignment
with the needs of the mobile apps. Mostly, this means that the backend services for
mobile apps are different from those serving for other purposes, like data exchange with
other systems or web interfaces.

In stage 4 (app ecosystem), the state of a mobile software ecosystem is reached. It
goes beyond the app community by involving different organizations contributing to
the app ecosystem for added overall value. It is open towards the extension with further
apps and still has a focus on adequate and consistent UX, which might also mean an
intended differentiation along company boundaries of the contributors. Technically,
this stage requires a well-aligned communication across company boundaries and clear
concepts for data exchange, which strongly increases security demands.
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In the described large-scale case study, we developed an MSE that belongs to stage
4 of the ecosystem scale.

2.2 Mobility Potential Analysis

When developing an MSE the application domain provides very individual and unique
constraints. It is critical to clearly understand these specifics of the application domain
and the companies involved to evaluate the mobility potential.

The described case study takes place in the agricultural domain where we are
facing a scenario with a focus on online/offline capability, large amounts of precise data
due to precision farming techniques and very individual user requirements. Therefore,
we applied a mobility potential analysis (mMPOTENTIAL [2]) that consists of the
following stages:

1. The definition of goals and constraints defines the global goal that the MSE
should fulfill based on the overall company strategy. Another major outcome of this
stage is that the scope and possible cooperation partners are already drafted.

2. Identification of relevant business areas deals with the systematic analysis and the
definition of business areas that are promising from a business perspective. The
result is a prioritization that supports the evolution strategy of the MSE.

3. After that, the most promising business areas are analyzed with respect to the
involved roles and business processes. The goal is to identify possible mobile
touchpoints that could be supported by an app and provide both, business benefit
and user benefit.

4. The mobility potential analysis is concluded with an ideation phase that evolves
the intial app ideas a bit further so that app ideas are basically ready to decide if the
app should be part of the MSE and to determine what kind of app we are going to
build.

Those four steps described above may sound simple but as they deliver valuable
results and we expect MSEs to grow and get more and more complex, we assume that it
is necessary to perform them continuously in order to set a basic strategy and refine this
strategy throughout the development of single apps. We recommend to document the
results of each step at least roughly.

Especially in the agricultural domain, the integration of different legacy farm
management system backends, different kinds of machinery and mobile devices sets the
context. On the one hand, this means a lot of potential for innovation, on the other hand
it puts a lot of constraints on the MSE development.

In the agricultural domain, there are some specific aspects, for example, that
modern machines track data such as sensor information about soil, plant, and machine
conditions with a GPS positioning system and store the data every few seconds. This
huge amount of data can be distributed across several farm management systems and
needs to be accessed on mobile devices in the field.

The MSE has to integrate already existing mobile apps of different categories which
were developed before the MSE. While our MSE focusses mainly on enterprise
resource planning, other apps are closer to the agricultural machines as sources of data.
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Machine-related apps in agricultural business can be distinguished between docu-
mentation apps like the SeedStar Mobile app by John Deere [John Deere, 2014] and
semi-machine-controlling apps. These app types are closely related to the machine and
its data. Hence a CAN to Wi-Fi access point is needed to transmit the machine
information to the app. The communication between the electrical control units
(ECU) and a user interface is based on CAN bus technology. The communication flow
could be realized either directly between user interface devices and CAN bus or via the
backend, which of course has many architectural implications, in particular also on the
achievable UX.

Table 1. MSE product philosophy

Attribute A 3 4 5 Attribute B

1 2
Innovative Classic
Company Experience Native Experience

Playful - Useful
Context Aware Static
Stand-Alone - Integrated
Smart Sluggish
Easy of Learning - Ease of Use

Explaining - Intelligent

2.3 UX-Centered Mobile App Conception Method

When developing the overall UX strategy of an MSE, it is important to follow a holistic
strategy to ensure a high level of consistency across all the different platforms and
devices. Therefore, the starting point of UX foundation in our case study is the definition
of a so called product philosophy (see Table 1). This product philosophy supports the
achievement of a consistent experience as it is used continuously throughout the app
development process with different team and by different stakeholders. The product
philosophy of the case study shows that there is a high emphasis on innovation and
providing a very unique user experience. The product philosophy is mainly used as a
communication tool to substantiate decision making during the development of an MSE.

For the UX conception of single apps within the MSE we followed the mConcAppt
Approach [3]. This user centered approach (see Fig. 2) allows a lightweight conception
of the app performing exactly the steps that are necessary to develop apps of the MSE
and to gain information to coordinate with the architectural specification. In addition to
performing the app conception, decision points and activities are taken into account,
which is shown in Table 2.



Building Mobile Software Ecosystems

Workshop on App
Requirements

End User Interaction Concept
validation Specification

Communication to
other stakeholders

Fig. 2. mConcAppt overview

Table 2. Decision points that influence the UX of an MSE

171

Decision Points:

Target devices;
Linkage to the overall ecosystem product philosophy
Native vs. web

Elaboration of usage of artificial intelligence to support a positive UX

Service based app scoping

Possible reuse of user interface elements

Distribution of functionality between backend and client
Innovation and creativity

Variable vs. static user requirements

User requirements with regard to data usage

Adoption of already existing apps

Usage of ecosystem crowd functionalities

Innovation degree

Usage contexts within the MSE

Consistency

2.4 Architectural Drivers

When designing the architecture of an MSE, we often identify similar architectural
drivers which can be addressed in various ways by taking different architectural
decisions. The best suitable decision very often depends on the characteristics and
context of the respective system. At Fraunhofer IESE, we use the Architecture-centric
Engineering Solutions (ACES) [5] approach to identify the architectural drivers from
all relevant stakeholders and to derive appropriate decisions and views from them. This
approach is in general independent from the type of system under design. However, the
specific knowledge about MSEs is in the comprehension of the architecture-specifics of
this system category. Thus, we outline typical drivers and decisions we regularly

observe in MSEs below.
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Offline Capability: One common and important decision we often encounter is
how to deal with limited or interrupted network connections. While it means definitely
a much better user experience to offer the complete functionality of an app in offline
mode, it has to be considered that adding this feature significantly increases complexity
of synchronizing data between the different components of the app ecosystem. In the
end this often leads to the tradeoff of reduced maintainability and extendibility.
A compromise can be to implement offline support only for specific apps or particular
features of the ecosystem, but finally it depends on the importance of the offline
capability driver which approach should be taken.

Distribution of Functionality: Closely related to this is also the question where to
locate specific functions respectively their implementation in the system. Here again we
have a tradeoff between the limited resources on a mobile device that have to be
handled carefully and the non-disruptive user experience in offline mode. For example,
computing-intensive processes that need significant data from different resources
should clearly reside on the backend, tailored expert systems can be integrated directly
into the apps.

Selection of Synchronization Technologies: A crucial part of an MSE is also a
reliable, performant and easy-to-use synchronization mechanism that takes care of the
distribution of data between backend, apps and other involved components. Software
architects and developers typically have to decide if they want to use a third party
database replication technology or if they want to implement their own solution for this.
While the latter gives the opportunity to perfectly tailor the mechanism to specific needs,
such a task is very complex and costly in terms. On the other hand, even if using existing
solutions results in lower effort at first, it might turn out later that they cannot fulfill the
specific requirements in terms of performance and scalability, which in turn means
significant additional work for adapting the solution or replacing it by another one.

Design of Data Models: Another important decision to take is how to align the
data models on the different components of the system (backend, iOS apps, Android
apps...). On the first glance it may seem obvious that all parts of the system should
work on the same data model. However, since they are based on different technology
stacks this is often very hard to achieve and also has negative impact on the tools and
libraries that can be used as well as the maintainability of a specific app. On the other
hand having separate platform-optimized data models on each component also has
negative impact on the overall maintainability of the system and might lead to issues
because of incompatibilities between the different data models.

Categorization of Data: One crucial question that typically comes up is if all data
should be treated in the same way or if it should be distinguished between several types
of data, especially regarding their change frequency. There is a clear trend that data gets
classified in some way, e.g. master data, that changes seldom, is handled differently
than data related to a concrete transaction. However, there are several approaches that
differ in the number of data classes and the handling of them.

Design of APIs: An additional question that needs consideration is how to organize
the APIs between the different components of the system. Backend and Apps can
communicate via web services based on REST or SOAP, whereby REST is clearly
state-of-the-art nowadays. However, independent of the technology, it is important to
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build the API in a way that it is open and extendable so that new Apps or connections
to other MSEs or third party components can be realized with minimal effort.

There are many more recurring aspects that come up when designing a MSE, but
because of limited space, we cannot describe them in detail here. Among these are
multiple version support, internationalization, push notification concepts and data
validation.

The conceptual architecture of our agricultural MSE case study consists of various
elements. Farmers and their operators are the potential users of the apps. They use
native apps on tablet and phone devices (iOS and Android). The system requires the
availability of a central backend for data management and exchange. The backend
works in a multi-tenancy way to allow efficient operation for all customers with their
apps on the same backend machines. The backend is connected to external data
sources, like for example a weather data provider. More detailed architectural infor-
mation, with a particular focus on data, on this concrete case study can be found in
[Naab et al., 2015].

3 Experiences from Building Mobile Software Ecosystems

3.1 Lessons Learned on User Experience Foundation

The following lessons learned originate from our user interface conception work during
the prototyping of the described MSE. The by far most challenging task was reaching
consistency with regard to UX across the different platforms and devices.

Using Product Philosophy as a Communication Tool. Using the product philosophy
approach was time-consuming and unusual at the beginning, as every involved
stakeholder needs to adopt this method. In the end, it was very beneficial to keep track
of such a baseline that supports decision making on the interface between architecture
and user experience. Many existing conflicts with regard to feature prioritization
realization could be solved based on the specified philosophy. Additionally, every
business stakeholder could identify himself with the philosophy as this communicates
the general MSE vision on a consumable format.

Template-IOriented User Interface Conception. The usage of initial app templates
for user interface conception provided a high consistency across apps of the different
platforms. Reuse of design elements between smartphone and tablet was also sup-
ported. In the start-up period of the MSE, a set of user interface and interaction
templates have been created and continuously maintained throughout the project. This
enabled also a high amount of reusable assets during development. Nevertheless being
able to provide a unique experience by having those — it was very challenging to
balance between following the templates and individual solutions that provide a better
UX within the single app. The following decision points accompanied us throughout
the project: deciding if a template needs to be adopted; deciding in an optimal solution
needs to be adopted based on an existing template; decide if an individual solution is
appropriate; adopt the individual solution to the consistency requirement.
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Artificial Intelligence Provides a High Potential for UX Improvement. By classi-
fying historical user data and the application of learning algorithms in the backend a
MSE can provide positive UX to the end user. In a prototype we managed to realize
intelligent auto completion mechanisms based on intensive data analysis. This resulted
in faster and more efficient task planning of the farmer and provided a great satisfaction
in the end.

Close Alignment Between UX and Architecture Provides Unexpected Benefits.
Performing joint workshops including UX experts and architects to create ideas on how
UX can be improved by the reasonable usage of the data that is provided by the system
provides essential benefits. This joint activity produced valuable features that would not
have been identified by only applying a user-centered design approach. In the case
study, we could foresee many scenarios in which we precautionary saved and analyzed
data and leveraged functionalities that would not have been possible with the initial
specification.

Maintenance and Integration of UX Assets. Especially with larger MSEs it gets
important to think early about maintenance, integration and communication of UX
assets. Changes with respect to the user interface are often expensive if they need to be
done in various app instances. Therefore we recommend to use asset libraries, widgets
and templates from the very beginning and ensure a sound traceability between them.
In our case study we benefit a lot from having mobile developers involved into the
conception phases to overcome those challenges. In addition we used if available the
Ul-builder within the IDE (in our case XCode) for early prototyping to show inter-
activity and reuse created prototypes during implementation. In general, for MSE, UX
design and development need to have a tighter integration than in single app
development.

Integration of Smart Devices. A sound integration of wearables (glasses, watches)
and iBeacons for reasonable use cases provided a huge impact on the UX of the MSE.
However, the challenge is to design the right functionality on the right device, and the
design space becomes even larger when different types of smart devices are accom-
panying the usual mobile devices. In this case, iBeacons could be used to ensure that
the right operator is driving the intended machinery.

Balance Business Goals and User Goals. Comparing to mobile development — MSE
have a rather long development timespan although single apps within the MSE are
realized quickly. We made good experiences with a continuous involvement of various
business stakeholders and continuous user feedback. This has been very promising
during the strategy phase where the scope of mobile support was set. Several inno-
vative use cases have been provided by users and internal stakeholders (e.g., marketing,
product management). Negotiating the given ideas and communicating them back and
forth is a key success factor of the MSE.
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3.2 Lessons Learned on Technical Foundation

The following lessons learned originate from our design and implementation work in
the prototyping of the described app ecosystem. The by far most challenging task was
the design and implementation of data synchronization in order to support offline mode
for the apps of our ecosystem. Thus, our lessons learned mainly origin from this area.
Further lessons learned with a broader focus can be found in [Naab et al., 2015].

There is No One-Size-Fits-All Solution for Data Synchronization. Even though
mobile networks are still massively expanded, there may never be absolute connectivity
for mobile systems. Concurrent modifications of data during offline mode inevitably
lead to anomalies like e.g. lost updates. However, the criticality and the handling of
those anomalies highly differ between different application domains and even between
different use cases, as each use case can have completely different consistency
requirements.

Although there’s a lot of database replication technology around, it is a very hard
task to pick the right one upfront during design phase, as they will always provide you
with a compromise between availability, scalability and consistency. You will have to
choose the one that serves your specific application domain and workloads best.

Designing Data Synchronization Requires Close Collaboration of Software
Architects, UX Engineers and Requirements Engineers. We experienced that
finding a technical solution alone is not enough. The technical solution has to support
the application domain and its most important use cases in an optimal way in order to
provide outstanding user experience. For example, a technical solution might be to use
revision numbers in order to detect conflicting updates performed during offline mode.
Clients would be notified about the conflict and would have to resolve the conflict
somehow later. Nevertheless, as long as there are no good UI concepts for the pre-
sentation and resolving of conflicts this solution might be technically feasible but
would result in bad usability.

Data Synchronization is Costly to Develop. From our experience designing and
implementing sound synchronization is one of the most challenging tasks that software
architects and developers can face. Even experienced engineers regularly fail to think
ahead of all the pitfalls and imponderables. Therefore, software architects, UX engi-
neers and requirements engineers should carefully outweigh the costs for it with the
gain in user experience that brings the support for offline operations.

Keep Clients Simple with Respect to Data Synchronization. Although we do have a
trend towards fat native apps, the latter should be kept simple with respect to data
synchronization. If large parts of the synchronization logic like handling of concur-
rency anomalies, detection and resolution of conflicts is to be implemented by the
clients itself, it will add an enormous amount of complexity to the app code. If multiple
platforms are to be supported one will have to implement and test all or at least parts of
it multiple times. Still in our experience server-side software is easier to implement,
debug, quality-assure, maintain and to roll-out.
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A Great Deal of Data Validation and Security Checks must be Implemented on
the Client. On the other hand, clients must implement a great deal of data validation
and security rule checking. If the app permits the user to write invalid data or update
data he has no permission for, the app will later on not be able to synchronize back the
changes made during offline mode. At the worst, the app becomes unusable due to one
faulty data item that is in the change set. Thus, client-side data validation and security
defects can have an enormously negative impact on the usability of the app. There are a
lot of open questions on how to make the overall system more robust and fault tolerant
with respect to this issue: Is it possible to discard only parts of the faulty change set?
Moreover, if so, how to determine this part of the change set? If data has to be
discarded, how to notify the user about this? This is not trivial, in particular as the user
might have done the update some time ago during offline mode and is already in a
completely different usage context then.

4 Conclusion

The given paper shows our initial approach to the development of an MSE with an
emphasis on the provided UX and architectural decisions. As setting up an MSE is a
very complex activity with many pitfalls, we provide our lessons learned from the
application of our approach in a large scale case study within the agricultural domain.

Lessons learned from UX show that many additional aspects need to be taken into
account besides the user centered conception of a single user interface. In our case study
especially the usage of a product philosophy throughout the development of various apps
for communication purpose derived as a best practice as well as the usage of an approach
for object-oriented user interface conception. This conceptual approach has reduced the
effort for conception and maintenance of apps within the MSE in a significant way.

Lessons learned on the technical foundation show that data synchronization has
been a key success factor in our case study. There are many approaches available on
how to tackle this challenge within MSEs and our lessons learned show that a col-
laboration among the stakeholders of the user interface and the software architecture
overcomes many obstacles. This may sound obvious, but it has also impacts on the
other lessons learned described above such as ‘there is no one fits all solution’ and ‘data
synchronization is costly to develop’ as we recommend to develop a sound synchro-
nization concept from the very beginning.
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Abstract. Cloud computing has enabled businesses to infinitely scale services
based on demand while reducing the total cost of ownership. Software as a
service (SaaS) vendors capitalized on the scalable nature of Infrastructure as a
Service (IaaS) to deploy applications without having the need for heavy upfront
capital investment. This study uses a real case study from a Canadian SaaS
vendor migrating from a single-tenant applications system to a single-tenant
applications (MTA) system. The results of this empirical study show a decrease
of a factor of 3 in setup times and a reduction in number of bugs reported and the
amount of time required to fix these bugs. Despite the fact that migration from a
single-tenant applications system to a multi-tenant system requires some
re-engineering efforts, but the benefits of MTA far outweigh these
re-engineering costs. Furthermore, migrating to MTA enables firms to focus on
their core competences. The empirical results of this study show that in the long
run, MTA can enable SaaS vendors to increase the quality of service, perfor-
mance, service level agreement adherence, re-focus on creating innovative
products, lower operational costs and earn higher profits.

Keywords: Cloud computing - Multi-tenant application + SaaS - IaaS - PaaS -
ANOVA

1 Introduction

Cloud computing has truly revolutionized the IT industry in the last decade. The
internet has evolved from a mere medium of communication to a medium of delivery
for software, middleware platforms and hardware infrastructure. Enterprises no longer
need to own their hardware to host applications, or manage and maintain software on
client computers. The recent advent of cloud computing has made computing into a
utility. Cloud computing has enabled businesses to infinitely scale services based on
demand while reducing the total cost of ownership. Software as a service (SaaS)
vendors capitalized on the scalable nature of Infrastructure as a Service (IaaS) to deploy
applications without having the need for heavy upfront capital investment.

Most SaaS applications such as email and CRM applications are very standard, i.e.
they all perform very similar tasks regardless of the organization using the system.
Some SaaS applications need to be somewhat customized for each client. Initially,
SaaS vendors started running independent application instances for each client
(single-tenant applications). However, when these SaaS vendors started to scale, they
ran into problems maintaining and setting up a separate instance for each client. They
started developing multi-tenant applications (MTA), which can handle multiple tenants
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within the same application. Earlier studies confirmed that an MTA would enable firms
to reduce their operating costs and reduce the number of hours spent doing mainte-
nance. However, there was no concrete industry data to prove these theories.

Online implementation and delivery of software, more commonly known as
Software as a Service (SaaS), has become more popular than ever before. Dubey and
Wagle (2007) claim that SaaS vendors are significantly less profitable than traditional
software vendors [1]. They speculate that this might be due to the lack of scale for
SaaS. For example, WebEXx, one of the largest online meeting and collaboration SaaS,
has a profit margin that is almost double the SaaS industry average [1].One strategy to
increase scale is to adopt a multi-tenant architecture for SaaS. In addition, multi-tenant
systems are often set up in a single database to reduce the total cost of ownership [2].

Just like any other business, SaaS providers need to focus on their core compe-
tencies and continually innovate in order to be competitive in their industries. These
firms have a finite set of resources and these resources need to be properly managed to
maximize dynamic capabilities. In a multi-tenant environment, the software service
provider runs a single instance of the application that is configured for each client
(tenant). It typically runs on a single database and shares hardware resources. The goal
of this research will be to demonstrate that multi-tenant setups can enable firms to focus
more on their core competencies and not spend most of their resources on imple-
mentations. By focusing on their core competencies, SaaS vendors can continue to
innovate and offer better products that are able to return more profit. The aim of this
empirical study was to analyze the extent to which multi-tenant systems can be
effective in delivering software services on-demand to various clients. To this end, we
investigated two issues: a) does the setup of the multi-tenant system require less time to
implement than the single-tenant system and b) is a multi-tenant setup more robust and
does it require less maintenance time?

GrantStream Inc. a SaaS vendor in Canada made a strategic decision last year to
move away from custom single-tenant applications towards a multi-tenant application
(MTA) with a single instance of the application running on a shared database and
hardware setup. Data was collected from 9 setups in legacy single-tenant applications,
9 new setups in MTA and 9 migration setups in MTA.

This case study will enable us to use real industry data to validate our research
questions. The benefits and challenges of migrating to an MTA have been discussed by
many researchers. However, none explored the tangible or monetary benefits of this
migration. Momm and Krebbs were the first to suggest a simple cost model to evaluate
MTA migration for a SaaS vendor [4]. These research findings needed to be validated
using real-world data, and this case-study will enable us to validate claims made by
other researchers.

2 Cloud Computing Multi-tenant Architecture

An evolution in Internet technology, cloud computing is an advancement providing
users with the means to access a wide range of computing power, software and plat-
form as a service, as well infrastructure anytime, anywhere [5]. Cloud computing
enables on-demand network access to a shared pool of configurable computing
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resources, including servers, storage applications and services. Cloud computing ser-
vices encompass the following three main layers: the hardware infrastructure (IaaS),
middleware services (PaaS) and application services (SaaS). Cloud computing capa-
bilities have enabled businesses to offer services that seem to be infinitely scalable and
elastic. Subscribers of cloud services can keep their upfront costs low by adjusting their
level of service based on demand. It allows companies to start small and increase
incrementally with demand. Cloud computing has made IT resources into a utility that
is enabling businesses to enter the markets without the need for heavy initial capital
investment [6].

SaaS is a web-based software application associated with business software
applications deployed and operated as a hosted service [7]. These applications typically
run in the browser of a client (tenant) and can be accessed from anywhere. SaaS
applications can range from a simple web mail application to a more complex CRM
application [8]. They explain that SaaS vendors started allocating multiple clients on
the same application to increase efficiency and reduce Total Cost of Ownership (TCO).
They define multi-tenancy as: “an approach to share an application instance between
multiple tenants by every tenant a dedicated ‘share’ of the instance, which is isolated
from other shares with regard to performance and data privacy” [10:2]. SaaS providers
are usually required to adhere to certain standards set out in their service level
agreement (SLA). To be successful, providers need to ensure that the services are
scalable on-demand, comply with SLA terms, enable customers to achieve low TCO
and have low incremental costs [4]. They mention that for current SaaS providers
enabling multi-tenancy is the next big evolution step; it can help them achieve a lower
TCO by reducing setup and maintenance costs [4]. Bezemer and Zaidman write that
multi-tenancy architecture enables service providers to reach economies of scale by
sharing the same instance of the application and database. The application can be
configured for each tenant, and it may appear as a custom solution to the client. In
addition, multi-tenancy can enable SaaS providers to increase hardware utilization and
reduce costs [9].

Multi-tenant setups can have various configurations. Pervez, Lee and Lee catego-
rize SaaS into four maturity levels. The first level is “custom/ad hoc”, where the SaaS
application is fully customized or built for a specific client [10]. At the second level,
“Configurable”, the application is configured for a specific client, and an independent
instance of the application is used for each tenant. At the third level, “Configurable &
multi-tenant efficient”, a single instance of the application is used by multiple clients
and it is somewhat configured for each tenant. At the fourth level, “Scalable, Con-
figurable, multi-tenant-efficient”, a single instance of the application is used as in the
third level, but the services are fully configurable to handle a specific business work-
flow. In this last level, services are also fully scalable and the focus is to meet or exceed
all requirements mentioned in the SLA [10].
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3 The Key Characteristics of a Multi-tenant Platform

3.1 Sharing Hardware Resources

Sharing hardware resources among multiple tenants reduces costs for the SaaS pro-
vider. Bezemer and Zaidman mention that even though server efficiency can be
improved in single-tenant setups through virtualization, it imposes however, a high
memory requirement for each virtual setup [11].

They explain about the different types of hardware, software combinations for a
multi-tenant setup:

1. Single instance of application shared among tenants each with a separate database

2. Single instance of application with shared database, but separate Tables

3. Single instance of application with shared database and shared tables (pure
multi-tenancy)

Requires High Degree of Configurability. Unlike single-tenant SaaS, multi-tenant
setups cannot be completely customized since they are shared among different tenants.
Therefore, it is absolutely necessary for multi-tenant software to be highly configurable.
It needs to accommodate each client’s settings, workflows among other [9]. They explain
that in a typical single-tenant setup, updates are usually made by creating branches in the
development tree, but this does not work in multi-tenant setups and configuration needs
to be part of the product design itself. Other researchers propose building a workflow
engine on top of a multi-tenant application instance [12]. SaaS like Email and CRM has
the same workflow irrespective of which company is using the service. The service is
standard across the board. However, for most SaaS, the workflow changes from client to
client (tenant). As mentioned earlier, a key challenge in a multi-tenant environment was
to provide a configurable setup for each tenant. Pathirage et al. propose a configurable
“Workflow as a Service” (WFaaS) that will be added onto the existing multi-tenant SaaS
and will allow the application to be configured for each tenant [13].

Easier Deployments. In multi-tenant setups deployments and updates can be pushed
out easily as there is ideally only one instance of the program running. In some cases, a
provider might have multiple instance of the application running, but it will almost
always be lower than any single-tenant setups [11] Short setup times are a key
requirement for SaaS clients. They expect SaaS vendors to be able to set them up in days
instead of weeks or months [4]. SaaS vendors are required to agree to a Service Level
Agreement which stipulates the expected setup times. If the SaaS provider cannot meet
these tight deadlines, they might lose potential clients. Therefore, if multi-tenant setups
can enable SaaS vendors to reduce setup time, it can lead to a competitive advantage.

3.2 Challenges of a Multi-tenant Platform

Multi-tenant setups face some challenges that are more complex than similar challenges
faced in single-tenant setups. Multi-tenant setups share hardware infrastructures, dat-
abases, middleware, and the application itself. When issues arise, they cannot be
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contained within a certain client; they affect all clients. Bezemer and Zaidman write that
the main concerns in multi-tenant setups are performance, scalability, security,
downtime and maintenance. Before making the migration from a single-tenant setup to
a multi-tenant setup, SaaS providers need to fully understand these complexities [11].

3.3 Cost of Migration from Single-tenant to Multi-tenant

The cost of migrating from a single-tenant to a multi-tenant setup can vary depending
on the complexity of the software and its underlying architecture. Momm and Krebs
developed a cost model that includes two major components: Initial reengineering
costs and Continuous operating costs. They explain that any savings in operating costs
will amortize the initial reengineering costs over a certain period of time, the break
even period. Continuous operating costs can be calculated by evaluating fixed costs of
infrastructure, middleware, maintenance, etc. They argue that introducing an additional
shared resource or component in the stack saves Operating costs of (n-1) times the base
costs for the shared resource [4].

Momm and Krebbs propose a simple cost model to evaluate migration to a
multi-tenant architecture [4].

Months to break-even = Initial re-engineering costs / Savings in operating costs.

4 Research Approach and Theoretical Framework

Most research in this field of using single-tenant vs. multi-tenant SaaS setups is still
very theoretical. There is a body of research that suggests a multi-tenant setup might be
better for a large number of clients, but it does come with its own set of challenges [12].
However, none of these studies have looked at the existing SaaS industry to see how
they have handled these challenges. Migrating from a single-tenant to multi-tenant
setup will always require some re-engineering work as mentioned earlier, but the
benefits of migration can outweigh the costs.

This research will enable SaaS vendors to decide which type of architecture better
suits their strategies. Earlier studies have suggested that multi-tenant setups enable
SaaS vendors to quickly set up and maintain new tenants.

GrantStream Inc. is a Canadian SaaS vendor specialized in grant management
software. The company was founded in 2001 and is one of the earliest providers of
SaaS in the grant management software industry. The company focuses mainly on
providing services to small and medium size enterprises (SMEs). Tehrani and Shirazi
argue that despite the fact that adopting new technologies helps SMEs gain a com-
petitive advantage, it usually involves high costs. Cloud computing, as a new com-
puting paradigm, offers many advantages to companies, especially smaller ones.
Flexibility, scalability, and reduced cost are among many advantages that cloud
computing offers to SMEs [14].

Before the migration to the multi-tenant setup, GrantStream was one of the few
providers who provided custom SaaS applications in the grant management industry.
The company felt that their ability to customize their application would give them
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competitive sustainability. However, the management discovered that as they spent
more and more time on client setups, their core product did not receive the updates and
innovations it required to differentiate it from the competition. They discovered that
their product was falling behind, and to remain competitive they would need to redirect
their resources towards product development rather than tenant setups.

Looking at the impact of this change in strategy within this organization will help
us confirm the different theories that have been presented by earlier papers. Data from
this case study might not be representative of the population, but can confirm some of
the theories presented by other researchers. We will do a quantitative data analysis on
tenant setup times for:

1. Single-tenant setup
2. Migrate legacy client to multi-tenant
3. New setup in multi-tenant platform

The number of hours spent are recorded by the firm and are presented during the
post-project review. In addition, we will also explore the number of reported bugs in
the last 12 months for that specific tenant and how many hours were spent fixing these
bugs. The data analysis will help us understand how the migration from single-tenant to
multi-tenant architecture affected the setup times and bug resolution time. As men-
tioned earlier, these are key factors in SaaS vendors’ SLA terms.

4.1 Single-tenant Setup at GrantStream

As shown in Fig. 1, GrantStream’s legacy setup (single-tenant) used a shared database
and tables, and ran on a shared hardware setup, as well. By sharing resources,
GrantStream could keep its costs fairly low since the company was founded in the early
2000 s. However, having multiple instances of the application running for each tenant
made maintenance very hard. In addition, since setting up a new tenant included a
custom setup, it was very time-consuming and cumbersome.

4.2 Multi-tenant Setup at GrantStream

GrantStream’s multi-tenant architecture uses a single instance of the application, with
an underlying shared database and tables, which runs on a shared infrastructure
(see Fig. 2). GrantStream uses an laaS service provider data center to host its SaaS
system. By subscribing to this provider GrantStream can minimize costs and increase
scalability without adding to operating costs. GrantStream’s application needed to be
re-engineered to enable it to handle multiple tenant configurations. GrantStream Inc.’s
multi-tenant application has reached level 3 of the SaaS maturity model as mentioned
earlier [10].
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Fig. 1. Single-tenant setup at GrantStream Inc
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Fig. 2. Multi-tenant setup at GrantStream Inc

4.3 The Research Methodology

Data was collected for 27 client setups during the post-project reviews, and through the
logged service tickets. As shown in Table 1 below, we collected number of hours to set
up a tenant from post-project reviews (variable HourToSetup). We also looked at
logged tickets in the last 12 months for each tenant (variable BugTickets) and the
amount of time required to fix each bug (variable HoursFixBug).

Of these 27 setups, 9 were during the single-tenant phase (legacy), 9 were new
setups using the multi-tenant application, and 9 were client migrations from the
single-tenant to multi-tenant platform (as shown in the column, TypeOfSetup in
Table 1). Setup times and hours spent on bug fixes are recorded by GrantStream during
a new client implementation project. They shared the data with us for this research, but
to protect the confidentiality of the clients, the names of the company’s clients were not
disclosed. This does not affect the results of the study.
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Table 1. Data collected from GrantStream Inc.

Client name | TypeOfSetup | HourToSetup | BugTickets | HoursFixBug
BPE 1 98.58 0 0
CAN 1 79.38 1 1.5
GSC 1 117 4 2.36
SHL 1 102.7 2 1.76
MAL 1 27.65 1 0
SHU 1 77.38 0 0
STA 1 67.92 2 0
TAL 1 59 2 0.42
SLF 1 51.08 5 3.61
SH 2 57 2 1.42
AFF 2 41.72 4 0.8
ALL 2 211 4 6.5
AME 2 269 4 39
CPC 2 18 3 5.75
GE 2 37 1 0.33
LDC 2 63.57 4 1.2
PMV 2 128.68 0 0
SHW 2 125.77 2 3.16
MSC 3 240.6 12 20.8
BNC 3 467.45 2 2.25
PHR 3 347.83 1 1.6
UFA 3 110 0 0
IOXM 3 113 3 0.7
IOXMR 3 178 3 1.9
ENB 3 268 2 4.5
VLE 3 195 4 3.6
HDE 3 164.65 5 9.5

Type of setup: 1 = Migration to multi-tenant, 2 = New setup in multi-tenant, 3 = New setup in
single-tenant

5 Results

We completed a statistical data analysis with the data provided by GrantStream Inc. As
presented earlier, researchers like [4, 11] wrote about the many benefits of migrating
from the single-tenant architecture to a multi-tenant structure. However, these findings
were never confirmed using empirical data. This research will try to answer two
hypotheses previously mentioned: Multi-tenant clients need less time to setup and
Multi-tenant setups require less time to maintain. To test these hypotheses, we collected
data from 27 setups. Data was collected from 9 setups when the company was using a
single-tenant setup. After the migration, we collected data from 9 new setups in a
multi-tenant environment and 9 migration setups in the new platform.
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Hypothesis 1: Multi-tenant Setups Require Less Time to Implement Than Single
Tenant. GrantStream Inc. spent on an average almost 232 h implementing a new
tenant in the single-tenant architecture of their application. After they migrated to a
multi-tenant architecture, setup times dropped significantly. For new setups, they
started spending close to 106 h, and for migrating old clients they spent around 76 h.
However, both new setups in the legacy and multi-tenant environments have high
standard deviations of 116 and 86, respectively. Compared to new setups, migration
setups have a lower standard deviation of 28. New setups typically always have
unknown customizations and idiosyncrasies which can cause the setup times to fluc-
tuate more. For migration setups, the client and their setup are already known to the
company and setup times are more consistent. As shown in Table 3 below, a one-way
ANOVA was performed on the dataset with the TypeOfSetup as the independent
variable. We have discovered that the HourToSetup has a high F of 8.5. HourToSetup
has a high variance between groups and low variance within the group, which means
that the HourToSetup is highly correlated with the independent variable, TypeOfSetup.
Therefore, we can conclude that by migrating from a single-tenant to a multi-tenant
architecture did reduce the number of hours required to setup a client.

As indicated in Tables 2 and 3 below, the cloud clients who migrated to a
multi-tenant system experience the highest possible system performance and efficiency
as measured by the number of hours spent on bugs to be fixed annually. In fact, this
performance, as shown in the table, is more than 4 times higher than that for a
single-tenant setup. Another important finding is that setting up a new multi-tenant
system is more than 1.9 times more efficient than a single-tenant structure. The findings
indicate that the cloud multi-tenant system is more efficient than the traditional
single-tenant setup formats. When GrantStream Inc. was using a single-tenant appli-
cation, the system needed to be customized for each client. The company could not
capitalize on its learning from previous setups. After migrating to a multi-tenant
architecture, there was no need to create a new custom application for each tenant. New
setups were more efficient in handling different workflows of different clients. Imple-
mentation became standardized, and as a result, setup times dropped significantly.

Hypothesis 2: Multi-tenant Application Requires Less Maintenance Time. As
shown in Table 2, we collected data from 27 tenants during the last 12 months to
compare the number of bugs reported and the amount of time spent fixing these bugs.
As previously mentioned, out of the 27 tenants, 9 are in the legacy single-tenant
application, 9 were new tenants in the multi-tenant system and 9 were migrated from
the single-tenant to the multi-tenant system as depicted in Table 3. Table 3 indicates
also that tenants migrated to multi-tenant system had the lowest number of bugs
reported with an average of 1.9 for the year. As for the two other groups, new setups in
the multi-tenant system had an average of 2.7 per year and clients in the legacy
platform averaged about 3.6 per year. However, for all three groups the variance ranged
from 1.5 to 3.7 (shown in Table 2), which means that the number of bugs reported
varied significantly from client to client and there was no significant difference between
the tenants in one group compared to another. In addition, ANOVA with SetupTypes
set as the independent variable indicated that the number of BugsReported had an F of
1.080 (see Table 3), which means that the number of bugs reported is not correlated
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with the type of architecture being used by the SaaS vendor. However, when we
analyzed the amount of time it took to fix these bugs, FixBugHours, the results were
significantly different. Only 1 to 2.5 h per client were spent in the group where the
multi-tenant setup was used. In the legacy group, the company was spending close to
5 h per tenant per year to fix bugs reported. FixBugHours had F of 2.085 when
analyzed with SetupType as the independent variable. This reduction in the number of
hours spent fixing bugs can be attributed to the standard setup of a multi-tenant
application instance. Bug fixes are rolled out universally and any fix is applied for all
clients simultaneously. Whereas in the past each application for a client needed to be
fixed individually, in multi-tenancy fixes are rolled out once and apply to all tenants.
Therefore, by migrating from single-tenant architecture to a multi-tenant one, the
company is saving almost 2.5 to 4 h per client per year. If a SaaS vendor has 100
clients, they would be saving almost 250 to 400 h from their operating expenses.

Table 2. Statistical Report

HoursFiBug

SetupType HourToSetup | BugTickets s
1 Mean 75.6322 189 1.0722
N 9 9 9
Std. Deviation 27.90357 1.691 1.31238
2 Mean 105.7489 267 25622
N 9 9 9
Std. Deviation 86.12265 1.500 2.38821
3 Mean 231.6144 356 4.9833
N 9 9 9
Std. Deviation 116.23679 3.504 6.56049
Total  Mean 137.6652 270 28726
N 27 27 27
Std. Deviation 106.85945 2415 4.26913

Table 3. Analysis of variance (ANOVA)

Sum of
Squares df Mean Square F Sig.
HourToSetup  Between Groups 123238.816 2 61619.408 8516 002
Within Groups 173653.700 24 7235571
Total 296892.516 26
BugTickets Between Groups 12519 2 6.259 1.080 .356
Within Groups 139.111 24 5.796
Total 151.630 26
HoursFixBugs  Between Groups 70.136 2 35.068 2.085 146
Within Groups 403.727 24 16.822
Total 473.863 26
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5.1 Cost Model of Migrating to a MTA

As mentioned earlier, Momm and Krebbs proposed a simple cost model to evaluate
migration to a multi-tenant architecture [4].
Months to break-even = Initial re-engineering costs/Savings in operating costs
Using the data provided above we can estimate the number of months required for a
SaaS vendor to break even given these assumptions:

— Re-engineering efforts for the application cost the company $100,000
The vendor has approximately 100 tenants

The vendor completes 1 new tenant setup every month

Internal development and setup cost the company $100/hour

Cost savings in doing one setup = 232 h — 76 h * $100 = $15,600

Cost savings from bug tickets = [(5 h * 100) — (3.25 h * 100 clients)]*
$100 = $17,500/year

Months to break even = $100,000/[($15,600) + ($17,500/12) = 5.86 months

As shown above, a SaaS vendor can migrate to a MTA and break even fairly
quickly. After the break-even period, the company will continue benefiting from costs
savings. Instead of allocating much of its resources developing and maintaining cus-
tomized applications, vendors can now redirect their resources towards their core
competencies and focus more on developing a technological lead that will enable them
to sustain a competitive advantage. As mentioned earlier, Wernerfelt recommends that
firms engage their employees in stimulating jobs that create more value for the firm’s
products [3]. Therefore, by migrating to a multi-tenant application, SaaS vendors are
not only saving on operating costs, they also have the opportunity to free up resources
that can be focused on creating more innovative products and helping the firm earn
higher returns.

6 Limitations and Conclusions

The software industry is constantly changing. Software vendors might find a better way
to deliver their SaaS that can handle the simplicity of implementing a multi-tenant
setup while maintaining the customization of single-tenant setup. The goal of this study
was to investigate claims made in previous research through empirical data. This does
not mean that the findings will be universal.

The data collected in this research might not be representative of the population.
There have been other studies that made certain claims about multi-tenant setups, but
they were never proven with empirical data. This research has tried to investigate some
of those claims through data collected from a real organization. This organization has
been running a single-tenant application for almost 10 years, but recently changed
strategies and developed a multi-tenant application. The findings of this research might
not apply to all SaaS providers. As with all technological innovations, the software
industry is always changing.

In conclusion, cloud computing has truly revolutionized the IT industry. The
software industry dreamed of commoditizing computing for a long time, but it did not
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become a reality until the last decade. The internet has enabled firms to deliver soft-
ware, middleware platforms and hardware infrastructure. Enterprises no longer need to
own their hardware to host applications, or manage and maintain software on client
computers. Cloud computing has enabled businesses to infinitely scale services based
on demand while reducing the total cost of ownership. SaaS vendors capitalized on the
scalable nature of IaaS to deploy applications without having the need for heavy
upfront capital investment.
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Abstract. For every kind of service, reduction of waiting time appears to be
critical. Particularly, the occurrence of waiting time in a clinical environment
gives patients negative impression of the clinic (or hospital). By observing the
present state of hospital waiting time we suggest ‘On Time’, a mobile appli-
cation design for when waiting time occurs. ‘On Time’ mobile application is
efficient, personalized and patient centered hospital service that satisfies the
patients by both using existing monitor service and big data.

Keywords: IT - Hospital service - Big data -+ Mobile application

1 Introduction

There are numerous studies that found out that waiting time is one of the primary
determinants of patient satisfaction [3], [6]. Eilers (2010) have also pointed out that the
speed of service is one of the major criteria to judge in medical quality care. To improve
quality care, Plesk (2002) suggests a model and worksheet of ‘moments of truth’ to
understand the level of the service. A study [5] showed that the satisfaction of patients in
walk-in clinics, family practices and emergency departments also differ when it comes to
waiting times. Although the aspects of satisfaction in the emergency department may be
different to other [1], we researched the general medical services of a territory hospital.
We selected two outpatient clinics in a tertiary hospital to collect information on actual
waiting times and the method to inform patients. The patients in hospital outpatient
clinic have limited information to predict waiting times although a computer monitoring
system displays an ordered list of patients. In situations where patients should take
multiple examinations and treatments, it makes difficult for patients to predict their
waiting time. Based on the information, we developed a service system that can effi-
ciently and personally provide hospital service to the patients using IT technology.

2 Related Work

Many studies show that hospitals are trying to increase patients’ satisfaction related to
waiting time. A relaxing and comfortable waiting environment such as, soothing col-
ors, natural lighting and table lamps, can make patients think they have waited for a
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short amount of time [4]. The study performed by Eilers (2010) showed the dissatis-
faction of patients’ related to the waiting time, which was solved by an increase of
same-day appointments. In our study, we focused on using data of patients in the
hospital database [9] and the existing monitor service in the waiting room area. Using
information technology (IT) can bring new efficient services in the hospital environ-
ment. By using healthcare IT can allow patients’, give them a choice of their own in the
healthcare environment [2]. The purpose of this study is to extract the actual problems
that happen in the waiting environment and help patients to choose what to do with the
given waiting time.

3 Patients in Clinic Environment

To understand the real situation, we observed the waiting environment, interviewing 10
patients and 3 hospital faculty members. Various problems were observed in the
waiting environment such as, uncomfortable waiting room, a large number of patients
and broken monitors. The only functioning only consists of simple information, such as
the patients’ names.

Fig. 1. Patients waiting in clinic environment

Most of the patients wait in front of the clinic area where they can hear the nurse.
Through the interview, the reason they stayed close to the clinic area was to not miss
there turn for treatment. The patients keep asking questions to the medical staff, making
hard for them to concentrate on work. Because of these problems, the hospital provided
various attractions, offering beverages and announcing the patients. However they
turned out to be inefficient, increasing the necessity of system that reduces the waiting
time (Figs. 1, 2 and 4).
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Although the waiting area is uncom-

fortable | have to stay there in order
to hear the nurse call my name.

Patient
It is hard to be nice to patients when
the patients constently ask the same
questions( about the remaining
waiting time). Itis hard to get my
work done.

Nurse

Fig. 2. Problem when waiting

4 Service System

4.1 Suitability of Smartphone

According to 2013 data, South Korea has the highest smartphone penetration rate.
Because smartphone is the most typical IT technology we will only use this smartphone
throughout this paper. To prove the high usability of smartphone in various age groups
in South Korea, the graph in Fig. 3 proves that there are increasing rate of smartphone
users in all age groups.

B e 2012

Bl e 2013

10 20 30 40 50 60

Fig. 3. Smartphone usage rate depending on age range (Source: KT economy and business
research center customer data).
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4.2 Application and Service Overview

‘On Time’ is proposed mobile application provides information that is related to
healthcare and hospital. The primary function of this service is to notify the patients’
waiting time in real-time, and this big data would allow patients to be more accessible
on informing. Below is how to use the mobile application.

1. A patient downloads the ‘On Time’ medical service application and goes to the
clinic.

2. When the patient registers at the relevant outpatient clinic for treatment, the nurse
will send patient’s information to the application database. By doing this would
allow patient to check the remaining time regardless of their location.

3. When the nurse enters the patient’s information, it would be shown on both
application and the clinic monitor. The monitor only presents the last names and
their total waiting for the patients’.

0 O

The moniter
displays the list of

waiting patients
in front of the office
Sends, information

—_
By using big data all of the information
can be saved and accessible
1—

The nurse/doctor puts in the Build a new database.
patients information

Download the application,
and make a personal ID

[

4

Fig. 4. Hospital service system

Patients who have chronic disease should take multiple examinations and treat-
ments before getting medical examination from a doctor. However, they frequently
are not noticed to take those steps before they consult with the doctor, increasing their
time to wait in the waiting room. ‘On Time’ will eliminate this inconvenience by
informing through the smartphone. The patients frequently forget to ask the questions
to the doctors while they are consulting. ‘On Time’ would also have a category for
these patients, sending specific questions that they would like to ask while they are
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waiting, making consulting time to be more valuable. My Waiting Time, Step by
Step, Medical Examination Consult, and Self Examination are the main categories

(Table 1).

Medical Examination Consult

Self Examination

Table 1. On time application main functions

Exposed on the main page of application. Shows the remaining waiting time individually.
The time can change flexibly, adjusting to the various situations that can occur in the hospital.

A menu for patients who need extra examinations. Inform the multiple examinations and
treatments the patient needs step by step before getting medical examination from a doctor.

Before getting a medical examination it is possible to enter in questions that can be ar d
by the doctor. It also can be used afterwards to ask additional questions that can be forgotten.
Dissatisfaction of long waiting and short medical treatment with the doctor can be reduced.

Helps keep track of the users health daily.The application can measure data such as users
bio rhythm, blood pressure and the number of steps walked.

4.3 Information Architecture

‘On Time’ application uses a newly built database connected to the existing hospital
information system. By using a connected database it is possible to send information to
the existing clinic monitor and individual patients. Figure 5 below shows the detailed
architecture of the application.

4.4 Graphical User Interface (GUI)

Figure 6 shows easily accessible designated GUI of the main function. The most
important function of the application’My Waiting Time’ is located on the top center
of the main screen. The time changes flexibly, adjusting to the various situations that
can occur in the hospital. Other functions such as ‘Step by Step’, ‘Medical Exami-
nation Consult’ and ‘Self Examination’ are also located on the main screen of the

application.
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Fig. 6. On time application GUI

5 Conclusion

This research outlined the actual problem that patients encounter, and suggests a
solution by applying ‘On Time’ service. We expect that this service would increase the
patient’s satisfaction by allowing them to use their time efficiently. Firstly, they will
reduce their anxiety by experiencing reduction in their waiting time. Secondly, they can
be informed about what steps they should take before they see the doctor. Lastly,
patients can be prepared before consulting with the doctor. Because the system is based
on the research of a tertiary hospital it has a limit to generalize it to all hospitals. Our
future research suggests testing the validity of the design application to actual patients,
and also suggests a design that can be applicable to the universal hospital service will
suggest more advanced in the future.
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Abstract. We propose socially interactive NAMIDA (Navigational
Multiparty based Intelligent Driving Agents) as three friendly interfaces
those sit on the dashboard inside a car. NAMIDA interfaces conduct
multiparty conversation within each other to provide outside information
for driver by utilising the context aware interaction. In this research, we
introduce the conceptual design of NAMIDA and discuss about the supe-
riorities of multiparty communication in the aspects of decreasing cogni-
tive workload and increasing sociability plus enjoyable driving experience
through an experiment which includes mock driving tasks by getting sup-
port from 1-NAMIDA (single) and 3-NAMIDAs (multiple) consecutively.
Finally we mention about the results of the experiment which depicts
that using multiparty based communication (3-NAMIDAs) could reduce
the workload of driver and induced more enjoyable driving experience by
increasing interaction and social bonding inside the car.

Keywords: Multiparty conversation - Context aware interaction - Con-
versational workload + NAMIDA

1 Introduction

While driving, a driver needs to achieve a variety of information; e.g., sightsee-
ing places, best restaurants, the condition of roads, etc., also demands to spend
enjoyable time of driving. Plenty of people prefer to use appealing mobile devices
to attain useful applications to acquire mentioned information and enjoyment.
Nevertheless, mobile devices are not designed to fulfil the drivers’ demands inside
a car, and the usage of those devices can divert driver’s attention, consequently
leads to accidents. Regarding to those issues, recently In Vehicle Infotainment
(IVI) systems provide multitask opportunities to derive an efficient and enter-
taining driving as safe as possible [1]. Unfortunately common problems were
identified in these systems as a workload of control menus, audio and visual
feedback (looking at display), route guidance problems (always associated with
designer’s suggestions), reliability, lack of joy and intelligence and to give sug-
gestions to driver. Navdy [2] is designed and developed as a transparent head
up display in order to eradicate mobile phone interaction inside the car while

© Springer International Publishing Switzerland 2015
M. Kurosu (Ed.): Human-Computer Interaction, Part IIT, HCII 2015, LNCS 9171, pp. 198-207, 2015.
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providing navigation facility. By using Navdy drivers can control their smart
phone through hand gestures and speech without getting in touch with the
mobile device. In addition to reduce the workload and ensuring safety, consid-
ering the driver’s social and emotional state is also crucial in driving. In this
respect, Nissan has been implementing an assistive robot in order to present
more human-like approach rather than other IVI systems [3]. Furthermore MIT
created a friendly assistant AIDA which provides personalisation speciality inside
the car [4]. AIDA can decide the relevant information while driving and express
it at the most appropriate time with a suitable facial expression. AIDA commu-
nicates with the driver through speech coupled with expressive body movements.

All those systems use one to one communication (between a human and
interface) which cannot reduce the workload sufficiently. Due to the fact that
drivers still should be in an interaction with the above systems to obtain their
demanded instructions while trying to focus on the road, having distraction is
inevitable. It is possible to imagine a driving environment that requires less
attention to be get informed and exposes social and emotional interaction with
driver. At that point, applying multiparty conversation methods to an innovative
driving agent interfaces in order to convey the information about outside of the
car (e.g., sightseeing places, best restaurants, the condition of roads, etc.,) and
providing sociability through this method can be considered.

Through multiparty conversation, the user doesn’t have to participate into
the conversation; instead of that user can be notified by the discussion among
the other participants. Besides, whenever users want they can join into the con-
versation and can acquire additional information. Nakagawa [5] clarifies the
advantages of multiparty conversation as (1) the conversation becomes more
lively, (2) various interactive controls become possible (3) it is possible to expect
the range of new applications of spoken dialog systems to widen. Furthermore,
Mawari [6] has designed as an interactive social medium to boardcast informa-
tion (e.g. news, etc.,). Mawari interface consists of three robots which conduct
multiparty conversation to diminish the workload on the user.

In respect of reducing the workload and providing social and enjoyable envi-
ronment inside a car we propose NAMIDA. NAMIDA has three intelligent social
interfaces those fix on the dashboard of a futuristic vehicle and conduct multi-
party conversation with respect to driver’s suggestions by getting advantages of
context aware interaction (e.g. suggested places in close around) facilities while
providing enjoyable driving experience via establishing social bonding between
the robots and the driver.

2 Concept of NAMIDA

NAMIDA interfaces conduct multiparty conversation such that the driver can
obtain outside information (e.g., sightseeing places, best restaurants, etc.,) with-
out participating in to the conversation. (Fig. 1) The multiparty conversation is
fed by the outside information, which is the essence of the context-aware inter-
action to enlighten the driver about vicinity. Mentioned multiparty conversa-
tion includes asking questions, giving consistent answers and having discussions
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Fig. 1. The appearance of NAMIDA inside the car (left) and closer appearance of
NAMIDA (right).

among the NAMIDA interfaces. While the driver having credible information
from NAMIDA, he/she can make better decisions and starts to feel trust to
NAMIDA. The social and emotional state based on trustfulness between two
parties (driver and NAMIDA) brings more enjoyable and sociable environment
inside the car. This pleasing engagement appears as a social bonding.

3 Design

We adapted to the minimal design mechanism as shown in Fig.2. As an initial
step of NAMIDA interfaces, we followed to implement an animation. The round-
shape display of NAMIDA is for some facial expressions. Each NAMIDA has one
degree of freedom for moving their head to right and left. All NAMIDASs sit on
a common base which fits on the dashboard of the car. We used three different
discernible colours (red, green, blue) for each NAMIDA's eyes and recognisable
distinct roles in the conversation ((1wise (2)ignorant (3)cooperative) with varied
voices to be implied that each NAMIDA has a different character. When one of
them starts to talk, the other two turn their heads toward to speaker to expose
the talking NAMIDA. Moreover, we used Eye Tribe in order to track the driver’s
eye gaze to become aware of his/her attention into road empirically.

Each NAMIDA utters its own lines according to the prepared script for a
designed route. We used the Wizard Voice (ATR-Promotions) as a voice synthe-
sis engine and Unity [13] to develop a driving simulation which consists a route
of suggestible spots for driver. While getting closer to the spots, NAMIDAs
start to perform multiparty conversation to give information about the place
(context-aware interaction).

4 Interactive Architecture

4.1 Multiparty Conversation

One of the advantages of a multiparty conversation approach is having differ-
ent personalities for each individuals to possesses their different kind of knowl-
edge [7]. Mutlu and his colleagues [8] has explored a conversation structure,
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Fig. 2. Minimal and futuristic design of multiparty based NAMIDA.

the participants’ roles and the methods of shifting the roles during a multiparty-
conversation. Also Goffman [9] introduced the concept of “footing” that explains
the participants’ roles in a conversation. Also it describes the concept of shifting
roles in understanding the social interaction. It is possible to define four main
roles of participants in a multiparty conversation which are speaker, address, side
participants, and bystanders [10,11]. The side participant’s role is waiting for the
conversation to participate. However the bystander doesn’t contribute to the
conversation at the moment. These roles rotate/change during a conversation.

The proposed interface of NAMIDA is based on the above criteria in order to
reduce the conversation workload due to shifting roles of participants during a
conversation. The driver doesn’t need to give an answer or respond to the conver-
sation. Instead, another participant takes over the responsibility to continue the
conversation. However there are times when the driver has to participate in the
conversation. As long as the driver’s role remains as a bystander, the NAMIDA
interfaces interact with each other considering to the context aware interaction
feature in a productive way so that, the driver can make a decision by listen-
ing the conversation. When the driver participates to the conversation then the
roles are changed in to the side participant, speaker and addressee. The utter-
ance generation of NAMIDA collaborates with symbolic display for eyes shape
and basic body motions and the utterance generation architecture by utilizing
the fillers, back-channel, turn-initial, etc., (Fig. 3).

4.2 Context-Aware Interaction

We designed a context-aware interaction system for NAMIDA. NAMIDA is capa-
ble of establishing interaction based on the location and it can capture those
information within a certain km around from the car’s current location and
reveals it through a natural way in multiparty conversation. The utterance gen-
eration of NAMIDA based on modifying predetermined sentences with fillers,
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back-channel, turn-initial, etc. to coordinate a productive conversation [12]. The
content of the conversation (predetermined sentences) changes according to the
surrounding locations. Each NAMIDA utterances their roles (according to pre-
pared script) via a voice synthesizer to generate the conversation (in Japanese).

As an initial step, we developed a driving simulation that has several prefer-
able destination spots to specify the locations statically for each driver. Through
the context-aware interaction NAMIDASs acquaint those locations.

5 Experiment

Through our experiment, we intended to measure the workload, subjective
impression (e.g. social bonding), effects of multiparty conversation, social inter-
action and attachment between the driver and the robots in two sessions (1-
NAMIDA and 3-NAMIDA). In 1-NAMIDA interface, the participants listen to
the one way conversation which consists of direct information. On the other
hand, in 3-NAMIDAs interface, the participants listen to the multiparty con-
versation that involves asking questions, giving answers and having discussions.
In both cases, the systems are using context-aware interaction. We divided our
14 participants (age range is in between 21 - 35; 3 female, 11 male) into half;
while 7 participants had the experiment in the order of one NAMIDA case and
three NAMIDA case, the other half had the experiment at first three NAMIDA
case and then one NAMIDA case. Such a strategy is useful to acquire a counter-
balance of the data, thereby reducing the effect of the sequence of trials on the
results.

5.1 Experiment Set Up

In the experiments, each participant sit in a mock-in car environment and per-
formed mock driving by watching the projected driving simulation on the wall
(Fig.4). The NAMIDA interface animations were displayed on a small screen
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Driver

NAMIDA Interface

Driving Simulator

Fig. 4. The driver goes along the road while listening and understanding the contents
of the nearby information through multiparty conversation.

that was placed left side of the dashboard. We arranged up two different ses-
sions (one session for 1-NAMIDA interface, and one session for 3-NAMIDAs)
for each participants. They charged to listen to the two distinct NAMIDA inter-
faces to wise up about the environment and remember the information to give
right answers to the questions at the end of the each session. Each session took
approximately 5 min. While in 1-NAMIDA session, the participants were charged
to listen to the one NAMIDA interface in a one to one communication scenario;
in 3-NAMIDASs session, the participants had to listen to the three NAMIDA
interfaces in a multiparty conversation scenario. After each session the partic-
ipants were required to evaluate 5 questions for workload and 6 questions for
subjective impression which consists of social bonding. We used Driving Activity
Load Index (DALI) as a subjective assessment tool in order to evaluate cognitive
workload of the participants.

5.2 Driving Activity Load Index (DALI)

The DALI (Driving Activity Load Index) [14] is a revised version of the NASA-
TLX [15] and adapted to the driving task. Mental workload is multidimensional
and depends on the type of loading task. The basic principle of DALI is the same
as the TLX. There is a scale rating procedure for six pre-defined factors, which
are Effort of attention, Visual demand, Auditory demand, Temporal demand,
Interference and Situational stress, (Table 1) followed by a weighting procedure
in order to combine the six individual scales into a global score. However, in our
study, we used five factors by excluding Interference factor, because this factor
is most suitable when it is used in real driving environment.

5.3 Results

Both Workload and Interaction and Social Bonding questionnaires were scaled
in a ranged of 1 - 5. For each question we applied pair-wise t-test to determine
if the difference between the 1-NAMIDA and 3-NAMIDASs case is significant
or not.
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5.3.1 DALI Results: Tablel shows that there is significant difference on
Attention demand (p=0.033<0.05, significant) which shows that it is possible
remember more content in the case of one to one communication (1-NAMIDA)
due to its conveying method is directly. However, the significance in Visual
(p=0.009<0.01, highly significant) and Auditory demands (p=0.0449<0.05, sig-
nificant) reveal that driver needs to pay more attention to watch the road and
listen to the conversation for comprehending the information in 1-NAMIDA case.

Accordingly, 3-NAMIDAs (multiparty conversation) requires less visual
(watching the road) and auditory (listening to the conversation) effort to under-
stand and remember the information (Fig.5). The other dimensions of Temporal
demand and Situation Stress have nonsignificant effect in either of the scenarios.
The Global value of Dali yielded nonsignificant difference for 1-NAMIDA and 3-
NAMIDA cases, because of the Temporal demand rated as higher in 3-NAMIDA
case. The reason can be considered as the further conversation amount (more
information) has been presented in 3-NAMIDA rather than 1-NAMIDA in the
equal period of time (5 min).

Table 1. DALI factors and the mean differences for the DALI values in 1-NAMIDA
and 3-NAMIDA. The endpoints for each factor is in rang 1 to 5 (1= Very Low, 2=
Low, 3= Neutral, 4= High, 5= Very High)

Dali Values
Dimention| Endpoint Question (Mean and Stand dev) P-value
1-NAMIDA|3-NAMIDA
. How well do you remember - p=0.033<0.05
Attention |y o ririen|  the content of the 56.44 51 d£=13
demand .o (8.55 (28.34) _—
conversations? significant
Visual |/ o] Did you get tired of 41.14 1828 |PT ‘330_9;0'05
demand € looking at road? (18.72) (9.75) S
significant
. How much effort did you p= 0.0449 <0.05
Auditory |1 ow/High|  spend to understand (:1‘?,'3'?) ( o ;352) d£=13
the conversation? : ' significant
Did you feel time pressure =0.145>0.05
Temporally ow/High|  to understand the (;g'gg) (fg'gé) d£=13
conversation of the robot(s)? i ’ non-significant
Situation || o[ Did you get stressed 26.66 25.71 p=o.;1;;9_gzgo.05
- o f=
Stress during driving? (16.32) (16.94) non-significant
35.50 2846 | P=0:224>005
Global (5.50) (6.67) d.£=13
' ’ non-significant

5.3.2 Interaction and Social Bonding: The subjective impression questions
which are based on interaction and social bonding (Table 2) indicates that there
is significant differences on Q1, Q3 and Q6. The significance on Q1 implies that
the multiparty conversation exhibits more human like approach rather than one
to one communication. Also, the significance of Q3 in 3-NAMIDA case reveals to
sense more animacy from multiparty conversation. Furthermore, the significance
of Q6 depicts that the multiparty conversation exposes more natural way to
convey the information.
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On the other hand, the nonsignificant effect of Q2 can be interpret as the
both system are adequate to convey the information. There is also nonsignificant
difference for Q4 which means 1-NAMIDA and 3-NAMIDAs give almost the same
feeling of being fellow(s) of the driver. Moreover the nonsignificant difference for
Q5 indicates that both cases expose a high rated persuasiveness (Fig.5) due to

the wel

DALI

1 designed interface.

W 1-NAMIDA [ 3-NAMIDA

60

45

30

Attention

Visual Auditory  Temporal  Situation Global 0

Stress

Interaction and Social Bonding
B Namida1 [ Namida 3

Q1 Q2 Q6 Q8 Qg Q12

Fig. 5. Figure shows the result of Dali factors (left) and Interaction and Social Bonding
(right) comparing 1-NAMIDA and 3-NAMIDAs

Table 2. Resulst of interaction and social bonding questionnaire indicates the signifi-
cance state between 1-Namida and 3-Namida cases.

Code | Question P-value Result

Q1 | Did you feel human likeness from the |p=0.000828<0.05 significant
conversation? d.f.=13

Q2 | How often did you want to interact p=0.082372>0.05 non-significant
with the robot(s)? d.f.=13

Q3 | Do you feel that the robot(s) p=0.000944<0.05 significant
exhibited some animacy? d.f.=13

Q4 | Did you feel the robot(s) as friend(s)? | p=0.241561>0.05 non-significant

d.f.=13

Q5 | Did you feel the robot(s) is/are p=0.357635>0.05 non-significant
persuasive? d.f.=13

Q6 | Did you feel the robot(s) conversation | p=0.003853<0.05 significant
was spontaneous? d.f.=13
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5.4 Discussion and Conclusion

Overall, both cases (1-Namida and 3-Namida) there were nonsignificant differ-
ences in DALI factors of Temporal and Situation Stress demands. The reason is
the both NAMIDA interfaces were capable of establishing a well-disposed social
driving agents when they convey the information such that participants were not
pressured to be concern about the timing and therefore experienced no fatigue
or discouragement feeling. The significance in Attention demand reveals that
one to one communication has better effect on remembering the content of the
conversation. Yet, the highly significant difference on Virtual demand implies
that driver exerts more visual effort to understand and remember the content.
Consequently, we can deduce that 3-NAMIDASs can assist to avoid from visual
distraction (lack of focus on road), because this approach requires less visual
effort. Moreover, the significant difference on Auditory demand reveals that lis-
tening a multiparty conversation including asking questions, giving answers and
discussions, requires less effort to understand the content.

According to the subjective impression questionnaire, 3-NAMIDAs interface
presents the feeling of humanlike and spontaneous conversation more than the
1-NAMIDA does. This state infers that it is possible to create a social environ-
ment with multiparty based driving agents inside a car. The humanlike sense
gives the feeling of the system (3-NAMIDAS) is far beyond of being just an
instrument. The natural conversation manner of the multiparty conversation
provides an enjoyable driving experience. In addition, the significantly highly
rated animacy for 3-NAMIDAs implies that multiparty based interfaces expose
more life-likeness which would be a core contribution to human-robot interac-
tion research area. In our future work, we intend to implement a user-tracking
mechanism in NAMIDA to use it in an interactive multiparty conversation to
improve efficiency and sociability inside the vehicle.
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Abstract. Virtual Reality (VR) has seen rapid developments in the past dec-
ades. Among the domains where VR has been applied, automotive has been a
pioneer due to the possibility of cost and time reductions derived from the
implementation of this technology. Examples of VR automotive applications
include: (i) manufacturing workstation optimization; (ii) vehicle design; and
(iii) assembly training. A review was conducted in order to understand oppor-
tunities and challenges in the application of VR in the automotive industry. This
paper presents the review process, which encompasses interviews with stake-
holders from an automotive manufacturer to understand their current processes
and ambitions for VR use and a literature search of advancements in VR and
empirical studies. A total of 11 stakeholders were interviewed. Recommenda-
tions are made to address the issues they reported, including: improve depth
perception in VR technologies; use haptic feedback to improve manufacturing
investigations; and provide virtual contexts for evaluations.

1 Introduction

Virtual Reality (VR) is defined as a 3D environment with which people are able to
interact [1]. VR has seen rapid developments in the past decades, mainly due to cost
reduction and an increase in the quality of both hardware and software. Thus, VR has
been applied in several different fields, such as psychology, industry, medicine and
training [2]. Among these domains, the automotive industry has been a pioneer of VR
applications due to the possibility of cost and time reduction from the implementation
of this technology [3]. Indeed, VR has been defined as one of the fundamental tech-
nologies permitting automotive firms to be competitive in this era, where time and cost
reduction are essential requirements [4]. Consequentially, VR is used in several stages
of the vehicle development process such as product design, modelling, simulation,
manufacturing, training, testing and evaluation [4]. The following paragraphs provide
some examples of VR application in the automotive industry.

Regarding manufacturing, VR has been widely applied to the extent that the term
Virtual Manufacturing (VM) has been created. VM is defined as the use of virtual
models or computer aided technologies in the process of developing a product [5] and
has been seen as a revolutionary approach in the automotive industry, permitting firms
to improve decision making and to reduce the cost of the entire manufacturing process
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[4]. Moreover, VM has been seen to enhance the capability of risk measure and control,
and increase firms’ effectiveness in the market [6]. As [5] stated, VM “can easily be
perceived as the next generation interface, as indicated by the current trend in use of
multi-media and network” (p.82).

In the field of design, VR is rapidly replacing the use of physical mock-ups to speed
up the design process [7]. Indeed, the design process is not a continuous procedure, but
it requires various modifications and reviews, causing a “bottleneck™ effect [8]. With
the application of VR this “back and forward” process is simplified and can be made
without rebuilding physical mock-ups [9]. Another advantage of VR in design is the
possibility of having multidisciplinary teams with people not geographically close
working together [4]. For example, literature shows that the implementation of VR
systems could permit a “distributed Virtual Reality” [10], where people from all around
the world can contribute together in the design process at the same time, allowing a cost
and time reduction and an increase of quality.

Another example of the advantages that VR has in automotive industries is in
virtual prototyping (VP) defined as the use of VR to develop and design the main
characteristics of a prototype. Studies show that replacing physical mocks-up with
virtual prototypes reduces development time and the cost drastically [11]. This also has
a great advantage in the process of decision-making, one of the most problematic
situation during the developing of a product, especially in the early stages, where
decisions account for as much as 70 % of the total cost of the life cycle [7, 12]. As [12]
stated, VP could improve the total quality of a product.

In the field of training, the results of a review showed that Virtual and Mixed reality
training has a high impact in solving problems and are preferred by the trainees [13].

Another example of how VR is implemented in the automotive industry is Virtual
Assembly (VA). VA is the process where people can assemble and disassemble virtual
products in a virtual environment [14] permitting the analysis of, among other things,
the workers’ well-being. VA has been seen as advantageous in terms of health and
safety for the workers because, by allowing simulations of workspaces, it can reveal
issues in the way workers perform their tasks. Another advantage of VA is the pos-
sibility to speed up the process of implementation of new design methods and tools,
improve products’ quality, and reduce time-to-market and cost [15]. For a complete
review of the advantages of VR in the manufacturing process of a product see [4].

Jaguar Land Rover (JLR) are already using VR in their manufacturing process, and
are a recognized leader in the field of VR in automotive applications. However, given
the fast progress of VR technologies and recent improvements in hardware and soft-
ware, and JLR’s desire to continuously innovate and improve, a review was com-
missioned to help the firm understand the new opportunities and new challenges for
virtual technologies and processes within a variety of JLR business functions. These
included product development, manufacturing and service. This review has been
conducted systematically and benefits from findings from research into the use of VR
tools in a variety of engineering processes. The review process encompasses interviews
with JLR stakeholders to understand their current processes and ambitions for VR use.
These interviews guided a literature search of advancements in VR and empirical
studies which formed the basis of recommendations for development in JLR.
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2 Method

The method is depicted in Fig. 1. The general approach was to scope the review, then
interview VR stakeholders to understand their current processes and ambitions, if any,
for VR use. The results of the interviews guided a literature review on the latest
advancements in VR and the most recent empirical studies to build a set of recom-
mendations for future investments in new technology.

2.1 Participants

A total of 11 JLR employees were recruited for the interviews. The participants were
recruited from a variety of engineering functions with an average of 6.8 years in their
current role (SD = 6.6) and of 16.1 years at JLR (SD = 13.7). All participants were
approached by the researcher based on recommendations from the Virtual Innovation
Centre (VIC) at JLR of people who are currently using VR or who had expressed
interest in using VR as part of their processes.

Analyze capabilities of Scope JLR procedures/
current JLR technologies methods to be included
in the VIC in review

\_/

Obtain details of physical procedures &
interview stakeholders (& observe procedures,
where possible)

Yy

Review physical procedures for opportunities to
optimize JLR processes (based on latest sci/tech
developments)

A4

Initial list of recommendations for VR
procedures and equipment

Y

Review with stakeholders

2

Prioritize list of recommendations

Fig. 1. Scheme of the research activities
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2.2  Materials

A questionnaire was developed to understand stakeholders’ roles, current processes and
usage of vehicle properties, both physical and virtual. They were asked when properties
were used within the vehicle development processes. Stakeholders were also asked
which aspects of human interaction with the vehicle are necessary for their design and
engineering activities. The questionnaire was divided into 12 topics gathered in 2
categories (Table 1).

Table 1. Division of topics and categories derived from the questionnaire

Categories
Topics | Physical Virtual

Currently used physical properties Currently used virtual processes /
properties

Use of physical properties Use of virtual processes /
properties

Important attributes to be demonstrated on Important attributes for virtual

physical properties properties

Issues with physical properties Limitations of virtual properties

Users of physical properties Users of virtual properties

Comparisons of alternative design proposals

Comparison to competitors

2.3 Procedure

Participants were invited to a private meeting room. They were asked to read a
participant information sheet and sign a consent form. The researcher explained
the purpose of the study before asking questions about VR use in a semi-structured
format. The study received approval from The University of Nottingham Faculty of
Engineering Ethics Committee.

3 Outcomes

The outcomes of the interviews analyses are gathered in the following Tables. Table 2
gives a general description of the information extrapolated from the interviews. Table 3
presents the recommendations derived from both the interviews analysis and literature
review.

Based on the information gathered in the table above, the issues reported by the
stakeholders and a detailed literature review on the latest technologies and scientific
findings, a set of recommendations has been developed (Table 3).
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Table 2. Summary of the information extrapolated from the interviews

Category

Topic

Summary of responses

Physical

Virtual

Currently used physical
properties

Respondents use a variety of properties in
their current processes, including a range of
prototype vehicles and adaptations to donor
vehicles (i.e. modified existing production
cars).

Uses of physical properties

Important attributes to be
demonstrated on physical
properties

Physical properties are used for: evaluation of
design intent with engineers, internal
representations of customers and with
external customers; design; communication
(with engineers); and training of production
line operators. A variety of properties are
used throughout the physical development
process.

The most important attributes found were
about the vehicles’ appearance and
components, the exterior road scene
(including sound and noise), movements
(such as reach and clearance) and haptic
feedback.

Issues with physical properties

The main issue regarding physical properties
is the time to produce them, causing delays
in reviews and evaluations. Moreover, the
physical properties require space and lack
modifiability. Sometimes evaluations are
conducted out of context (i.e. wheel on a
desk).

Users of physical properties

Currently used virtual
processes /properties

Uses of virtual processes /
properties

Important attributes for virtual
properties /processes

The users are usually evaluators and
customers

The three main technologies used at JLR are
Cave Automatic Virtual Environment
(CAVE), a dynamic simulator and a motion
capture suit.

VR is used mainly for simulations (for
vehicles architecture, overlaying vehicles,
noise etc.), ergonomic evaluations, design
and reviews.

Generally the same as for physical properties,
although virtual properties tend to be used
earlier or if there is no physical property
available.

(Continued)
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Table 2. (Continued)

Category | Topic

Summary of responses

Limitations of virtual
properties

In general the participants observed that there
are some characteristics missing from the
VR systems, such as haptic feedback,
physical collision etc., some issues derive
from comfort (HMD, ergo suit) and other
problems came from availability.

Users of virtual properties

Comparisons of alternative
design proposals

Comparison to competitors

All used by JLR experts.

Most interviewees compare design
alternatives, either alternatives for current
programme or comparisons with outgoing
models /competitors.

Done using scan data, photographs of cars,
competitor benchmark data, or having
properties sitting next to a representation of
the design intent.

Table 3. Recommendations based on the issues addressed by stakeholders and literature review

Issues

Recommendations

Difficulties with depth perception (near
distances).

Use textured background surfaces in virtual
spaces [16]. Use shadows and object
inter-reflections to improve depth
perception Use multi-sensory (vision and
haptic) feedback [17].

Lack of tool weight. Necessity to simulate the
haptic feedback experienced when moving a
component through a complex path.
Necessity of simulation of torques and
lifting weights. Need to investigate complex
ergonomics tasks.

Sound can be an important component of
switch operation and assembly ergonomics.
Vehicle noise was described as an important
part of vehicle assessments.

Introduce a haptic arm with force feedback for
complex gross-motor tasks. This should
include force feedback. The system should
simulate vibration, torque and force required
to lift weights [12].

A haptic system should also be developed to

support Design [16].

3D sound should be provided [6, 17, 18]

With clash conditions, physical feedback is
needed.

Understanding reach is important in all
processes.

Develop whole-body haptic indication of
collisions of human body parts in virtual
environments [19].

Implement a system offering haptic indication
of reach [20-22] .

(Continued)
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Table 3. (Continued)

Issues Recommendations
Context is required for component Develop the CAVE to allow components to be
assessments. evaluated in realistic vehicle and driving

environment contexts [23].

CAVE could be useful for driver distraction | Develop driver distraction assessment
work capabilities, including: ability to simulate

behaviour of electrical features, eye

tracking, lane deviation [24]

There are a number of issues with the current | Investigate the use of a markless tracking

marker-based tracking system. system [25-27]
Need a moving road scene for subjective An exterior road scene should be displayed to
experience. users [28, 29].

Physical parts are used to assess air quality; | Provide olfactory simulation [30, 31].
olfactory simulation could bring
assessments earlier in process.

Garish colors in CAD can affect perception | Provide realistic colors for parts [32, 33].
There are travel issues to the site where the | Consider networked, low-end 3D VR for
VR systems are situated. colleagues at other sites [10, 34, 35].

VR training could be used before people go on | Use virtual reality systems for training new car
track or avoid stopping the line. assembly processes [13, 36].

4 Conclusion

Progress in VR developments affects several departments and processes of the auto-
motive industry. In order to be competitive, a firm has to be constantly up to date with
the latest innovations, which could make a fundamental difference in terms of product
quality, cost and time saving, and the quality of the workplace. This review was
conducted to support JLR, a leader in the use of VR in automotive applications, in
remaining progressive in adapting recent technology developments and scientific
discoveries.

The outcomes of the interviews with stakeholders revealed some issues in the use
of both physical and VR processes. Regarding VR systems actually used at JLR, the
stakeholders reported some hardware problems (e.g. weight of HMD, difficulties with
the bodytracker suit), some software problems (e.g. issues with depth perception, color
rendering) and other issues derived for example from the time schedule and the site
where technologies have been implemented. To solve these problems the recommen-
dations are concentrated on the enhancement of the existing technologies with new
tools and new characteristics.

A limitation of this study is that only stakeholders who were existing users of VR
systems were recruited to participate in the study. There may be other engineers or
disciplines who could benefit from VR, but who are not aware of its capabilities or how
to access it. However, the primary aim of the interviews was to guide the direction of
the literature review based on the types of assessments being conducted. As many
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recommendations are applicable across disciplines, it is likely that these changes would
benefit new users of the VIC. Moreover, recruiting a representative from every engi-
neering discipline would have been outside the scope of this research.

Acknowledgements. The authors would like to thank Jaguar Land Rover for funding this
research.
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Abstract. In this article we look at the current situation of information systems
development in research and mirror our findings with insights from practice.
Many firms and decision makers underestimate the influence that IS develop-
ment projects have on their success and competitiveness. In addition, the process
of efficient development of high quality and value-creating software remains a
major challenge for many organizations. After a review of general IS devel-
opment approaches we draw on an analysis of the literature on method tailoring
and contingency approaches in IS development in combination with qualitative
empirical insights from two software development companies to posit that past
research has largely focused on creating bloated, inflexible methods rather than
flexible toolsets. Based on the analysis of our findings we propose an open,
framework-based IS development approach that allows for the flexibility
required in practice but still ensures learning processes, knowledge retention and
transfer.

Keywords: IS development - Agile - Methodology - Software engineering

1 Introduction

In this article we look at the current situation of information systems development
(ISD) in research and mirror our findings with insights from practice. Information
systems (IS) can be the driver behind great success stories and the reason for the
downfall of large companies. Nevertheless, many firms and decision makers under-
estimate the influence that IS development projects have on their success and com-
petitiveness. In addition, the efficient development of high quality and value-creating
software remains a major challenge for many organizations. After a review of general
IS development approaches we draw on an analysis of the literature on method tailoring
and contingency approaches in IS development in combination with qualitative
empirical insights from two software development companies to posit that past research
has largely focused on creating bloated, inflexible methods rather than flexible toolsets.
Based on the analysis of our findings we propose an open, framework-based IS
development approach that allows for the flexibility required in practice but still
ensures learning processes, knowledge retention and transfer.

Triggered by many talks with developers and observations of ISD projects we find
that, while ISD is an active field of research, academics are nevertheless largely unable
to inform practitioners on practices and tools to apply in real life scenarios. Despite the
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vast amount of methods and different approaches to ISD discussed over time [1, 2],
practitioners often openly report about their inability to apply theoretical, academic
knowledge to practical settings, especially in the context of IT startups and SMEs. This
situation might be traced back to the inherent complexities and challenges to ISD, as
discussed in [3]. In this sense, we argue that there is a need for a radical re-thinking of
the process of ISD, which has to start with an explorative investigation of the practices
at the very core of the discipline instead of developing “yet another” normative method
handbook.

In contrast to other ISD research efforts we start with a tabula-rasa, “an empty
table” to provide an exploratory look at how highly entrepreneurial companies (young
SMEs, start-ups) take up the challenge of ISD. This allows us to mirror the academic
state-of-the-art with actual practices. We investigate two successful IT SMEs that have
been founded after 2000 and have since grown steadily. Using a case study research
design [4] including observation, interviews and document analysis we draw a picture
of how these companies deal with methodology of IS development in practice. Case
studies are especially useful in this situation because they allow us to investigate and
understand the “how” and “why” behind observed behavior [5]. Both SMEs have
decided on purpose not to have a formalized method but leave it greatly up to the
specific project teams to decide which techniques, tools and practices are fit in the
specific context, location and time. While ISD methods in large organizations with a
long history of software development are often subject to path-dependent decision
processes that are likely to hinder innovation [6], these startups can provide unique
insights and learning opportunities due to their entrepreneurial spirit and affinity to
innovation.

Our findings show that while research has recently moved closer to practice, from
method tailoring to flexible method combinations and contingency theories [2, 7, 8],
real-life practices of SMEs are yet much more radical in the way they approach ISD
projects. The project teams in the two case companies decide on a mix-and-match set of
techniques that they agree on in a consensual way and re-evaluate the mix regularly to
adapt it to the current state of the project. Techniques found can be based on plan-based
methods like the Rational Unified Process [9] (e.g. requirement planning based on
use-cases), agile methods like eXtreme Programming [10] or Scrum [11] (e.g.
pair-programming, iterative prototyping). Other practices we found were partially or
completely self-developed (e.g. acceptance trials by non-involved colleagues). The
specific mix itself is dynamic and changes whenever the need arises. This high degree
of flexibility comes with an intensive need for broad knowledge about different tech-
niques and their potential combinations — in contrast to detailed knowledge or certi-
fications often required for specific ISD methods and processes.

Based on our findings, we propose an open framework approach to ISD, which
follows the idea of the UML and other modelling frameworks (e.g. ARIS). The
framework is designed to be inclusive for all ISD related topics, e.g. coding standards,
user interaction, and metrics and lists potential techniques for the respective areas. In
addition, the framework holds information about possible constraints and best-practice
technique combinations. Thus, practitioners are given the possibility to create ad hoc



220 N. Obwegeser

methods in a mix-and-match way, based on an informed decision process. Moreover,
researchers and practitioners can add innovative techniques, combinations or practical
insights to grow the knowledge base.

The remainder of this article is structured as follows. Section 2 elaborates on the
methodology applied and is followed by a review of relevant literature in Sect. 3. After
introducing our cases in Sect. 4 we present our findings and discussion in Sect. 5.
Finally we conclude the research paper and point to future research topics.

2 Methodology

This paper builds upon an interpretive, multiple case study methodology based on
qualitative data [12]. After presenting the state of the art in scientific literature on
method tailoring and contingency approaches we contrast our theoretical insights with
empirical data gathered from two software development companies.

Using inductive data analysis we are able to provide anecdotal evidence for our
notion of a research-practice gap in IS development. A multiple case study design
allows for cross-case analysis and comparison in order to generate or extend existing
theory [5]. Moreover, multiple-case study research is expected to generate more robust,
generalizable and testable theory than a single-case research [13].

Both case companies are SMEs according to the definition of the OECD [14],
founded after 2000 and have been growing rapidly. We have chosen a qualitative
research approach based on interviews and document analysis to allow for an in-depth
analysis of the situation in practice. Case studies are especially valuable when studying
a complex phenomenon in the practical context by means of multiple, different data
collection methods in order to answer “how” and “why” questions [5].

We use interviews and document analysis in order to draw a picture of how the
companies deal with methodology of IS development in practice. Mirroring real-life
practices with findings from literature provides a picture of the gap that exists between
theory and practice. This is in line with the claim by [7], that just as in many emerging
and radically changing fields, practice is ahead of research and academia.

2.1 Selection of Case Companies

Case companies were selected among successful SME software engineering companies
founded after 2000. We argue that these companies allow for better insights into the
choice of ISD method since their decision processes are less framed by historically
institutionalized behavior and structures. Successful companies were found by looking
for continuous growth patterns in both number of employees and turnover. Both
companies are mainly depending on local private and public customers and are
therefore often competitors in the same market.



Entrepreneurial IS Development: Why Techniques Matter 221

Table 1. Case companies

Company* Sector Founded Number of employees Interviewee
Digital Trends ICT 2001 68 Software manager
SoftCo ICT 2007 80 Senior developer

*Names have been changed due to confidentiality agreements.

2.2 Data Sources

Our data collection consisted primarily of interviews and analysis of ISD related
documents that were provided by the companies. In addition, numerous informal talks
and conversations led to the formulation of initial research hypotheses. The target
informants for our interviews were software managers or senior software engineers,
who were deemed to be knowledgeable about the company’s choice of ISD method
and the rationale behind this decision. All interviews were semi-structured and there-
fore partially depending on the conversational path the interviewee decided upon. All
interviews and document analysis was conducted between November 2014 and Feb-
ruary 2015. After analyzing the cases separately, we conducted a cross-case analysis to
locate common themes that emerged. Our inferences are grounded on the empirical
data provided by our interviews as well as the information gathered in the document
analysis [15].

3 Relevant Literature

Historically, ISD has changed from small, independent experts working on specialized
pieces of software to large scale software development operations. [1] provide a his-
torical overview of ISD methods, identifying four sequential eras: pre-methodology,
early methodology, methodology and post-methodology. Similarly, [2] draw a com-
parison between the movement from craft to industrial production of physical goods,
evolving from pre-industrial to industrial and finally post-industrial making.

From the introduction of the System Development Lifecycle (SDLC), to the large
scale adoption of the waterfall model [16] and heavy-weight, plan-based methods like
the Rational Unified Process [9] to today’s widespread use of agile methods and practices
[17] as proposed in SCRUM [11] or eXtreme Programming [10]: None of the methods or
method-combinations can be considered to solve all problems and complexities of ISD
[3]. In addition, practitioners generally customize and adopt the formal methods
according to how they see fit and need. This led to the proposal of Fitzgerald’s
“Method-in-Action” framework [18] of ISD, which can help to understand the multitude
of influencing factors and constraint that shape a method in action, which may or may not
be based on a formalized method. Reference [2] propose a contingency theory approach
to method choice and tailoring. Reference [19] use a quasi-experiment to analyze the
organizational challenges of enabling ambidextrous ISD processes (viz. enabling pro-
jects to use both agile and traditional methods within the same organization).
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4 Case Description

In this article, we look at the current situation of ISD in research and mirror our findings
with insights from practice. Being aware of fact that organizational change is often slow
and follows a path-dependent logic, we have chosen not look at large scale, established
companies. Our empirical data is collected from two companies in the SME sector,
which have been founded after 2000 and have been growing rapidly since then. Due to
the entrepreneurial atmosphere in the case companies, we were able to observe and
analyze an unbiased approach to choice of ISD method. Our findings show that while
the two firms pursue somewhat different approaches in the way and level they define
policy and method guidelines for the development teams, they show distinct com-
monalities in the process of institutionalizing these processes within the organization.

5 Findings and Discussion

Our case companies provided us with detailed insights into their development envi-
ronment. Both companies we investigate are software developing companies special-
ized on tailor-made solutions and not off-the-shelf software. In the course of our
research, we were able to gather an understanding of how the organizations perceive
themselves and their approach to IS development. This sometimes led to the discovery
of gaps between practices that are enacted and practices as formalized. We will present
both companies in detail and support our findings with anecdotal evidence from the
interviews conducted. Within both companies, we could see that even in cases where
only little formal requirements to the IS development process are defined, these tend to
be shaped and re-defined by practitioners dynamically over and over again in a context
dependent manner. Thus, any formalization of development process can be argued to
be redundant, if it includes normative rules, policies, or guidelines that are interpreted
context dependent.

5.1 Digital Trends

The company has been established in the early 2000 s and initially decided to start off
by using SCRUM. Aside from software development, a big part of their work is related
to consulting their clients in strategy, technology and project management.

As a result of constant evaluation and re-formulation of their methodological
approach, Digital Trends nowadays has a very radical approach to software development
methodologies. While they still consider themselves to be very close to SCRUM, the
interviewee (SM) points out on many occasions that they use a different combination of
tools and techniques in almost every project. Moreover, they start out with a method-
ological configuration (often non-formalized) at the beginning of a project which is
subject to change as the project evolves. This is how they pay tribute to the truly agile
nature of their work, as described by SM.
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In contrast to more structured approaches to ISD, Digital Trends perceives the people
as the most critical risk factors to their projects and aligns everything they do and how
they do it along to this organizational context. “It’s all about creating value for the
customer” is what SM points out, and not about following blindly to a specific
methodology.

Every decision in Digital Trends is done in a completely democratic way. While a
manager can ask specific people to join a new project, it is entirely up to them to decide if
they agree and see fit to their own skillset or rather opt for a different task. Within project
teams, all team member decide together on what techniques can and should be applied
internally (e.g. pair programming) and externally (e.g. meeting intervals with custom-
ers). This creates a high level of both trust and responsibility which fosters the indi-
vidual’s involvement above what is specified in work contracts or policies. According to
SM, Digital Trends tries to apply this idea also with their customers, by not having
(written) contractual agreements with them. Other research shows that contracts can in
fact have a negative influence towards inter-personal and inter-organizational trust
which leads to a people fulfilling contractual agreements but acting less benevolent [20].

Overall, the set of techniques used at Digital Trends is based partially on SCRUM,
eXtreme Programming, Kanban and partially self-developed. The specific configura-
tion for each project at a certain point in time is context dependent and can be altered
by the team-members only.

5.2 SoftCo

After their foundation in 2007, SoftCo decided to adapt SCRUM to their own needs
and requirements. A major criterion for SoftCo is to remain agile in all project phases,
so they designed their own SCRUM based, internally formalized method called
“BlueSky” (name changed).

The interviewee (SD) at SoftCo states that when developing a system, they always
have three perspectives in mind: the end-user, the business requirements and the
technological quality of the system. In order to achieve high levels of satisfaction on all
three of these perspectives, they argue that that BlueSky allows them to remain as agile
as necessary but provides basic structures to follow. To describe SoftCo’s under-
standing of ISD methods, SD uses a quote by former US President Dwight D.
Eisenhower: “Plans are nothing, planning is everything”. This is to understand why
they keep a model like BlueSky as a planning framework to act within, while the real
planning is flexible and context-dependent.

SD points out that the simple notion of “one size fits all” methodologies will just
not work in practice, so they have tailor-made approaches for their projects — based on
the overall idea sketched out in BlueSky. SoftCo sees themselves as practicing a
version of SCRUM that is close to the original intention of the authors - as a framework
to allow for all different kinds of software developing techniques and concepts - while
many companies nowadays use SCRUM in a much to formalized and by-the-book
understanding.
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6 Conclusion and Future Research

In this paper we point to the fact that while research on ISD methods has produced an
enormous amount of literature that provides normative guidelines, what many practi-
tioners are actually looking for is a toolbox-like collection of techniques and best
practices that can be applied and combined in a mix-and-match way. Many methods -
be it traditional or agile — tend to be too rigid in the way software development is
approached. ISD companies nowadays often are not only engineering companies, but
they have to combine skills and management support for a wide range of related tasks
from strategy and technology consulting to training and education. The ISD method
has to be able to fit their unique needs and dynamically adapt to changes.

Thus, we argue a framework based approach that focuses more on the level of
techniques and less on the level of methods and process designs is highly valuable to
practitioners. Our research is based on the findings from two case companies that
allowed us insights into how entrepreneurial organizations address the problem of
selecting the right ISD practices. We find that while both organizations initially aim to
stick close to what literature and theory can offer them, they tend to drift away in the
course of practice due to the gap between needs in practice and theoretical models.
Future researchers are encouraged to pick up these ideas from the empirical base and
re-consider flexible, framework-style approaches to ISD that can efficiently support
practitioners in their daily work.
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Abstract. An automated system relies mostly on a robot, rather than a human
operator. In the automated system considered in this paper, a human operator
mainly verifies the product quality, where the performance of the human is
affected by his or her characteristics. To present this kind of system, an ABM is
better than DES to simulate the role of the human operator. This is because the
human characteristics are dynamic and are affected significantly by time and
environment. This paper presents a DES-ABM model which simulates the
performance of a human operator in a human-machine cooperative environment.
It may enable this model to be utilized for further development in controller
toward the supervisory control.

Keywords: Human and robot collaboration - Affordance theory - Agent-based
simulation

1 Introduction

As a manufacturing environment gets complicated, the adaptive process control in
manufacturing systems focuses on improving both the manufacturing flexibility and
efficiency. Automation is regarded as the driving force in strengthening productivity
and efficiency [1]. However, it is almost impossible to operate a fully automated factory
without human operators, not only due to economic reasons, but also due to technical
shortcomings [2, 3]. In manufacturing systems, there exist tasks which should be done,
or would be more efficient when done, by a human operator [4]. The optimal task
allocation between human and machine is necessary to manage the combined systems
effectively with dynamic human and machine interactions. Specifically, modeling and
control of a human-involved semi-automated manufacturing system is a major issue in
the automotive industry, because human operators play a key role for complex options
and tasks in the manufacturing processes [5-7].

In human-involved manufacturing systems, a human can act as one of the most
flexible system resources by performing a large variety of physical tasks ranging from
material handling to complex tasks like inspections and assembly [8]. Thus, integrating
humans into manufacturing systems has been considered a critical aspect in
human-involved manufacturing systems modeling and control. A few modeling
methods for this heterogonous system are suggested to represent interactions among the
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M. Kurosu (Ed.): Human-Computer Interaction, Part III, HCII 2015, LNCS 9171, pp. 226-237, 2015.
DOI: 10.1007/978-3-319-21006-3_23



Title: Simulation of an Affordance-Based Human-Machine 227

manufacturing resources [9, 10]. In this research, we specifically focus on an FSA
(Finite State Automata) based approach classifying a human operator as a system
component that can execute tasks without any physical constraints through logical
process [11, 12].

A formal modeling of human-involved manufacturing system is presented [9]. The
formal model used in this paper is specifically based on affordance-based
Message-based Part State Graph (MPSG) which is a formal modeling methodology
for control of discrete manufacturing systems [10]. The presented model incorporates a
supervisory control scheme to fit into more flexible and efficient manufacturing. The
implementation of the proposed manufacturing system integrates an affordance-based
MPSG control model into an agent-based simulation of human and machine behaviors.
The simulation result is used to make a manufacturing processes plan and control the
human-machine cooperative manufacturing systems under dynamic situations.

In order to verify the affordance-based modeling and control scheme, simulation
results of an existing auto-part manufacturing case with human-robot collaboration is
investigated. The simulation model is planned to be implemented with hybrid modeling
of DES and ABM. This is because the human characteristics are dynamic and are
affected significantly by factors like time, environmental factors and operator’s level of
expertise. Therefore, the combined simulation model of DES and ABM is expected to
mimic the human-robot collaborative manufacturing system. The productivity of the
system is compared to validate the feasibility and applicability of the affordance-based
modeling of human-machine cooperative systems.

The rest of this paper is organized as follows. The MABA-MABA and supervisory
control are introduced in Sect. 2. The proposed implementation model of affordance
based MPSG is described in Sect. 3. Section 4 illustrates the application of the
implemented formal model using a simulation of the manufacturing and inspection
process for plastic injection manufacturing line of automobile door, and provides an
analysis of the simulation result in terms of productivity and efficiency. Section 5
presents the conclusion and scope for future works.

2 Related Work

2.1 MABA-MABA and Supervisory Control

Men Are Better At, Machines Are Better At (MABA-MABA) is provided by Fitts [13].
To design the effectiveness automated system, task allocation to human operator or
automated machine is based on behavior’ strength. Figure 1 shows an example of
classification standard of each task.

Sheridan [3] applied the MABA-MABA theory to a task allocation of
human-involved automated system. He suggested a role of human operator in auto-
mated system to improve the system flexibility, and a role of an automated machine to
reduce mechanical failure by operator. The study of MABA-MABA not only classifies
a task allocation of human-machine, but also provides the guideline of a system
operation design [4]. The supervisory control means that a human is not only taking his
task in the manufacturing system, but also managing machines and the whole system
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Men are better at:

» Detecting small amounts of visual, auditory,
or chemical energy

» Perceiving patterns of light or sound

» Improvising and using flexible procedures

+ Storing information for long periods, and
recalling appropriate parts

* Reasoning inductively

» Exercising judgment

Machines are better at:
» Responding quickly to control signals
* Applying great force smoothly and precisely
» Storing information briefly, erasing it
completely
* Reasoning deductively
» Doing many complex operations at once

Fig. 1. The Fitts® MABA-MABA List, Abbreviated by Sheridan [3]

[14]. For example, Chef is preparing his specialty coincided with inspecting other
cooks food in the restaurant; the driver is using cruise control system, while taking
express way [15]. In the supervisory control, the system operator can shift efficiency
process plan quickly when the process plan is exchanged by a customer. Most of
current manufacturing environments are operated in terms of the supervisory control,
so that the performance of the system is highly subject to the proper work allocations
between manufacturing resources (e.g., human operators, machines)

2.2 Finite State Automata Representation of DES

One way of formalizing the logical behavior in discrete systems is based on theories of
languages and automata. An automata theory is based on the notion that anything is
possible to model with discrete states [16, 17]. This theory is an atomic mathematical
model for finite state automata (FSA). Transitions of automata theory and a finite
number of states is possible to model with predetermined rules. Transition functions
generate transition between states. These functions of each transition determine which
state to go to from a current state and a current input symbol. An FSA is a state and
rule-based representing language based on well-defined rules which means an FSA is
tractable [18]. A commonly FSA in practice is a deterministic finite automaton (DFA),
which can be defined as a 5-tuple:

MP" =<3 0, qo 6, F, X,, Z,, J, W,, > , where the definitions of the components
are as follows:

e Jis a juxtaposition function such that J : X x Z — W,
e X, is a set of affordances,
e Z,is a set of effectivities (human capable actions),
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e W,, is a set of possible human actions,
e All other definitions of tuples are the same as those of MP¥4

3 Modeling of Human-Involved System

3.1 Formal Modeling of an Existing Semi-automated Manufacturing
System: A Door-Part Injection and Handling

The process of modeling and simulation is conducted in four steps as shown in Fig. 2:
(1) the criteria of MABA-MABA in an exemplary manufacturing process were
investigated, (2) the formal automata model of affordance-based MPSG was built,
(3) ABM-DES simulation model is implemented, and 4) the system was verified by
simulations under different condition of human performances.

Modelmg of MABA-MABA and supervisory control Aﬁ‘ordance-based human-machine cooperative control model
- Men are better at:
Ly PP + Detecting small amounts of visual, auditory,
e = or chemical energy
1™ + Perceiving patterns of light or sound
- s |+ Improvising and using flexible procedures
ke Y ﬂ"i’-*x « Storing information for long periods, and
bl || recalling appropriate parts

+ Exercising judgment

Machines are better at:
+ Responding quickly to control signals
« Applying great force smoothly and precisely
« Storing information briefly, erasing it
completely
+ Reasoning deductively
+ Doing many complex operations at once
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Fig. 2. Agent-based modeling of human-machine combined semi-automated manufacturing
systems.

First, to represent the current process of a semi-automated manufacturing process
(automobile door part injection and handling) using affordance-based MPSG, tasks and
interactions need to be defined based on concepts of MABA-MABA and supervisory
control as shown in Fig. 3. Identifying a key role of each task behavior in a
human-involved manufacturing system starts from the analysis of the current process or
a task assigned to a human. For instance, when a task is moving a rectangular box
which has proper size and weight to a robot arm, this task is assigned to the robot.
However, a moving route is complicated by obstacle positions, and varies according to
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the product option. Programming the path into the robot requires many sensors, then
the necessary automation budget of the task, moving a rectangular box, is increased to
operate without errors in the dynamic environment. Therefore, this task is better to a
human operator than a robot.

We adopt an affordance-based MPSG presented by Kim et al., [9] as shown in
Fig. 3. This formal modeling methodology distinguishes human potentially possible
actions from human capable actions. In other words, a human can or cannot perform
tasks due to physical limitations enforced by an environment or his/her cognitive
recognition of tasks. Also, a human action is defined by the Boolean values with
consideration of affordances. In their presented model, a module can generate possible
transitions in terms of the MPSG that proves logical validation. Using affordance-based
MPSG, the system can present a process without critical failures. The current process
of the door part injection and handling system is modeled with the affordance-based
MPSG (see Fig. 3) and verifies the logic and flow with a sequence diagram as shown in
Fig. 4.

ROBOT_check_WEIGHT

Human_check_suction points

Human_move_MP_to_WS

Robot_move_MP_to_BS

Human_move_BS_to_WS BS

/_\ Robot_put_BS S5,
s 85,
Human_pick_BS U o

Robot_put_WS m Robot_move_MP_to_WS

SMpIdI0q0Y

Human_remove_Burr

Fig. 3. Affordance-based MPSG of the door part injection and handling system

3.2 Simulation Modeling Using ABM

In regards to affordance-based MPSG, an operator is modeled as an agent instead of a
machine in DES. A human operator mainly verifies the product quality after manu-
facturing process, where the performance of the human is affected by its characteristics.
The human characteristics are dynamic and are affected significantly by factors like
time, environment, or skilled level. To simulate a human considering dynamic char-
acteristics, an ABM is better than DES.

Each behavior or task of a human operator consists of a stage and transition. Each
stage also can have an internal stage to make a decision via defined rules. For example,
the task of an operator is to remove a burr. This task stage is involved in the Operator
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Fig. 4. The sequence diagram of the manufacturing process of the door part injection and
handing [19].

Role group, and this group consists of three different stages. When the operator takes
his/her task, the result of a task can be different depending on the product or other
influence like fatigue or skilled level (see Fig. 5). The human operator also has
supervisory role in this model. For instance, when a machine stops or the human
operator finds out a problem in the process, the human operator checks the machine
state and make decision whether a replace tool or repair. A dynamic characteristics of
the human operator affect to decision-making. Depend on his working experience via
skilled level, the human operator may repair the machine or report it based on a rule
when the machine breaks down. For this reason, ABM easily presents the
affordance-based MPSG. In the simulation, each operator is assumed to have a given
level of skill. The skill level can be modeled as a function of the initial level of skill and
total working time of the agent (experience) as shown in Fig. 5.

4 Simulation Implementation

4.1 Scenario of the Illustrative Example

The whole system process is modeled as DES, whereas each operator is modeled as an
agent-based on task rules and task specifications. In this paper, plastic injection
manufacturing line of an automobile door is used for simulation. The brief process is as
follows: At first, raw material is injected in the injection machine. A robot arm transfers
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Fig. 5. State chart of a human operator in the semi-automated process of the door part
manufacturing.
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Fig. 6. Current process map of the semi-automated manufacturing system

the injected product from the machine to conveyer line. And the operator removes burrs
on the product and then the operator inspects the product quality manually (see Fig. 6).

Figure 7 illustrates the simulation model of the current system. Raw material is
source A, B and C. Each source is modeled as an agent and has different options like
door trim size, color, or customer choice among selectable options. The setting is for
machine adjust time when the source type is changed at some point. The restricted area
is designated for operator tasks. Internal processes in the restricted area are similar to
those shown in Fig. 5. Finally, the operator classifies and loads a product depending on
the inspection standard.
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4.2 Analysis of Simulation Results

Exterioiheck ELoading

Disuse

For verifying the simulation result, the parameters of the manufacturing process are set
as real data (see Table 1). The data are assumed to be the triangular distribution with
mean values of actual process time. The parameter of operator’s tasks is assumed as
0.95 % of which the human operator’s skill level is high.

Table 1. Real process times in the manufacturing system and simulation inputs

Process Max. Simulation Input(sec) Total
Process (Triangular dist.) Cycle
Time(sec) Time (sec)
Set up Tasks Injection machine 1200 (min,mean,max) Max. 1800
Robot arm 600
Production Tasks | Injection 8 6.4,7.2, 8) Max. 90
Extra time for injection | 22 (17.6,19.8,22)
Suction 10 (8,9,10)
Material moving 5 (4,4.5,5)
Human operator’s tasks | 15 Dependent on the
operator’s skill level
& error rates
Final loading 30 (24,27,30)

In the simulation results, the average cycle time (total time for one production) is
calculated as 82.3 s (see Fig. 8). The simulation were conducted with 100 replications
to analyze the variation of the data. The input parameters of the model are set with
reference to the real production conditions for each manufacturing process (see
Table 1). The unexpected errors occasionally cause delays on the processing times as
shown in Fig. 8, it is still required to ensure realistic results of the simulation.

To show the effect of human error and operator’s skill level, in the simulation the
operator’s skill level and error rate follows triangular distribution as follow :

processtime ~ Triangular(min, mean, max),

where: mean = required process time X floperator’s skill level),
min = mean X error rate, and

max = mean

X error rate

()
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Fig. 8. Simulation test results of product time vs. the number of productions

The mean value of triangular distribution is assumed to be dependent on the
operator’s skill level such as that of novice, intermediate, expert cases. For the illus-
trative purposes, it is assumed to take 95 %, 90 %, and 85 % of the required process
times for the novice, the intermediate, and the expert cases, respectively. The error rates
for the cases are also assumed to have different values of min and max in the triangular
distributions as shown in Fig. 9.

Time for
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Fig. 9. The parameters of triangular distribution depend on the operator’s skill level and error
rate. (a) the minimum and maximum value depend on the error rate of an operator, (b) the mean
value depend on the operator’s skill level

The simulation results were analyzed by different error rates and the skill level
assumed, by using ANOVA to illustrate how the human task variances affect the total
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processing time. The results show that the skill level, the error rate, and the interaction
are all significant to the total process time in 95 % CI, because their p-values are all less
than 0.05 (see Table 2). The error rate highly influences the process time when the
operator’s skill level is low, the case of novice, as shown in Fig. 10, which presents the
effect of human involvement in the automated process. Thus, to identify the perfor-
mance of the human-included manufacturing systems, the level of skills and error rates
of the human agents should be modeled independently when the interactions among
heterogeneous resources in the systems need to be considered and analyzed.

Table 2. Anova table of operator’s skill level and error rate for process time

Source DF |SS MS F P

Skill level 2|3806.47 | 1903.24 | 672.39 | 0.00
Error rate 2/ 1108.98|554.49 |195.90 | 0.00
Interaction | 4| 571.63|142.91 |50.49 |0.00

Error 891 | 2522.01 | 2.83
Total 899 | 8009.09
96 A
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[ J
p 88 . * *
S *®
2
a 84 1
3
80 1
*
errorrate 8I5 9IO 9I5 8I5 9IO 9I5 8I5 9IO 9I5
skilllevel 85 90 95

Fig. 10. Box plot of process time vs. error rate & skill level

5 Conclusion

The model presented in this paper provides a simulation implementation of an
affordance-based MPSG in a real semi-automated manufacturing system. The
affordance-based MPSG, the formal model methodology used in this paper, represents
all possible interactions among system components in a human-involved manufactur-
ing system. It also models human operators as components distinct from a machine or a
robot. The affordance-based MPSG provides a reasonable modeling method for rep-
resenting the human-involved manufacturing system. Thus, we provide the simulation
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and verification of the affordance-based MPSG in which an existing auto-part manu-
facturing system is simulated.

To make manufacturing processes plan and control the human-involved manu-
facturing system based on affordance-based MPSG, the simulation model combines
DES and ABM. The combined simulation results of DES and ABM are implemented
with real manufacturing data from a small auto part company. The simulation is
modeled with the triangular distribution to obtain highly reliable data. And then,
productivity and task efficiency are used for judgment of the simulation under dynamic
situations, such as a different number of product types or urgent customer manufac-
turing orders. While the simulation model creates four types of products as an existing
manufacturing system, the simulation results indicate that the minimum manufacturing
time per product is four hours.

The effects of implementation of affordance-based MPSG still require further
investigation with different manufacturing systems and extended environments. In
addition, the affordance-based MPSG also needs to be extended to express the man-
ufacturing process of human-machine collaboration in manufacturing systems.
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Abstract. Industrial automated production is a conservative domain. New
information technologies find the way into this domain slowly or not at all. But
in 2013 the fourth industrial revolution was announced: The so-called Industry
4.0 implicates techniques like cloud-computing and self-organizing machines.
The degree of technological complexity increases. Beside the technological
innovation the use context and the tasks for the users will also be changed. In the
design phase the engineers have to handle the increased complexity. In the
operating phase the operators and also the service and maintenance technicians
have to keep the production systems running. This paper discusses the results of
the research about the effects of Industry 4.0 on the different user groups and
highlight selected user requirements.

Keywords: HCI in automation - Industry 4.0 - CPS - Mobile HCI -
Augmented reality

1 Introduction — What Is Industry 4.0?

The domain of industrial automation is reserved and conservative to new developments
in the information technology. One reason is that industrial productions systems are
build to output products for a long time. A period of 20-30 years is not unusual. From
this it follows that the used technology and the related spare parts has to be accessible
over the period. But — is it certain that today’s information technology is still available
in 30 years?

A second reason is the need for information security. Only authorized persons and
institutions should have access to any sensible data. But the modern information
technology is based on networks and outsourced information services. How can a
company make sure that sensible information is secure against unauthorized access e.g.
from a third party or a competitor? How can a company make sure, that nobody can
inflict damage with these data?

Nevertheless new information technologies are observed and proofed, if these
technologies are suitable for the producing industry. As a result the concept of the
industry 4.0 was developed and was introduced to the public in 2013.

What represents industry 4.0? After the mechanizing with water or steam power
(industry 1.0, e.g. the weaving loom), the mass production with band conveyors
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(industry 2.0, e.g. Henry Ford’s car production) and the use of electronics (industry 3.0,
e.g. the programmable logic controller PLC) the level 4.0 is now reached (Fig. 1).

A

Industry 1.0: Steam machine

Industry 2.0: Band conveyor G

Industry 3.0: PLC

s

Industry 4.0: Cyber-physical systems & o

Fig. 1. From Industry 1.0 to Industry 4.0

Some elements were taken from the idea of the Internet of things, some from the big
data subject or the service architecture topic to shape the concept of the smart factory [1].

1.1 The Vision of Industry 4.0 — The Smart Factory

But what is the vision of Industry 4.0? What is a smart factory? The elements in a
production plant become so-called cyber-physical devices that have an increased
intelligence and ability to communicate compared to today’s machines. With these
abilities the cyber-physical systems can take a part of the planning and dispositive
tasks. The machines take care about adequate supply of material, change production
method to the optimal one for actual product, or figure out a new method by itself
(catchword self-learning machine). The machines get social characteristics and build
their own “social” networks (Fig. 2).

As one result the classical automation pyramid is change. The machines — typical
located at level one (field level) — get functionalities from the upper levels, particularly
from the levels 3 (MES/plant management level) and level 4 (ERP/enterprise level).
Also new topics like the service-based architecture influence the systems.

At first sight it might seem that the load for the users is clearly reduced. But is this true?

1.2 The Lifecycle of Automation Systems

In the lifecycle of industrial automation systems (Fig. 3) two phases with three user
groups can be pointed out:
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Fig. 2. Cyber-physical systems with their own “social” network - is this still cloudy or foggy for
the user?

Operation

Service & Maintenance

Fig. 3. The lifecycle of automation systems

1. During the engineering phase the user group of system designer develop and design
the whole production system. Different craft groups (e.g. mechanical engineers,
electrical engineers, PLC software engineers etc.) work with their specific software
tools sequential on the designing, configuring and building up the production
systems.

2. During the operating phase two user groups play an important role:

a. The operators supervise and control the assigned production line.
b. The service and maintenance technicians keep the production ticking over.
3. The last phase “scrapping” is from the industry 4.0 point of view not that important.

What are the impacts of industry 4.0 for the user and for their software tools?
Apparently the complexity of the procedures inside the automated productions systems
is extremely raised. Beside this also economic issues and functions (based on the
integration of level 3 and 4 functionality, see above) have to be considered by the
designers. For example user requirements concern issues supporting the collaboration
in a mixed team of special designers. Also requirements regarding the consistent data
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flow through all the different engineering tools become effective again — these topics
were already discussed but not solved during the work on the digital factory.

Changing the focus to the operating phase the two user-roles operator and service
and maintenance technicians are also confronted with changed working environments.

Due to the fact that the machines undertake more tasks from the operator the
remaining operator’s tasks get more and more an observing character. The operator has
to monitor and supervise the automated production system. But the increased infor-
mation and communication power of these systems lead to a complexity that is not
understandable by classic user interfaces used actual in the industry. The operator needs
support to keep the system stable in case of a fault.

The service and maintenance technician has also an altered need for information.
The cyber-physical systems will have a huge diagnostic functionality. For evaluation
and interpreting this new data the technician has to be supported by new user interface
concepts with site-directed information access (e.g. via mobile devices combined with
techniques like AR).

2 Changes for the User — New Working Conditions?

It seems clear that the entry of innovative techniques from the computer science
influences the working conditions of the users. The question is in what kind of manner
— and if there is a need for further support of the user.

2.1 The Engineering Phase

Unlike usual products the production plants are single-unit products. As a result the
engineering and development effort play a mayor role. This can be divided in three
phases: Design, manufacturing & assembly, and commissioning. In the classical way
the commissioning phase in the field needs the most time.

To reduce time and effort the idea of the digital factory was developed during the
last 10 years (Fig. 4). Parts of the commissioning phase should be done with simulation
tools. As an advantage for the user this work is relocated from the field to the office. As
a disadvantage the number of tools increases.

Also in the classical approach a huge number of tools are necessary for fulfilling the
engineering tasks (Fig. 5). A major problem for the user is that these tools are dis-
harmonious — both in their databases and in the interaction with the user [2-4]. Typ-
ically each tool has a different look & feel — different handling, different appearance,
different menu structures, different keyboard layout, different shortcuts etc. In some
cases the different databases lead to the manual input of the results of the prior tools.

Using the digital factory approach the number of tools increases without solving the
problems of the not harmonized tools (Fig. 6).

Integrating the ideas of Industry 4.0 the number of tools still increases (Fig. 7). But
the new tools have the origin not in the engineering disciplines but in the computer
science. So not only the engineers have to handle the huge number of tools but also
work together with colleagues from computer science domain — a new domain from the
point of view of the automation society.
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Fig. 7. Using the Industry 4.0 approach even more tools are necessary
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So do we have new requirements in the engineering phase? Some are not new, but
become under the Industry 4.0 focus still more important. First it has to be cleared if
there are new user roles, e.g. cloud specialist for integrating the cloud system into the
automated production system with its real-time and safety requirements. Based on this
the interfaces between the user roles have to be analyzed and optimized.

And one of the most important point is, that the huge number of different
computer-aided engineering tools have to be harmonized so support the users doing
their task — including the obvious issues like an identical look and feel and the hidden
issues like a common data exchange and data format (e.g. AML [5]).

2.2 The Operating Phase

Typical user groups in the operating phase are the operator supervising and controlling
the plant, and the service and maintenance technician. The introduction of the Industry
4.0 topics accompanied with an increased degree of automation. That means that the
complexity of the automated systems also increases — and the operators tasks have a
predominant supervising character. In case of an incident or accident the irony of
automation [6] become real.

The human-computer interfaces in the control rooms have to be developed based on
the user-centered approach with a task- and situation-orientation. This appears correct
and necessary but — because automated production plants are single-unit produced —
financial issues carry weight.

The service and maintenance technician has to keep the plant running. Timely
exchange of worn machine parts before the system is going down is part of the task.
The technological ideas of Industry 4.0 cover also self-diagnosing machines. That
means also that the disposing task moves from the shift supervisor to the
Cyber-physical System.
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It is possible that the technician get the working plan from the system (the factory —
not from the shift supervisor). Therefor the technician needs during the operation in the
field the necessary information — that requires a location-independent information
access. — and also a situation-oriented and task-oriented offer of information.

Mobile devices become essential tools (Fig. 8) — if these devices are robust enough
for the industrial use. Beside the technical requirements on robustness and the power of
the rechargeable battery usability aspects are still important. Due to the limited screen
size the selection of actual shown information and interaction possibilities is extremely

relevant.
~ N
w & “
\

Fig. 8. Interacting via mobile devices with the Cyber-Physical System

3 Actual and Future Research at the Robotics
and Automation Department at Heilbronn University

The Robotics & Automation department at Heilbronn University analyzes the use of
mobile devices especially for service and maintenance technicians. Starting with
applications for laptops the focus was on the augmented reality [7]. Actual the appli-
cations was ported to tablets and extended with features from computer games and
interaction techniques like gesture input [8].

The next step will be the porting to data glasses to enable a hands free, eyes free —
interaction.

In parallel the automation laboratory starts to acquire a factory in a laboratory size
(“Heilbronner model factory’). This model factory can “produce” liquids and repre-
sents a real production system.

Beside research on Industry 4.0 technical aspects like including cloud servers to
PLCs it is planned to perform different projects on the human-computer interaction like
device-independent information visualization. The Human-robot interface to mobile
robots is also a key aspect in the research activities [9].
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Abstract. Enterprise Resource Planning (ERP) success research has been
widely studied. Models to test the success of an ERP implementation have been
developed, but most models do not adequately test all implementations success
after implementation. This literature review study introduces a new model for
testing any ERP post-implementation to determine if it was successful or not
rather than relying on other models that determine it to be a failure if it did not fit
within the model constraints.

Keywords: IS - ERP - Success + Post-implementation

1 Introduction

Businesses today are more strategic when it comes to selecting and implementing new
systems; however, the rate of successful implementations remains low even with
decades of implementation experience. There continues to be no systematic method to
evaluate the success post implementation. Most researchers point to the use of Critical
Success Factors (CSF) within the Enterprise Resource Planning (ERP) process for
testing the failure or success of a system implementation. While this is a good start, the
business community needs a better tool that can be applied across all platforms. The
need for constructing an Enterprise Resource Planning (ERP) testing model is now [1].
This model, once constructed, could be used for any enterprise resource planning
(ERP) implementation, regardless of size, complexity, scope, vendor or age of appli-
cations, to test if it was a success or not.

After nearly 75 years of applications on mainframes to Desktop environments and
with so many implementations, why are there so many failures? The disturbing
observation is the lack of conclusion on the outcome of an implementations success or
failure [2]. The focus on post implementation is the evidence of no closed loop
evaluation of success. Did we accomplish the objectives of our business case? Did we
receive the return on investment in the period we predicted? Did we gain the com-
petitive advantage, processes, productivity expected? Were we able to accomplish the
implementation within budget, scope and time? Was the product purchased, developed
or integrated or did we need to make modifications to our own expectations on what we
expected?
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Despite the widespread research investigating ERP success and failure [3, 4], little
research has empirically investigated how to evaluate ERP success. Since there are too
many research studies on ERP implementation success, our research focuses on
post-implementation success of ERP. While there is research on critical success factors
in ERP, this empirical research focused more on relationships between critical success
factors and ERP success. However, different research adopts different constructs to
assess post-implementation success of ERP. There is no systematic constructs, sup-
ported by empirical studies, to evaluate post-implementation success of ERP yet.
Therefore, the purpose of this article is to propose a systematic constructs to assess
post-implementation success of ERP.

2 Literature Review

2.1 Information Systems (IS) Success

Plenty of research has been done on factors associated with the success of IS [6-9],
notably the DeLone and McLean model (2003) which has been applied to many cases
over the decade since its first publication [10, 11]. There are two versions of IS success
model from DeLone and McLean. First one was developed in 1992 while the com-
puters and Internet were not dominate in the business world. In this initial model, there
are two levels, individual and organizational. They believe that system quality and
information quality impact IS use and users’ satisfactions, then further influence the
individual behaviors, and eventually spread to organizational level.

Most studies adopt the Technology Acceptance Model (TAM) [12] to measure the
system quality. However, recent researchers believe that we should use more constructs
to completely represent the system quality, such as reliability, portability, user
friendliness, understandability, effectiveness, maintainability, economy, and verifi-
ability [13]. Information quality refers to the quality of system output, such as reports
generated by the system. Livari [2] adopt Bailey and Pearson’s construct [14] to
measure information quality in six categories: completeness, precision, accuracy,
reliability, currency, and format of output. IS use is typically measured in several
categories, such as intent to use, which is adopted from TAM [12], frequency of use,
self-reported use and actual use.

Because of the overlapping results of using all of the constructs [15], most of the
studies adopt frequency of use as the dominant measure construct. However, Doll and
Torkzadeh [16, 17] argue that using effects of use could be more precise than the
frequency of use. Furthermore, Burton-Jones and Gallivan [18] support a measurement
of using multiple perspectives across the individual and organizational levels to gain a
full picture of the IS use. There are two fundamental instruments in measuring user
satisfaction: End-User Computing Support (EUCS) instrument by Doll [16, 17] and
User Information Satisfaction (UIS) instrument by Ives [19]. To simplify the instrument
and avoid overlapping measurement of system and information quality [20], some of
the researchers now prefer to use a single item to just measure overall satisfaction of the
IS use (Fig. 1).
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Fig. 1. The DeLone-McLean model for IS success

In 2003, DeLone and McLean updated the initial model and propose a new research
model by adding several new variables and restructure the framework. With 10 more
years of IT/IS experiences, now they have a clearer picture of IS. Besides information
quality and system quality, service quality was added to the model as the first layer; the
construct use was divided into two parts: intention to use and use because they posit in
the context of IS usage, users will first have the intention to use the system before they
actually use it. The relationship with user satisfaction therefore changes to a circle: after
the initial use of the IS, user satisfaction will cause users’ intention to use, and the more
the experiences the user has with the IS, the more satisfaction generated and this
relationship eventually will impact the net benefits of the organization.

Service quality is an achievement of reaching desired services level of IS for the
users. SERVQUAL is adopted to measure the service quality even though some
researchers criticize the instrument [10]. In the updated model, DeLone and McLean
found more internal and external impacts rather than just organizational, such as work
group impacts, industry impact, consumer impact, and so on. Therefore, they decide to
combine all the impacts into one single category called Net Benefits (Fig. 2).
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TO USE
SYSTEM QUALITY NET
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Fig. 2. The updated DeLone-McLean model for IS success
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To support the DeLone-McLean Model applications, livari [2] conducted an
empirical study to testify the model in a field study. All the relationships are found
significant except two: the influence of system use on individual impact and the
influence of information quality on system use.

2.2 ERP Life Cycle

ERP is unique within Information Systems (IS) because of its size. According to
Capaldo and Rippa [21], there are three phases in a typical ERP life cycle:
pre-implementation, implementation, and post-implementation. Pre-implementation
refers to the strategic planning stage before the ERP actual project implementation,
including strategic decision making, planning, system design, and system selection.
Implementation phase focuses on physical processes of software and hardware
installation, parameterization, database and system integration, testing, and system
stabilization. Lastly, post-implementation is the stage for organizations to run and
maintain the ERP systems at daily bases. The post-implementation includes six
processes [22]:

Corrective process, such as application of vendor additions and troubleshooting
Adaptive process, such as modifications/enhancements and authorization
Perfective process, such as system version upgrade

Preventive process, such as administration and work-flow monitoring

User Support process, such as help desk and user training and education

External process, such as Coordination and administration among supplier and
customers

2.3 ERP Success

To increase the efficiency and effectiveness of ERP adoptions and applications, it is
necessary to study the success of ERP. However, during its life cycle, there are more
than one success levels of ERP. The majority of the current studies focus on ERP
implementation success. Only a few studies conducted research on ERP
post-implementation success. Even in post-implementation success studies, there are
two different methods, what we called Type I and Type II.

In type I method, ERP post-implementation success is studied as a dependent
variable and the purpose of this type of research is to find out what are the main factors
impacting the ERP post-implementation success and how to maximize the benefits of
the success. Ng [23] raises a conceptual model for ERP post-implementation success.
Besides the factors he adopted from DeLone-McLean Model, degree of customization,
operation characteristics of the system, and three fitness variables, such as data fit,
process fit, and user interface fit, are found significantly related to user satisfaction
and/or system use and eventually influencing net benefits from the ERP system (Fig. 3).
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Fig. 3. A conceptual model of ERP success

From a practical development perspective, Zhu [24] proposed another research

model to reveal the factors leading ERP post-implementation success. They distin-
guished all the factors into two levels: first order contract, including project manage-
ment, system configuration, leadership involvement, organizational fit, and external
support, and second order construct with technological aspect (implementation quality)
and organizational aspect (organizational readiness) (Fig. 4).
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Fig. 4. Research model for ERP post-implementation success

Drawing from the leadership theory, by emphasizing organizational culture and

knowledge sharing on transformational leadership, Shao [25], identified four organi-
zational culture factors, development culture, group culture, hierarchical culture, and
rational culture, which are impacted by transformational leadership, influencing ERP
knowledge sharing and ERP Success (Fig. 5).

Additionally, according to the Change Management Model, AL-Ghamdi [26]

proposed a research model leading to a successful ERP outcome. There were five levels
in the model:
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Fig. 5. Research model from Shao, et al.

Level 1: change management environment,
Level 2: strategies, processes, and techniques,
Level 3: user reaction,

Level 4: IT personnel re-skilling, user training, readiness, and introduction to new

system,;
Level 5: successful system implementation (Fig. 6).

Fig. 6. Proposed change management model for successful ERP

ERP
outcome

By contrast, type II success focused on how to evaluate ERP post-implementation
success. Shao [25] concluded that ERP post-implementation success should include
four aspects:

After ERP implementation, operational cost in the firm is reduced;
After ERP implementation, sales income in the firm is increased;

After ERP implementation, managerial decision efficiency in the firm is improved;

After ERP implementation, customer satisfaction in the firm is enhanced.

s
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Zare and Ravasan [27] stated a new model to assess the post-implementation
success. Besides the DelLone-McLean IS Success Model, the authors added two new
constructs in their research framework: workgroup impact, the system effective influ-
ence on sub-units or departments in the organization [1], and inter-organizational
impact, evaluated through increased customer service/satisfaction, e-government ena-
bler, better supplier relationships, e-business/e-commerce enabler, improved
service/product delivery, improved cooperation with colleagues and so on [28].

Using the Fuzzy Analytic Network Process (ANP), Moalagh and Ravasan [29]
proposed another assessment model with a middle level of managerial success, orga-
nizational success and individual success (Fig. 7).

Dtz nkegratios Unle

Fig. 7. ANP framework for ERP success assessment

3 Research Model

In this research model, we do not agree with the model proposed by Zare and Ravasan
[27]. Even though the authors argue that inter-organizational impacts should be paid
attention to when we evaluate the success, we believe that the constructs in
inter-organizational impacts are overlapped by the constructs from other factors, such
as service quality, organizational impact, and so on. Additionally, we also have
questions with Moalagh and Ravasan’s [29] model regarding to the three middle levels.
The three middle level constructs are all measured by all six third level constructs,
which means it’s useless to have these three middle levels in the research model and
without these three constructs, this research model is back to the model proposed by
Ifinedo [1].
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In our research model, we believe that the success of ERP post-implementation
should be considered based on the original aims/purposes when organizations decide to
implement the system. If the ERP achieves the original aims/purposes, we can say it is
successful. Otherwise, even if it fits in the success model proposed in previous studies,
we cannot say the ERP post-implementation is successful. Or, for example, based on the
previous research models, the assessment shows failure of the ERP post-implementation
because of the worsened supplier relationship after the ERP implementation. We cannot
say the ERP post-implementation is not successful if, in the beginning, the organization
did not have building a better relationship with suppliers as one of their aims/purposes
for the ERP adoption (Fig. 8).

Assessment Constructs

/ Strategic Level

Infrastructure
Z Level \

poses to adopt ERP ~al

\

Fig. 8. Proposed research model for post-implementation assessment

Initial aims/pur- ERP Post-implemen-

Operational Level | tation Success

Managerial Level

Through data standardization and process integration, ERP systems have the
potential to facilitate communications and coordination, enable the centralization of
administrative activities, reduce IS maintenance costs and increase the ability to deploy
new IS functionality [30]. Therefore, back to the original purposes of ERP adoption, we
propose our research model to systematically evaluate the ERP post-implementation
success:

In this model, we conceptualize the assessment into four levels consisting of the
strategic level, infrastructure level, operational level, and the managerial level. In the
strategic level, strategic purposes will be evaluated, such as to increase market
responsiveness, sharpen the organization’s competitive edge, and so on. Infrastructure
level refers to IT/IS structures in the organization, such as reduce IT/IS maintenance
costs, system integration, data centralization, and so on. Operational level can be
evaluated through operational activities, such as adopt best practices, improve pro-
ductivity, reduce operational costs, and so on. Managerial level focuses on the cen-
tralization of administrative activities, improvement of communications, effective
decision making, and so on.
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4 Discussion and Conclusions

This research intended to find the appropriate constructs to evaluate ERP
post-implementation successes. Through the literature review process we discovered
the need for a new model dealing with the ERP post-implementation success rather
than the success by itself. The proposed model for testing the ERP post-implementation
will offer a broader scope for testing ERP post-implementation success than previous
models researched. Our study broadens the research of ERP post-implementation
success thereby bringing opportunity for future research in this area.
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Abstract. The designed annotation tool intends to facilitate the evaluation of
pragmatic features in spoken political and journalistic texts, in particular, inter-
views, live conversations in the Media and discussions in Parliament. The
evaluation of pragmatic features focuses in the discourse component of spoken
political and journalistic texts, in addition to implied information and connotative
features. The present tool may be used by professional journalists and for training
purposes, for journalists and other professionals.

Keywords: Interactive topic-tracking * Semantic relations - Discourse struc-
ture - Graphic representation - Connotative features

1 Introduction

The designed interactive annotation tool targets to function as an aid to journalists and
other professionals, intending to facilitate the evaluation of pragmatic features in
spoken political and journalistic texts. The proposed tool may be used to process and to
evaluate spoken texts such as interviews, live conversations in the Media, as well as
discussions in Parliament.

The evaluation of pragmatic features focuses in the discourse component of spoken
political and journalistic texts, in addition to implied information and connotative
features, available in monolingual as well as in multilingual contexts. The design of the
present tool is based on data and observations provided by professional journalists.

Transcriptions from two-party or multiple party discussions of spoken journalistic
texts constitute the basis of the present data. These transcriptions, performed by pro-
fessional journalists, are also compared to older data transcribed from spoken jour-
nalistic texts in European Union projects. The collected data included transcriptions
from projects of graduate courses for journalists, in particular, the Program M.A in
Quality Journalism and Digital Technologies, Danube University at Krems, Athena-
Research and Innovation Center in Information, Communication and Knowledge
Technologies, Athens - Institution of Promotion of Journalism Ath.Vas. Botsi, Athens.

© Springer International Publishing Switzerland 2015
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Transcription and linguistic analysis was performed by two groups of 18-20 pro-
fessional journalists for the academic years 2012-2013 and 2013-2014. Each journalist
was assigned the evaluation of 4 interviews and performed a transcription of 15-20 min
of each discussion, two in English (or any other natural language, for example, German)
and two in Greek. Transcriptions from the following news broadcast networks were
included in the files processed: BBC World News, CNN, AL Jazeera, Russia Today
(RT) (“Crosstalk’), ZDF (Germany), ARD (Germany), available transcriptions from the
German Parliament and Greek TV channels (ERT-NERIT (public television), the Par-
liament Channel (“Vouli”), Mega TV, SKAI TV, ALPHA). The speakers participating
in the interviews or discussions were native speakers of British English or American
English, German (Standard or a Dialect) and Modern Greek. English-speaking partic-
ipants from countries as varied as India, Russia, Eastern Europe, the Middle East
(Arab-speaking countries and Israel), Iran, Pakistan, P.R. China, Kenya and Nigeria
were among the international speakers in the transcribed data.

Specifically, the professional journalists were assigned the task to transcribe
interviews and two-party or multiparty discussions from national and international
news networks, recording content, style and linguistic features, time assigned to each
participant, turn-taking, interruptions, as well as gestures and other paralinguistic
features. At the end of the analysis, the journalists provided an outline of the discourse
structure of the interviews and the two-party or multiparty discussions.

2 Design and User Interaction

2.1 Overview and Design

The designed annotation tool targets (1) to provide the User-Journalist with the tracked
indications of the topics handled in the interview or discussion and (2) to view the
graphic pattern of the discourse structure of the interview or discussion, (3) to evaluate
the discourse structure, (4) to allow the User to compare the discourse structure of
conversations and interviews with similar topics or the same participants /participant
and (5) to indicate the largest possible percentage of the points in the texts signalizing
information with implied information and connotative features.

The interface of the annotation tool is designed to (a) to track the “local” topic
discussed in a given segment of an interview or discussion or change of “local” topic in
an interview or discussion and (b) annotate and highlight all the points possibly con-
taining connotative features information, alerting the User to evaluate the parts of the
text containing these expressions.

The designed tool allows the tracking of any change of topic or the same or a
similar answer, as well as associations and generalizations related to the same topic.
Since processing speed and the option of re-usability in multiple languages of the
written and spoken political and journalistic texts constitutes a basic target of the
proposed approach, strategies typically employed in the construction of Spoken Dialog
Systems such as keyword processing in the form of topic detection are adapted in the
present design.
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Incoming texts to be processed constitute transcribed data from journalistic texts.
The interactive annotation tool is designed to operate with most commercial tran-
scription tools, some of which are available online. The designed tool may also be
adapted to downloaded written texts from the internet (blogs, pdfs etc.) or scanned files
from newspaper articles.

2.2 User Interaction

The steps in the interaction are initiated by the User activating the annotation tool when
viewing journalistic texts online. The online journalistic texts are scanned by the
proposed tool and the User is presented with an output comprising the online jour-
nalistic text with all the tracked topics, a graph of the text structure, as well as the
instances of “marked” information with implied information and connotative features.

User interaction involves two fully automatic processes, one process assisted by
System and one fully User-interactive process.

To help the User with the choice of local topics as a first step in the interaction, the
indication of candidate topics (SELECT-TOPIC Process) is a process assisted by the
System. The indication of the local topics (LOCAL-TOPIC Process) at each point in
the interview or conversation is a fully User-interactive process, constituting the second
step in the interaction. The SELECT-TOPIC Process is activated with the “Select
Topic” command. The LOCAL-TOPIC Process may be divided into two stages, cor-
responding to the activation of two respective commands, “Identify Topic” and
“Identify Relation” (Fig. 1).

Step in Interaction-Command Process Activated
“Select Topic” SELECT-TOPIC
“Identify Topic” LOCAL-TOPIC
“Identify Relation” (REP) (GEN) (ASOC) (SWITCH)
“Show Structure” GEN-GRAPH
“Show Possible Connotative Features” CONN-FEATURE

Fig. 1. Processes activated and respective commands

The list of the topics identified and tracked in the discussion or interview is pre-
sented to the User in chronological order.

The generation of the discourse structure (GEN-GRAPH Process) and the signal-
ization of the points containing connotative features (CONN-FEATURE Process) are
fully automatic processes. The GEN-GRAPH Process is activated with the “Show
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Structure” command. The separate CONN-FEATURE Process is activated with the
“Show Possible Connotative Features” command.

The generation of the discourse structure (GEN-GRAPH Process) constitutes the
final step of the interaction. With the activation of “Show Structure”, a graphic rep-
resentation of the relation between the topics is presented, assisting the User to evaluate
the flow of the conversation and the discourse structure of the discussion or interview.

2.3 The CONN-FEATURE Process: Signalizing Implied Information
and Connotative Features

The signalization of “marked” information (CONN-FEATURE Process) is a fully
automated process and is activated independently from the other three
above-mentioned processes. The CONN-FEATURE Process signalizes all “connota-
tively marked” words and expressions based on the flouting of the Gricean Coopera-
tivity Principle, especially in regard to the violation of the Maxims of Quality and
Quantity [2, 4, 5].

These sets of expressions may be grouped into a finite set based on word stems or
suffix type. Recognition on a word-stem or a suffix basis involves the detection of
word-classes such as adjectives and adverbials or types of verbs, containing specific
semantic features accessible with Wordnets and/or Selectional Restrictions [2].

Word categories whose connotative features are detected in the morphological level
and whose semantic content is related to connotatively emotionally and socio-culturally
“marked” elements are labelled as word groups with implicit connotative features. These
word groups include the grammatical categories of verbs (or nominializations of verbs)
containing semantic features (including implied connotations in language use) related to
(i) mode (ii) malignant/benign action or (iii) emotional/ethical gravity, as well as nouns
with suffixes producing diminutives, derivational suffixes resulting to a (ii) verbaliza-
tion, (iii) an adjectivization or (iii) an additional nominalization of proper nouns
(excluding derivational suffixes producing participles and actor thematic roles) [2].

3 Topic Tracking

3.1 The SELECT-TOPIC Process: Assisted Topic Selection

To assist the User in regard to the choice of topic, candidate topics consisting nouns are
automatically signalized and listed with the SELECT-TOPIC Process. Pronouns and
anaphoric expressions are not tracked. For the achievement of speed and efficiency, in
the SELECT-TOPIC Process, the annotation module operates on keyword detection at
morpheme-level or word-level. Only one topic can be set for each question or response.

Additionally, we note that selected topics may be subjected to Machine Translation.
Selected topics may also be accessible as Universal Words, with the use of the Uni-
versal Networking Language (UNL) [10, 11, 13].

Finally, it should be considered that candidate topics corresponding to general
subjects may receive additional signalization, also functioning as candidate topics for
indicating the relation of “Generalization”, presented in following sections. The topics
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corresponding to general subjects may be related to a sublanguage-based data base or
extracted from existing resources such as specialized lexica and corpora or Wordnets.
Examples of general topics are “energy”, “financial crisis” or “biohazard” or a cluster

of related word groups, for example, “war”, “battle”, “event”, “incident”, or “treaty”,
“ally” and “side” [1].

3.2 The LOCAL-TOPIC Process: Topic Identification

From the list of available nouns chosen by the System, the User chooses the topic of the
question or issue addressed by the interviewer or journalist-moderator and compares it
to the topic of the answer or response.

With the activation of the “Identify Topic” command, topics are defined at a local
level, in respect to the question asked or issue addressed by the interviewer or mod-
erator, allowing the content of answers, responses and reactions to be checked in
respect to the question asked or issue addressed.

Topics are treated as local variables. They are defined, registered and tracked.

Within the framework of questions/issues raised and respective answers, responses
or reactions, the discourse structure is observed to be in some cases compatible to
turn-taking in “push-to-talk conversations” [9], where there is a strict protocol in
managing the interview or discussion and turn-taking. In other cases, discourse
structure and turn-taking is partially compatible to the models of Sacks et al. 1974,
Wilson and Wilson 2005 [8, 12], where each participant selects self.

A basic feature of the present approach is that the expert or world knowledge of the
Users-Journalists helps identify the topic of each segment of the interview or discussion
and also it helps determine the relation types between topics, due to the fact that in the
domain of journalistic texts these relations cannot be strictly semantic and automatic
processes may result to errors.

3.3 Relation Types

In the LOCAL-TOPIC Process, with the activation of the “Identify Relation” com-
mand, the User-Journalist indicates the type of relation between the topic of the
question or issue addressed with the topic of the respective response or reaction.
Relations between topics may of the following types: (1) Repetition, (2) Association
(3) Generalization and (4) Topic Switch.

The User determines the relation type from the available relation types related to the
corresponding tags. The relation of “Repetition” between selected topics receives the
“REP” tag and involves the repetition of the same word or synonym. The relation of
“Association” between selected topics receives the “ASOC” tag. Association may be
defined by the User’s world knowledge or, if a defined sublanguage is used, the relation
may be set by lexicon or Wordnet. The relation of “Generalization” between selected
topics receives the “GEN” tag. We note that topics related to each other by a relation of
“Generalization” can be easily defined within a sublanguage or a Wordnet. Finally, the
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relation of “Topic Switch” is used when the topic of a discussion or interview changes
between selected topics without any evident semantic relations. The relation of “Topic
Switch” receives the “SWITCH” tag.

4 The GEN-GRAPH Process: Graphic Representation

The final step of the interaction produces a graphic representation of the selected local
topics in the discourse structure. The graphic representation has a “Generate Graph”
and a “Generate Tree” option, since the generated structure may be depicted as a graph
(“Generate Graph” option) or it may be depicted in a tree-like form, similar to a
discourse tree [3, 6, 7] (“Generate Tree” option).

The generated graphic representation is based on the relations of the topics to each
other, including distances from one word to another.

Distances between topics are defined as 1, 2 and 3. Distance 1 corresponds to the
relation of “Repetition”, Distance 2, corresponds to the relation of “Association” and
Distance 3 corresponds to the relation of “Generalization”.

The selected topics are attached to each other, either automatically by the System or
interactively by the User, based on the set values of distances.

Depending on the type of graphic representation chosen, Distances 1, 2 and 3 are
depicted as vertical lines from top to bottom, in the case of the generation of a tree-like
structure, or they may be depicted as horizontal lines from left to right, in the case of
the generation of a graph. The length of the lines depends on the type of distance. Thus,
the shortest line corresponds to the relation of “Repetition”, related to Distance 1, while
Distance 2, corresponding to the relation of “Association”, is represented as a longer
line to the next word-node. Distance 3, corresponding to the relation of “Generaliza-
tion”, is represented as the longest of three types of lines to the next word-node. The
longest lines corresponding to the relation of “Generalization” may be modelled to
form a curve (or a slight peak) to the next word-node, if a graph is generated or a node
with a larger size and characteristic indication, if a tree-like structure is generated.

The fourth type of relation, “Topic Switch”, is depicted as a new, disconnected
node generated to the right of the current point of the discourse structure, whether it is a
tree or a graph. As separate nodes, topic switches may be connected as different
branches of a tree structure, similar to discourse structures presented in tree-like forms,
resembling discourse trees [3, 6, 7]. In a generated graph, topic switches may be
depicted as breaks in the continuous flow of the graph.

Independently from the type of graphic representation chosen, the “Generate
Graph” or the “Generate Tree” options, it should be noted that the overall shape of the
generated graphic representation is dependent on the mostly occurring relation types in
the discourse structure of the interview or discussion. For example, a generated graphic
representation may have, in one case, many separate nodes (“Generate Tree” option) or
peaks (“Generate Graph” option), in another case, a generated graphic representation
may have a predominately linear structure, regardless of whether the “Generate Tree”
option or the “Generate Graph” option is selected.
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Furthermore, some types of linear structures may be modelled into circular struc-
tures, if the predominate relation is “Repetition” and in the graphic representation the
last node is attached to the first node, corresponding to the same or a very similar (or
synonymous) topic.

In the structures below, Fig. 2, corresponding to a discussion (with three partici-
pants) may be related to a predominately linear structure. On the other hand, Fig. 3,
corresponding to an interview, may be related to a circular structure. In the transcribed
discussions in Figs. 2 and 3, names of countries and national groups are withheld. The
relation of “Generalization” is depicted in bold print.

(Respecting) laws of [National] State => [National]
State => [Nationals] => [Nationals] outside [Coun-
try] => minority group ==>>
citizens
[>] “Nationalist”/ “Nationalism” => [country’s]
culture => [country’s] civilization
[>] immigrants => people
=> law-abiding household owners => [National]
Law ==>>
violence

Fig. 2. Relations between topics generating a mostly linear structure

In Fig. 2, the topic of the conversation is “respecting laws of National State”, which
is, in turn, associated to “Nationals”, “Nationals outside Country”, a “(definition) of
minority group” and “(country’s) citizens” (Generalization). A topic shift occurs to the
subject “Nationalist” and “Nationalism” which is, in turn, associated with the topics of
a “country’s culture” and a “county’s civilization”. A third topic shift occurs towards
the subject “immigrants” that is, in turn, associated with the general topics “people”
(Generalization), “law-abiding household owners”, “(National) Law” and “violence”
(Generalization).

On the other hand, in Fig. 3, the topic of the interview is “(country’s) people”
which is always reoccurring in questions and responses. Repetition is the mostly
occurring relation in the predominately linear discourse structure in Fig. 3 and may be
modelled into a circular structure.

In the examples in Figs. 2, 3 and 4, Distance 1 (Repetition- REP) is depicted as
“»”, Distance 2 (Association- ASOC) as “=>" and Distance 3 (Generalization- GEN)
is depicted as “==>>". Topic switch (SWITCH) is depicted as “[>]".

The example in Fig. 4 is a typical example resulting to the generation of a graphic
representation of many separate nodes (“Generate Tree” option) or peaks (“Generate
Graph” option).
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[country’s] people >> [country’s] people >> [country’s] people
>> [country’s] people >> [country’s] people

Fig. 3. Relations between topics resulting to the modelling of a circular structure.

poverty

African-American community ==>> family
speeches

[>]local level-=>school => children

[>]Keystone pipeline-=> State Department

[>]the Little Sisters of the Poor ==>> health

[>]IRS corrupt / Benghazi ==>> issues
questions

[>]President of the United States ==>> criticism

[>]President Clinton => President Bush=> (liberal)

President ==>> policies

[>]Richard Nixon- EPA- FDR=> liberal and demo-

crat- liberal and conservative ==>> country

=>infrastructure
=>trillion dollars worth

[>] basic research => innovation edge=> space =>

internet

[>]seventeen trillion dollar debt=> tax code

[>]loopholes

[>]minimum wage ==>> welfare

=>nanny state
[>]World War II==>> middle class
[>]Veterans

TRANSCRIPT: Full interview between President Obama and Bill O'Reilly

Published February 03, 2014. FoxNews.com
http://www.foxnews.com/politics/2014/02/03/transcript-full-interview-

between-president-obama-and-bill-oreilly/

Fig. 4. Relations between topics generating a tree-like structure with multiple branches or a
graph with multiple peaks.
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The example in Fig. 4, corresponding to a transcript of an available online inter-
view, contains a relatively high percentage of “Generalization” relations (depicted in
bold print) affecting the overall shape of the generated graphic representation.

In the example in Fig. 4, the initial topics “poverty” and “family” (Generalization)
are associated with the topic “African-American community”. Associated topics such
as “children” and “school” are followed by multiple topic shifts to “Keystone pipeline”,
“State Department” and “the Little Sisters of the Poor”. There is a topic shift to “health”
(Generalization), a topic switch to the “IRS” and “Benghazi”, both related to the topics
“issues” and “questions” (Generalization). General topics such as “criticism” and
“policies” are connected to multiple topic shifts concerning the topics “President of the
United States” associated with the topics “President Clinton”, “Richard Nixon” and
“EPA”, “FDR”, which are, in turn, associated with “liberal and democrat”, “liberal and
conservative” and “country” (Generalization). The topic “country”, a “Generalization”
relation, is associated with “infrastructure”, in turn, associated with “2 trillion dollars
worth”. The next topic shift concerns the topics “basic research”, “innovation edge”
“space”, “internet” and “seventeen trillion dollar debt” which is connected to the next
topic shift, “tax code” and “loopholes”. Another topic shift is “minimum wage”
associated with “welfare” (Generalization) and “nanny state”. The last topic shift is
“World War II”, associated with the topic “Veterans”, and connected by topic shift to
the topic “middle class” (Generalization).

5 Conclusions and Further Research

The evaluation of pragmatic features in spoken political and journalistic texts is pro-
posed to be assisted by an interactive annotation tool providing a graphic representation
of the discourse structure and signalizing implied information and connotative features.
The tool may be used to evaluate the content of interviews, live conversations in the
Media and discussions in Parliament, enabling an overview of content and targeting to
an objective evaluation of discourse structure and connotative elements.

The processes activated are combined with the decision-making process of the
Journalist-User, allowing the combination of expert knowledge with automatic
procedures.

Further research includes a full implementation of the designed tool, along with a
comparison of the local topics chosen by different Users-Journalists, as well as a
comparison of the effectiveness of graphic representation types, tree-like structures or
graphs. Furthermore, the possibility of fully automatic topic tracking with the aid of a
network or other form of resource based on a defined sublanguage is a subject of further
investigation. Full implementation may provide concrete results of the proposed
strategy’s success level and an insight to resolving any further issues.

Acknowledgements. We wish to thank Mr. Thanasis Tsolakis, Journalist and Newscaster, who
provided the basic analysis of examples presented, and the QINT4 and QJNTS class of graduate
students of the Program M.A in Quality Journalism and Digital Technologies, Danube University
at Krems, Austria.



268

C. Alexandris et al.

References

10.

11.

12.

13.

. Alexandris, C.: Accessing cause-result relation and diplomatic information in ancient

“Journalistic” texts with universal words. In: Kurosu, M. (ed.) HCI 2014, Part I1. LNCS, vol.
8511, pp. 351-361. Springer, Heidelberg (2014)

. Alexandris, C.: English, German and the international “semi-professional” translator: a

morphological approach to implied connotative features. J. Lang. Transl. 11(2), 7-46
(2010). Sejong University, Korea

. Carlson, L., Marcu, D., Okurowski, M. E.: Building a discourse-tagged corpus in the

framework of rhetorical structure theory. In: Proceedings of the 2nd SIGDIAL Workshop on
Discourse and Dialogue, Eurospeech 2001, Denmark, September 2001

. Grice, H.P.: Logic and conversation. In: Cole, P., Morgan, J. (eds.) Syntax and Semantics,

vol. 3. Academic Press, New York (1975)

. Hatim, B.: Communication Across Cultures: Translation Theory and Contrastive Text

Linguistics. University of Exeter, Exeter (1997)

. Jurafsky, D., Martin, J.: Speech and Language Processing, an Introduction to Natural

Language Processing, Computational Linguistics and Speech Recognition, 2nd edn. Pearson
Education, Upper Saddle River (2008). Prentice Hall series in Artificial Intelligence

. Marcu, D.: Discourse trees are good indicators of importance in text. In: Mani, 1., Maybury,

M. (eds.) Advances in Automatic Text Summarization, pp. 123-136. The MIT Press,
Cambridge (1999)

. Sacks, H., Schegloff, E.A., Jefferson, G.: A simplest systematics for the organization of

turn-taking for conversation. Language 50, 696-735 (1974)

. Taboada, M.: Spontaneous and non-spontaneous turn-taking. Pragmatics 16(2-3), 329-360

(2006)

Uchida, H., Zhu, M., Della Senta, T.: Universal Networking Language. The UNDL
Foundation, Tokyo (2005)

Uchida, H., Zhu, M., Della Senta, T.: The UNLA Gift for Millennium. The United Nations
University Institute of Advanced Studies UNU/IAS, Tokyo, Japan (1999)

Wilson, K.E.: An oscillator model of the timing of turn-taking. Psychon. Bull. Rev. 12(6),
957-968 (2005)

The Universal Networking Language. http://www.undl.org



Socio-Cultural Aspects in the Design
of Multilingual Banking Interfaces
in the Arab Region

Sarah Alhumoud', Lamia Alabdulkarim®, Nouf Almobarak?,
and Areej Al-Wabi*®9

! Department of Computer Science, College of Computer and Information
Sciences, Imam Mohammed bin Saud Islamic University, Riyadh, Saudi Arabia
{sohumoud, lamia}@imamu. edu. sa
% Software Engineering Department, College of Computer and Information
Sciences, King Saud University, Riyadh, Saudi Arabia
{nmalmobarak, aalwabil}@ksu. edu. sa

Abstract. This paper reports on insights gained from investigating multilingual
user interfaces designed for banking systems in the Arab Region. In this region,
Arabic is the native language; however a plethora of expatriates reside in the
region who speak different languages. Three modes of banking interactions are
examined in the local context; internet banking, automatic teller machines
(ATMs), and mobile banking (MB). Reflections on interaction design for the
three modes of banking illuminates the culture-orientated design considerations
for banking interactions and demonstrates how users, in this case bank cus-
tomers, shape technological changes and influence interface design. The con-
tribution of this research is threefold. Firstly, gain an insight into socio-cultural
design requirements for banking interfaces; secondly, an exploratory survey of
interface design considerations in the three modes of banking with a focus on
multilingual aspects of the design; and finally, distil the findings into design
recommendations for socio-cultural aspects that are relevant to the context of
banking interactions in the Arab Region.

Keywords: ATM - Mobile banking - Online banking * Heuristics + Usability

1 Introduction

Banking interfaces are designed to provide a secure mode of communication for cus-
tomers to access their bank accounts. Banking interfaces that reflect socio-cultural
factors can provide meaningful interactions that reflect users’ local context as well as
providing them with social, personal, and symbolic cultural values. These aspects
consequently facilitate user acceptance, and can positively influence the user experience
(UX) in interacting with banking interfaces as well as the customer experience (CX) in
commercial and personal banking. Users involved in banking interactions in the Arab
region include native Arabic-speaking populations in addition to an expatriate com-
munity residing in these countries who predominately speak English or French as their
first language (e.g. English-speaking expatriates in the Gulf region, French-speaking
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natives and expatriates in the North African Arab region). The expatriate community
often constitute more than one third of the population in some countries in the Arab
region, and thus user-centered socio-cultural banking interaction design is imperative
for high usability in banking interfaces and for providing good user experiences for
these banking systems.

The context of this study is Saudi Arabia, where one-third of the population is
non-Arabic speakers with varying proficiency in technology usage, socio-economic
backgrounds, and consequently different interaction design requirements [1]. Banking
systems often cater to the requirements of target user populations by offering bilin-
gual interfaces in Arabic and English. The penetration of mobile devices in Saudi
Arabia is amongst the highest in the world, with comparable adoption rates across
socio-economic levels in the population [2]. Hence, examining socio-cultural aspects
of design are particularly relevant to this region to gain insights into the key
requirements for service and delivery of technology solutions in banking interactions.
Three modes of banking are prevalent in the local context; namely, internet banking,
automatic teller machines (ATMs), and mobile internet banking (MB). An exami-
nation of interaction design for the three modes of banking illuminates the history
and culture-orientated design considerations for electronic banking interfaces and
demonstrates how users, in this case bank customers, shape technological changes
and influence interface design [3, 4].

In recent years, there has been a proliferation in research examining design con-
sideration for Arabic Interfaces [5-7]. Banking interface design issues have been
reported in the HCI literature for several decades [8, 9], and recently, specific scopes of
research have emerged in ATM related literature such as accessibility for user popu-
lations with disabilities and the elderly [10]. To date, our understanding of the
socio-cultural factors in the design of banking interfaces in the Arab region is limited
[e.g. 11, 12]. HCI studies related to the broad scope of Internet Banking have looked at
interaction and design issues in different cultures and for different user groups [13, 14].
However, the socio-cultural design considerations for Arabic banking interfaces
remains to be an unexplored area of research and inadequately examined.

The contribution of this paper is threefold. Firstly, gain an insight into
socio-cultural design requirements for banking interfaces; secondly, conduct an
exploratory survey of interface design considerations in the three modes of banking
with a focus on multilingual aspects of the design; and finally, distil the findings into
design recommendations for socio-cultural aspects that are relevant to the context of
banking interactions in the Arab Region.

2 Design Considerations for Banking Interactions

Designers of banking interfaces in the Arab region have not yet been able to encode
cultural phenomena to the same extent as human factors (e.g. cognitive and physical) in
designing devices and interfaces [7, 9]. Research has suggested that designers need to
specify, analyze and integrate socio-cultural factors in the early stages of the design to
understand the human factors relevant for banking interactions (e.g. [15] ). Khashman and
Large [5] conducted a study that considered the design characteristics of government



Socio-Cultural Aspects in the Design of Multilingual Banking Interfaces 271

websites in different Arab countries. Interestingly, Hofstede’s culture’s model was found
to be inadequately reflected in the interfaces reviewed in that study [5].

Banking interfaces in the Arab region often toggle between left-to-right (LTR) and
right-to-left (RTL) screen orientation in Arabic script and Latin script interfaces, and
support bidirectional scripts for Arabic letters, digits and embedded charts/diagrams.
Text and navigation in banking interactions cascade to the left in Arabic interfaces, and
cascade to the right in English/French interfaces. Most items in the Arabic bidirectional
interfaces are mirrored by comparison to the English/French versions of the interfaces.
In addition to the layout of banking interfaces, directionality may affect the navigation,
alignment in tables, collated images, and pop-up windows or scrolling messages.
Notably, the process of producing mirrored versions of these banking interfaces is
straightforward. The functionality associated with the navigation (e.g. back, next), undo
and redo icons, confirm and cancel buttons, may require relocation, rather than a simple
mirroring of the graphics.

In the following sub-sections, we present an overview of banking interactions
offered to customers beyond branch-based banking. This includes previous research on
ATM and Internet banking on web interfaces and mobile applications.

2.1 ATM-Based Banking Interactions

In recent years, researchers have examined human factors in the design and usability of
ATM banking interactions. Such studies have generally focused on the design con-
siderations of ergonomics, location, and accessibility for specific user populations such
as the elderly or individuals with declining or limited abilities (e.g. visual, physical,
cognitive) [10-12]. Although design recommendations have been reported for inter-
faces for different languages and cultural contexts [e.g. 13], little attention has com-
paratively been paid to design considerations for Arabic interfaces of ATM banking
systems in the Arab region.

2.2 Web-Based Banking Interactions

The interest in Web-based Banking (WB), Internet Banking (IB) and E-banking has
grown rapidly following the increased adoption of communication and Internet tech-
nologies. Notably, online banking started in 1995 in the United States of America,
when the Presidential Savings Bank offered its customers an online service as an
alternate to traditional banking [16]. A similar pattern of increased diffusion of
web-based banking interactions was observed in our local region. In Saudi Arabia, the
Saudi Money Agency (SAMA) has recently reported that the number of bills that have
been paid using the national Electronic Bill Presentment and Payment (EBPP) system
named as SADAD jumped 107 % in the period between between 2009 and 2014 [17].
An increased recognition of the importance of culture-oriented models of technology
adoption is evident, as noted by a survey of I