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ABSTRACT
Cognitive radio is a promising technique for efficient spec-
trum utilization in wireless systems. In multi-user Multiple-
Input Multiple-Output (MIMO) system, a large amount of
feedback information has to be used to achieve multi-user di-
versity. In this paper, in order to reduce the feedback amount
and hence the wasted energy, we propose a novel scheduling
scheme of secondary users (SUs) for an underlay cognitive
radio network. Our scheme is based on opportunistic beam-
forming and employs multiple feedback thresholds. The low-
est threshold is chosen to insure a predefined allowed schedul-
ing outage probability. A scheduling outage event occurs if at
least one transmit beam has no feedback information. The
other thresholds are chosen in order to reduce the number of
SUs feeding back their maximum signal to interference plus
noise ratio (SINR) (and hence the wasted energy) and the de-
lay due to the number of attempts. We show via simulations
that a significant gain in terms of energy is obtained at the
price of a reasonable delay.

Index Terms— Cognitive radio, opportunistic beamform-
ing, secondary users scheduling, multi-threshold feedback
scheme

1. INTRODUCTION

Cognitive radio (CR) was recently proposed as a promising
method to make more efficient use of the limited radio spec-
trum. In this paper, we consider an underlay cognitive ra-
dio network (CRN) [1]. The cognitive base station (CBS),
equipped with M transmitting antennas, schedules a large
number K of secondary users (SUs). Each SU is equipped
with a single receiving antenna. The CRN coexists with a
primary network consisting of a primary base station (PBS),
with a single transmitting antenna and one primary user (PU)
with a single receiving antenna. The SUs are permitted to
transmit regardless of the on/off status of the PU transmis-
sions provided that their resulted signal power levels at the
primary receiver are kept below some predefined interference
threshold Ith.

In multiple-antenna multiple-user systems beamforming

has been utilized as a well-known technique for provid-
ing high signal to interference plus noise ratio (SINR) to
an intended user while minimizing the interference at non-
intended users. In cognitive radio networks, assuming differ-
ent level of channel state information (CSI) available at the
secondary transmitter, various beamforming techniques have
been developed that find optimal beamformers while main-
taining the interference to the primary networks within an ac-
ceptable level (see for example [2]- [4]). In practice, obtain-
ing full CSI is difficult (specially when the number of SUs is
high and when the frequency division duplex (FDD) mode is
used), and often, this may result in high feedback load. To re-
duce the amount of feedback, opportunistic beamforming [5]
can be used. The transmitter generates random beams. Then,
each user calculates the SINRs and feeds back its maximum
SINR and the index of the corresponding beam. The trans-
mitter schedules transmissions to the users with the highest
SINRs. In [6], we proposed a two-steps scheduling scheme
based on opportunistic beamforming [5]. We assumed that
the CBS has an imperfect estimate of the interference chan-
nel (between the CBS and the primary receiver). In order to
reduce the interference to the PU, we proposed to generate,
in the first step, orthogonal beams to the interference channel
estimate. In the second step, the CBS selects for transmis-
sion the users with the highest SINRs and assigns to each of
these users the beam corresponding to the highest SINR. In
order to further reduce the feedback from SUs, we proposed
to apply a threshold to the SINR feedback. Notice that other
works [7, 8] dealing with multi-user diversity also proposed
to apply a threshold on the SINR to reduce the feedback. In-
deed, a user does not need to feedback when its maximum
SINR value is below the threshold. In [6], we derived an an-
alytical expression of the SINR distribution and gave a close
bound of the loss in terms of secondary system throughput
due to the thresholding. Notice that with only one threshold,
the number of SUs feeding back their maximum SINR can
be much greater than the number of beams which leads to a
wasting of the energy. To reduce the wasted energy, we pro-
pose in this paper a novel scheduling scheme which employs
multiple feedback thresholds. The thresholds are denoted as
S1 < S2 < · · · < Sn. The lowest threshold S1, is chosen



to insure a fixed scheduling outage probability. An outage
occurs if at least one transmit beam has no feedback infor-
mation. The outage probability is calculated using the an-
alytical expression of the SINR distribution given in [6]. To
initiate the feedback process, the CBS requests feedback from
SUs whose SINR is above Sn. If the system is in scheduling
outage, the threshold is successively lowered to Sn−1, Sn−2
down to S1. Consequently, the thresholds are sequentially
lowered and the CBS requests again feedback until a success-
ful scheduling (the system is not in outage) is obtained. The
thresholds St for 2 ≤ t ≤ n are chosen according to two
criteria:
• reduce the number of secondary users feeding back their

maximum SINR, to reduce the wasted energy,

• reduce the average number of attempts that the CBS has to
perform. The number of attempts is the number of thresh-
olds considered in the feedback procedure until successful
scheduling occurs.

The rest of the paper is organized as follows. In Section 2, the
system model and the problem formulation are introduced.
In Section 3, we recall the two-steps scheduling method of
[6] and the analytical expression of the SINR distribution. In
Section 4, we describe the proposed multi-threshold feedback
scheme. In Section 5, simulation results are given. Finally,
conclusions are drawn in Section 6.

Throughout the paper, the norms of vectors are denoted by
‖.‖. The operators (.)T , (.)H and E (.) stand for the transpo-
sition, the transconjugation and the expectation, respectively.

2. SYSTEM MODEL

The system model of the cognitive radio system considered
in this paper is illustrated in Figure 1. We adopt the system
model described in [6], where a cognitive radio network co-
exists with a primary network. The primary network consists
of a PBS with a single transmitting antenna and one PU with
a single receiving antenna. The cognitive network comprises
K SUs, with a single receiving antenna each, and a CBS with
M transmitting antennas. Throughout this paper, we assume
that M � K and FDD mode for both primary and secondary
links. We consider the downlink of the cognitive radio net-
work in which the CBS transmits independent signals to Ns
scheduled secondary users, 1 ≤ Ns ≤M − 1 (the scheduling
will be explained in section 3). We denote by S the set of the
Ns selected cognitive users. Since the same carrier frequency
is used within the primary and the secondary networks, the
received signal at the PU is corrupted by the signals transmit-
ted by the CBS. Similarly, the received signals at the SUs are
corrupted by the signal transmitted by the PBS.

During the data transmission period, the received signal at
the PU is given by:

ypu =
√
Ppugpuxpu +

√
Pshpu

∑
i∈S

wixi + npu, (1)

Fig. 1. System model

where gpu denotes the channel tap gain between the PU and
the PBS, Ps and Ppu denote the transmitted power for each
selected cognitive user and for the primary user, respectively.
In this work, fixed power allocation for all selected users is
adopted. The quantities xpu and xi denote the transmitted
data from the PBS to the PU and from the CBS to the i-th
SU, respectively, npu denotes the complex Gaussian noise at
the PU receiver with zero mean and variance σ2

pu, and hpu =
[hpu,1, hpu,2, · · · , hpu,M ] denotes the channel vector between
the CBS and the PU. The weighting vector wi (of sizeM×1)
denotes the beamforming weight vector for the i-th selected
secondary user. The beamforming weight matrix, of sizeM×
Ns, is denoted as W = [w1,w2, · · · ,wNs

].
Let hk = [hk,1, hk,2, · · · , hk,M ], where hk,t is the chan-

nel tap gain between the t-th transmit antenna of the CBS and
the k-th secondary user, for 1 ≤ t ≤ M and 1 ≤ k ≤ K.
Let g = [g1, g2, · · · , gK ], where gk denotes the channel tap
gain between the transmit antenna at the PBS and the k-th
cognitive user receive antenna. The entries of channel vec-
tors hk, hpu and g are independent and identically distributed
(i.i.d.) complex Gaussian samples of a random variable with
zero mean and unit variance. We assume that the channels are
constant during the transmission of a burst of T symbols and
vary independently from burst to burst. The received signal at
the k-th cognitive user, for 1 ≤ k ≤ K, can be written as:

yk =
√
Pshk

∑
i∈S

wixi +
√
Ppugkxpu + nk, (2)

where nk denotes the noise at the k-th cognitive user which is
a zero-mean Gaussian random variable with variance σ2

k.
In our work, we consider the two steps scheduling method

proposed in [6]. We propose to further reduce the feedback
amount and hence the wasted energy by using multiple thresh-
olds on the SINR.

In the next section, we recall the scheduling method of [6]
and the analytical expression of the SINR distribution.

3. TWO STEPS SCHEDULING METHOD

In the first step, the CBS sends pilot symbols to the PU.
The latter estimates the interference channel hpu and sends



back the channel estimate ĥpu to the CBS. Then, based on
the received channel estimate, the CBS generates appropriate
beamforming weights in order to minimize interference to the
PU.

In the second step, using the generated beamforming ma-
trix W, the cognitive base station selects a set S of Ns sec-
ondary users by applying the opportunistic beamforming ap-
proach proposed in [5]. Thus, the cognitive base station trans-
mits the beams of matrix W to all SUs. Then, by using (2),
each SU k calculates the following Ns SINRs by assuming
that xj , 1 ≤ j ≤ Ns, is the desired signal and the other xi,
i 6= j, 1 ≤ i ≤ Ns, are interfering signals as:

SINRk,j =
|hkwj |2 Ps∑Ns

i=1, i 6=j
|hkwi|2 Ps + |gk|2 Ppu + σ2

k

. (3)

We assume that each secondary receiver k knows hkwi, for
1 ≤ i ≤ Ns (this can be readily arranged by training). There-
fore, the k-th receiver can perfectly compute the SINRs ac-
cording to (3). Classically in opportunistic beamforming [5],
each user feeds back its maximum SINR and the index of the
corresponding beam to the CBS. The CBS schedules trans-
missions to the Ns users with the highest SINRs and assigns
to each of these users the beam corresponding to the highest
SINR.

Notice that in [6], we derived the expression of the proba-
bility density function (pdf), fX(x), and the cumulative den-
sity function (cdf), FX(x), of SINRk,j , as:

fX(x) =
a exp(−x/ρ)
(αx+ 1)

2

(
αx+ 1

ρ
+ α

)

+

Ns−1∑
l=1

bl exp(−x/ρ)
(x+ 1)

l+1

(
x+ 1

ρ
+ l

)
(4)

FX(x) = 1−

(
a exp(−x/ρ)
(αx+ 1)

+

Ns−1∑
l=1

bl exp(−x/ρ)
(x+ 1)

l

)
(5)

where:
• α =

Ppu

Ps
,

• ρ = Ps

σ2
k

,

• a, bl (for 1 ≤ l ≤ Ns − 1) are constants.
In this paper, we propose a novel scheduling scheme which
employs multiple feedback thresholds in order to further re-
duce the amount of feedback.

The proposed multi-threshold algorithm is explained in the
following section.

4. MULTI-THRESHOLD ALGORITHM

In this section, we describe the proposed multi-threshold
feedback scheme. We first derive the scheduling outage prob-
ability. Then, we explain how to choose the multiple thresh-
olds. The thresholds are denoted as S1 < S2 < · · · < Sn

as shown in Figure 2. To initiate the feedback process, the
CBS requests feedback from SUs whose SINR is above Sn.
If the system is in scheduling outage, the threshold is suc-
cessively lowered to Sn−1, Sn−2 down to S1. Consequently,
the thresholds are sequentially lowered and the CBS requests
again feedback until a successful scheduling is obtained (the
system is not in outage).

Fig. 2. Multi-threshold model

4.1. Scheduling Outage Probability

For a predetermined threshold St, a scheduling outage event
occurs if at least one transmit beam has no feedback informa-
tion (all users’ SINRs for a given beam are below St). Let
Pout (St) denotes the probability of scheduling outage for the
threshold St. Using (5), the outage probability can be written
as follows:

Pout (St) = 1−
(
1− (FX (St))

K
)Ns

(6)

In the following, we propose to validate (6) by simulations.
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Fig. 3. Probability of scheduling outage versus the threshold
St for M = 4, Ns = 3, Ps = 3.33dBm and different values
of K

Figure 3 shows the probability of scheduling outage as a
function of the threshold St for M = 4, Ns = 3, Ps =
3.33dBm and K ∈ {50, 100}. In figure 3, the analytical re-
sults in (6) are compared to the simulation results. The figure
shows that the analytical curves are inline with the curves ob-
tained by simulations. In addition, it can be seen from the
figure that when St is high and/or K is low, the scheduling
outage probability increases.



4.2. Multiple Thresholds Choice

The lowest threshold S1 is chosen to insure a predefined al-
lowed scheduling outage probability Pout (S1) and is deter-
mined from (6). The other thresholds must be chosen in order
to reduce the number of SUs feeding back their maximum
SINR (and hence the wasted energy) and the delay due to
the number of attempts. Notice that it is difficult to calcu-
late analytically the number of SUs feeding back their maxi-
mum SINR since it requires to derive the expression of the cdf
FX (x) conditionally to the fact that there is an outage or not
for a certain threshold which depends on the channels quality.

In this paper, we propose to choose the thresholds St for
2 ≤ t ≤ n via simulations. For a given number n of thresh-
olds, assuming that the system allows a certain quantity of
wasted energy, we determine via simulations the thresholds
leading to the minimum number of attempts (minimum de-
lays).

5. SIMULATION RESULTS

In this section, we present simulation results showing how
to design the multi-threshold feedback scheme. We assume
that the variances σ2

pu and σ2
k (for 1 ≤ k ≤ K) are equal to

σ2 = 0 dBm.
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Fig. 4. Average number of SUs feeding back their SINR ver-
sus the threshold S3 for M = 4, Ns = 3, Ps = 3.33dBm,
K = 50, Pout(S1) = 1% and different values of S2

In figures 4,5 and 6 , we consider the case where three
thresholds are used (n = 3), M = 4, Ns = 3, Ps =
3.33dBm and K = 50. The lowest threshold S1 is cho-
sen equal to 1.185 in order to insure an outage probability
Pout (S1) = 1%.

Figure 4 shows the average number of SUs feeding back
their SINR with respect to the third threshold S3. The thresh-
old S2 is in the set {1.285, 1.385, 1.485, 1.585}. We notice
that the number of SUs feeding back their SINR has a min-
imum value reached for S3 = S∗3 (for example S∗3 ' 1.98
when S2 = 1.485). In addition, it can be seen from the figure

that for a given number of SUs feeding back their maximum
SINR, there may be many corresponding values of the thresh-
old S3. Indeed, when S3 increases from S2 to S∗3 , the number
of SUs feeding back their maximum SINR decreases, because
the number of users having their SINR below S3 decreases.
However, when S3 increases beyond S∗3 , the probability of
scheduling outage increases. Therefore, the threshold is low-
ered to S2 down to S1. In this case, the number of SUs feeding
back their SINR increases.
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Fig. 5. Average number of attempts versus the threshold S3 for
M = 4, Ns = 3, Ps = 3.33dBm, K = 50, Pout(S1) = 1%
and different values of S2

Figure 5 shows the average number of attempts with re-
spect to the third threshold S3. The threshold S2 is in the set
{1.285, 1.485, 1.585, 1.985, 2.585}. It can be seen from the
figure that the average number of attempts increases with the
thresholds (S2 and S3) as expected, since the probability of
outage Pout increases as explained in section 4.1.

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
9

10

11

12

13

14

15

Average number of attempts

A
v
e
ra

g
e
 n

u
m

b
e
r 

o
f 
S

U
s
 f
e
e
d
in

g
 b

a
c
k
 t
h
e
ir
 S

IN
R

 S
2
=1.285

S
2
=1.385

S
2
=1.485

S
2
=1.585

Minimum envelope

Fig. 6. Average number of SUs feeding back their SINR KF

versus the average number of attempts for M = 4, Ns = 3,
Ps = 3.33dBm, K = 50, Pout(S1) = 1% and different
values of S2

Figure 6 shows the average number of SUs feeding back



their SINR versus the average number of attempts. The
threshold S2 is in the set {1.285, 1.385, 1.485, 1.585}. We
notice that for a given number of SUsKF , there may be many
corresponding values of the average number of attempts. For
example, if the system tolerates a wasted energy equal to
10 users feeding back their SINR in average, the value of
S2 = 1.285 and S3 = 1.786, leading to 1.2 attempts in av-
erage, must be used. Thus, the value of S2 and S3 must cor-
respond to the minimum envelope of the curves shown in red
in figure 6. For a given value of the average wasted energy,
the value of the thresholds must correspond to the minimum
average of attempts.
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SINR during the feedback process (minimum envelope) ver-
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Ps = 3.33dBm, K = 50, Pout(S1) = 1% and different
values of n

Figure 7 shows the minimum average number of SUs feed-
ing back their SINR during the feedback process (minimum
envelope) versus the average number of attempts when two,
three and four thresholds are used (n = 2, n = 3 and n = 4),
M = 4, Ns = 3, Ps = 3.33dBm and K = 50. The lowest
threshold S1 is chosen equal to 1.185 in order to insure an
outage probability Pout (S1) = 1%.

Notice that when only one threshold is used (S1 = 1.185)
the average number of SUs is about 16, we deduce that there is
a gain in terms of wasted energy when the number of thresh-
olds n increases. Most of the gain is obtained when n in-
creases from one to two thresholds.

6. CONCLUSIONS

In this paper, we considered a cognitive radio network with
a single CBS, equipped with multiple transmitting antennas
in order to schedule a large number of secondary users. The
cognitive network coexists with a primary network. We as-
sumed that the CBS does not have the full channel state infor-
mation from SUs while it has an imperfect CSI from the PU.

We considered a two steps scheduling method based on op-
portunistic beamforming. We proposed to further reduce the
feedback amount and hence the wasted energy by using mul-
tiple thresholds on the SINR. The lowest threshold is chosen
to insure a predefined allowed scheduling outage probability.
The other thresholds are chosen in order to reduce the num-
ber of SUs feeding back their maximum SINR (and hence the
wasted energy) and the delay due to the number of attempts.
Simulations showed that a significant gain in terms of wasted
energy is obtained when the number of thresholds increases.
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