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ABSTRACT

Tracking the articulated human body is a challenging com-
puter vision problem because of changes in body poses and
their appearance. Pictorial structure (PS) models are widely
used in 2D human pose estimation. In this work, we extend
the PS models for robust 3D pose estimation, which includes
two stages: multi-view human body parts detection by fore-
ground learning and pose states updating by annealed particle
filter (APF) and detection. Moreover, the image dataset F-
PARSE was built for foreground training and flexible mixture
of parts (FMP) model was used for foreground learning. Ex-
perimental results demonstrate the effectiveness of our fore-
ground learning-based method.

Index Terms— Annealed particle filter, human motion
tracking, foreground learning

1. INTRODUCTION

Articulated human motion tracking is a fundamental task in
computer vision, which is widely used in medical science
fields, visual surveillance and driving assistance systems, hu-
man computer interaction, etc. Markerless full-body tracking
from images is a challenging work, and variety research work
have been conducted in this area. There are two main meth-
ods for human motion tracking. The first method is tracking
by detection, which is based on a single frame. The second
one is the particle filter by using transition state models.

For human motion detection and recognition, the pictorial
structure (PS) model is an influential approach [1], which de-
composes the appearance of objects into local part templates
with geometric constraints on pairs of parts. Felzenszwalb
et al. [2] used PS model to realize object detection, which is
called deformable part models. These models provide an ele-
gant framework for object detection. Yang and Ramanan [3]
proposed the flexible mixtures of parts (FMP) model, which
is also based on PS framework. This model can be efficiently
used in human body parts detection and pose estimation. As
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for tracking, Ramanan et al. [4] achieved human motion track-
ing by learning their appearance, which is still based on PS
framework. As for 3D human pose estimation, multi-view
techniques allow to achieve state of the art performance for
more complex motions. Amin et al. [5] proposed multi-view
PS models for robust 3D pose estimation.

Particle filtering [6] is one of the common approaches for
human motion tracking, which used the pose in the current
frame and a dynamic model to predict the next pose. Par-
ticle filter (PF) uses multiple predictions, obtained by draw-
ing samples of pose and location prior, and then propagating
them using the dynamic model by comparing them with the
local image data and calculating the likelihood. The prior is
typically quite diffused (because motion can be fast) but the
likelihood function may be very peaky, containing multiple
local maxima which are hard to account for in detail. An-
nealed particle filter (APF) [7] or local searches are the ways
to tackle this problem. APF has been widely used for artic-
ulated human motion tracking due to its ability to precisely
estimate the statistics of multi-modal and non-Gaussian pro-
cesses. However, the performance of annealed particle filter
drops when the frame rate is lower or the motion is moving
fast.

This paper presents a new approach to track articulated
human motion based on foreground learning by FMP model,
which has shown strong ability to detect and estimate human
motion from still images. In our work, we make use of the se-
quence to learn and subtract the background, and then jointly
track and detect body parts in multiple views. Part models are
trained based on F-PARSE dataset, which is the foreground
of images in PARSE [8]. We evaluate our approach on the
HumanEva-II dataset, which is a standard benchmark for 3D
pose estimation. Finally, we empirically show the robustness
of our approach under challenging conditions for human mo-
tion capture such as fast moving and self occlusion.

The rest of the paper is organized as follows: Section 2
describes particle filter for human motion tracking. Section
3 introduces foreground modeling by FMP model. Section 4
presents the proposed foreground learning based method for
motion tracking. Implementation details are presented in Sec-
tion 5. Finally, Section 6 draws the conclusion of this work.



2. FILTERING

2.1. Particle filter

Particle filter algorithm was developed for tracking objects,
using recursive Bayesian estimators derived from Monte
Carlo sampling techniques. The algorithm aims at estimating
the posterior density p(xt|y1:t), where y1:t notates the history
of observation (xt is a hidden state vector and yt is a mea-
surement at time t). The observation process is p(yt|xt). The
posterior density is represented by a set of weighted particles
{(x(0)t , π

(0)
t ) · · · (x(N)

t , π
(N)
t )}, where π(i)

t ∝ p(yt|x(i)t ). The
filtering distribution can be calculated using two steps.

Prediction step:

p(xt|y1:t−1) =

∫
p(xt|xt−1)p(xt−1|y1:t−1)dxt−1. (1)

Filtering step:

p(xt|y1:t) ∝ p(yt|xt)p(xt|y1:t−1), (2)

where p(yt|xt) is the likelihood, and p(xt|y1:t−1) predicts the
state at time t. Variations of PF: Sequential Importance Sam-
pling (SIS) draws particles from a proposal distribution and
then for each particle a proper weight is assigned as follows:

π
(i)
t ∝ p(yt|x

(i)
t )p(x

(i)
t |x

(i)
t−1)/q(x

(i)
t |x

(i)
t−1, yt). (3)

2.2. Annealed particle filter

APF has been used to track human motion because of its
ability to tackle a function with several peaked local max-
ima. The main idea of APF is to utilize a series of weight-
ing functions(w0(yt, x) to wM (yt, x)), where each wm(yt, x)
differs only slightly from wm−1(yt, x). The weighting func-
tionwM (yt, x)) is designed to be very smoothed, representing
the overall trend of the search space while w0(yt, x) might be
peaky. This is achieved by usingwm(yt, x) = (w0(yt, x))βm ,
where 1 = β0 > · · · > βM and w0(yt, x) is equal to the
original weighting function. Therefore, each annealing run
includes M layers, and is started at layer M .

3. FOREGROUND MODELING

3.1. Basic pictorial structure model

Pictorial structure [1, 9] model for an object is given by a
collection of parts with connections between certain pairs of
parts. More specifically, for human body model, the parts can
correspond to the head, torso, arms and legs of the human, as
shown in figure 1. Pose parameters are optimized by maxi-
mizing the score function which is defined as follows,

S(I, L) = Σi∈V αi · φ(I, pi) + Σij∈Eβij · ψ(pi, pj), (4)

where I denote the image, V is a set of nodes and pi, pj are
locations of part i and j. αi is unary template for part i, and

Fig. 1: Human body model based on pictorial structure: each
node and link corresponds to a part and a physical connection
between parts.

Fig. 2: Human body parts detection by flexible mixtures of
parts model. First row shows the detection results are correct,
while the second row shows FMP fails to detect body parts.

φ(I, pi) is local image features at location pi in image I; βij
is pairwise springs between part i and part j, and ψ(pi, pj) =
[xi−xj , (xi−xj)2, yi−yj , (yi−yj)2]T is the relative location
between part i and part j.

3.2. Flexible mixtures of parts model

Flexible mixtures of parts model is also based on PS frame-
work. As shown in the first row of figure 2, this model uses
smaller body parts rather than the larger one, which is signif-
icantly faster than the original model. This section describes
FMP model. Taking mixture of parts into account, the new
score function can be defined as:

S(I, L,M) =Σi∈V α
mi
i · φ(I, pi)

+ Σij∈Eβ
mimj

ij · ψ(pi, pj) + S(M), (5)

where mi is the mixture of part i, αmi
i is unary template

for part i with mixture mi, and β
mimj

ij is pairwise springs
between part i with mixture mi and part j with mixture mj .
S(M) = Σij∈Eb

mi,mj

ij is a sum of pairwise scores, and the
pairwise parameter bmi,mj

ij favors particular co-occurences
between part i with mixture mi and part j with mixture mj .
E is a set of links each of which connect two parts. As shown
in the second row of figure 2, we can note that this method
can be confused by background. Contour-based features have



been proposed for articulated pose estimation [10], in an at-
tempt to solve some of the background confusion situations.
In our work, we make use of the sequence to learn and sub-
tract the background, and then jointly track and detect body
parts in multiple views.

4. TRACKING WITH FMP-APF

Based on only the annealing particle filter, one cannot effi-
ciently track fast apparent motions due to low frame rates. On
the other hand, FMP model cannot find some body parts due
to the overlapping and occlusion. For these reasons, we com-
bine these two methods together, and propose a foreground
learning-based approach. Figure 3 is the illustration of this
proposed FMP-APF scheme.

4.1. Modeling the body

As is common in the literature, we build the body model as
a 3D kinematic chain with limbs, which consists of 15 seg-
ments: pelvis area, torso, head, upper and lower arms and
legs, hands and feet. Our objective is to find the pose of the
body over time, which is parametrized by a reduced set of
34 parameters comprising the global position and orientation
of the pelvis and the relative joint angles between neighboring
limbs. The shoulders, hips and thorax are modeled as ball and
socket joints with 3 degrees of freedom, the clavicles are al-
lowed 2 degrees of freedom, while the knees, ankles, elbows,
wrists and head are assumed to be hinge joints requiring only
one degree of freedom [11].

4.2. Likelihoods

For each particle in the posterior representation, the likeli-
hood represents how well the projection of a given body pose
state fits the observed images. Many image features could be
used, including optical flow, color and adaptive appearance
regions, however, the most common approaches are based on
silhouette and edge information.

Edge-based log-likelihood function is estimated by pro-
jecting the pose into the edge map sparse points:

− log pe(yt|xt) ∝
1

k

k∑
i=1

(1−Me
i (xt, Y ))2, (6)

where Y is the image from which the pixel map is derived,
and Me

i (xt, Y ) are the values of the edge pixel map at the K
sampling points taken along the model’s silhouette.

Silhouette-based log-likelihood function is estimated by
projecting the pose into the foreground silhouette map sparse
points:

− log pr(yt|xt) ∝
1

k

k∑
i=1

(1−Mr
i (xt, Y ))2, (7)

Fig. 3: Illustration of the proposed method.

where Mr
i (xt, Y ) are the values of the foreground silhouette

pixel map at the K sampling points taken from the interior of
the model.

4.3. Detection by FMP in multi-view scene

As discussed in Section 3, FMP fails to detect body parts,
because of overlapping and occlusion. Multiple views have
a powerful ability to solve these problems by combining the
detection in each view. So, this paper extends FMP to the
multi-view case:

S(I, P,M,K) = Σi∈V α
mi
i · φ(Ik, pi,k)

+ Σij∈Eβ
mimj

ij · ψ(pi,k, pj,k) + S(M), (8)

where Ik denotes the image I in view k, pi,k is the location of
part i in view k, and S(M) is a sum of pairwise scores. Let
(n,m) denotes a pair of different views from K views. So
pi,n and pi,m are the locations of part i in views n,m, which
are calculated by eq.8. However, sometimes the position pi
is not enough accurate. Epipolar constraint is used between
two views to remove false measurements and to achieve more
accurate localization. The fundamental matrix F is the rep-
resentation of epipolar geometry and the epipolar constraint
is represented by pTi,nFpi,m = 0. If points pi,n and pi,m are
coherent, the pi,n lies on the epipolar line l = Fpi,m. In
this case, the 3D position qi of part i can be computed by the
back-projection of pi,n and pi,m as follows,{

Li,n(λ) = P+pi,n + λC,

Li,m(λ) = P+pi,m + λC,
(9)

where Li,n, Li,m are two rays, P+ is the pseudo-inverse of
camera matrix P , andC is the camera center. The intersection
of the two rays Li,n, Li,m is the 3D position qi. From all
possible (n,m) of theK views, it at least one pair is coherent,
then the 3D position is retained and we consider the next body
part. Otherwise, an update of the previous of 3D position is
performed by APF as detailed in next subsection.



4.4. Update the state with APF

As discussed above, some body parts don’t have any multi-
view correspondence by FMP. To solve this, we introduce
APF in FMP framework to realize robust tracking for all body
parts. From APF, the optimal configuration have been com-
puted from the particle set at the bottom layer using:

xt−1 = Σ
Np

j=1π
(j)
t−1,0x

(j)
t−1,0, (10)

where Np is the number of particles. Let xt−1 = (Xt−1,1,
Xt−1,2 · · ·Xt−1,S), Xt−1,i is the parameter vector for part i
at time t−1, and S is the number of body parts. As discussed
in Section 2, after the sample is drawn, the state estimation
for each particle becomes:

p(xt|xt−1, yt) ∝ p(yt|xt)p(xt|xt−1). (11)

APF is not appropriate for estimating high dimensional state
parameters, especially for the state parameters of fast move
body parts (arms and legs). The main idea of this paper is to
use the detection of body parts to infer a subset of the state
parameters. Suppose that the state vector xt can be decom-
posed into (xt,1, xt,2), where xt,1 is to be computed by APF,
while the state parameters xt,2 have already been computed
by multi-view FMP. Therefore, the state estimation for each
particle can be rewritten as:

p(xt,1|xt−1,1,xt,2, yt) ∝
p(yt|xt,1, xt,2)p(xt,1|xt−1,1, xt,2), (12)

the above expression combines tracking and detection to per-
form automatic recovering from body-parts tracking failures.
As represented by the term p(xt,1|xt−1,1, xt,2), which is used
to estimate the state xt,1 based on the parameter xt−1,1 and
xt,2. After all particles are computed, the optimal configura-
tion have been computed at the bottom layer as follows:

xt,1 = Σ
Np

j=1π
(j)
t,1,0x

(j)
t,1,0, (13)

so the new state vector xt is also computed (see Algorithm 1).

5. IMPLEMENTATION DETAILS

We conducted a series of experiments to measure the effec-
tiveness of our proposed models in real multi-view 3D set-
tings on a variety of sequences from the HumanEva-II dataset.

Datasets. HumanEva [7] is a standard benchmark for 3D
human pose estimation in the laboratory setting, which allow
quantitative evaluation of performance. The dataset consists
of HumanEva-I and HumanEva-II by a set of multi-view se-
quences. We utilize sequences of walking, jogging and bal-
ancing from HumanEva-II for our experiments. As for fore-
ground training, we have built a dataset, which is the fore-
ground from images in PARSE dataset, and the annotation of
human body parts is not changed. We called this dataset as

Algorithm 1 APF-FMP.

1: Input: Images It,k from views k at time t (k = 1 · · ·K),
state vector xt−1 at time t− 1.

2: for n = 1 · · ·K − 1
3: for m = n+ 1 · · ·K
4: Compute Fn,m between views n,m
5: end
6: end

% Applying multi-view FMP
7: for i = 1 · · ·S % body part i
8: for n = 1 · · ·K − 1
9: for m = n+ 1 · · ·K

10: if p′Ti,nFn,mp
′
i,m == 0

11: Compute rays Li,n(λ) = P+p′i,n + λC
12: Li,m(λ) = P+p′i,m + λC
13: Compute qi by the intersection of Li,n, Li,m
14: Update the parameter vector Xt,i with qi
15: xt,2(i) = Xt,i

16: end
17: end
18: end
19: end
20: Set the state vector xt = (xt,1, xt,2)

% xt,1: non-matching with FMP
% xt,2: matching with FMP

21: Compute p(xt,1|xt−1,1, xt,2, yt) for each particle
22: Compute xt,1 = Σ

Np

j=1π
(j)
t,1,0x

(j)
t,1,0

23: return xt

F-PARSE. There are some images from F-PARSE, as show in
figure 4.

Evaluation of our approach. We evaluate the perfor-
mance of our approach on HumanEva-II by the measure pro-
posed in [7], which computes the 3D errors in millimeters of
the locations of the joints and end points of the limbs between
15 virtual markers on the body and detection results. Then we
compare performance against the baseline algorithm based on
the methods of Deutscher and Reid [12], which have the same
likelihoods and the same number of samples. Balan et al. [13]
report APF with edge-based and silhouette-based likelihood
function with 5 layers (200 particles per layer). The errors of
their work reach 263±60mm for tracking the first 150 frames

Fig. 4: Images from F-PARSE dataset.



Fig. 5: Comparison of motion detection. First row shows mo-
tion detection by baseline algorithm. Second row shows the
detection by FMP-APF.
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Fig. 6: Comparison of errors. The first 400 frames are for
walking, and 401-700 frames are for jogging, and the rest
for balancing. Left: 3D errors for the first subject by base-
line algorithm and FMP-APF. Right: 3D errors for the second
subject.

of the sequence. We applied standard particle filtering with
foreground learning and compared our proposed method with
baseline in figure 5 by computing the 3D errors in millimeters
of HumanEva II. The performance is clearly improved by our
method, especially for jogging, as shown in figure 6.

6. CONCLUSION

In this paper, we proposed a new framework for human body
parts tracking, which is based on flexible mixture of parts
model and annealing particle filter. FMP model is used for
foreground learning in multiple views, and APF is used for
tracking body parts. Then jointly track and detect body parts
by estimating and updating the pose state. Experimental re-
sults have shown that the proposed method can efficiently
track fast change motions.

In future research, we will do some improvements in our
system. Firstly, we will try to optimize our tracking system,
which is still not enough for robust tracking. Secondly, we
will focus on online machine learning to improve the perfor-
mance of detection.
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