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ABSTRACT

In certain environments or for certain publics, porno-

graphic content may be considered inappropriate, generating

the need to be detected and filtered. Most works regarding

pornography detection are based on the detection of human

skin. However, a shortcoming of these kind of approaches is

related to the high false positive rate in contexts like beach

shots or sports. Considering the development of low-level lo-

cal features and the emergence of mid-level representations,

we introduce a new video descriptor, which employs local

binary descriptors in conjunction with BossaNova, a recent

mid-level representation. Our proposed method outperforms

the state-of-the-art on the Pornography dataset.

Index Terms— Pornography detection, binary descrip-

tors, BossaNova representation, visual recognition.

1. INTRODUCTION

The immediate challenge that comes with the exponential

growth of multimedia content is the development of new

tools for content deduplication, multimedia retrieval and un-

derstanding [1]. Regarding content deduplication, we are

interested in removing all near-duplicated content in order to

facilitate the multimedia retrieval. Multimedia understanding

is related to visual recognition in which we are interested in

identifying, e.g. pornographic content and action recognition.

Usually, the approaches to cope with those problems con-

sider (i) extraction of local image descriptors; (ii) encoding of

the local features in a mid-level representation; and (iii) clas-

sification and/or search of the image descriptor. Here, instead

of using the local image descriptors for multimedia classifica-

tion, we propose studying the behavior of a video descriptor

computed from local image descriptors for pornography de-

tection in video content. Considering that the pornography

content is forbidden in several environments (e.g., schools,

workplaces), this work can be useful for detecting and filter-

ing out this content to avoid undesirable visualizations.

As can be seen in [2], most of the works regarding the de-

tection of pornographic material has been done for the image

domain. Moreover, the majority of those works is based on

the detection of human skin [3–6]. However, the main draw-

back of those kind of approaches is related to the high false

positive rate in contexts like beach or sports. Other methods

have been explored, like Bag-of-Words (BoW) models [7–9]

and BossaNova representation [10, 11]. In fact, Deselaers

et al. [7] were the first to propose a BoW model to filter

pornographic images. On a similar way, Lopes et al. [8, 9]

developed a BoW-based approach, which used the HueSIFT,

a SIFT variant including color information, to classify images

and videos. In [10], the authors applied the BossaNova repre-

sentation and HueSIFT descriptors to classify pornographic

videos using majority voting. Recently, in our previous

work [11], we achieved similar results on [10]’s dataset by

using BossaNova and binary descriptors.

Those previous works have explored bags of static featu-

res. Very few works have applied spatiotemporal features [12]

or other motion information for detection of pornography [13,

14]. Moreover, other approaches have been employed audio

analysis as an additional feature [15].

In the face of our good previous results [11], obtained by

combining binary descriptors and BossaNova mid-level im-

age representation (a recent extension of the BoW approach),

we propose a new video descriptor by applying the median

function on BossaNova vectors. Our proposal has as its ad-

vantage the fact that it does not depend on any skin detector or

shape models to classify pornography; besides, it outperforms

the state-of-the-art results on the Pornography dataset [10].

The remainder of this paper is organized as follows. In

Section 2, we give a brief explanation of the most recent bi-

nary descriptors and the BossaNova mid-level representation.

In Section 3, we introduce our video descriptor. In Section 4,

we analyze our empirical results, validating the good perfor-

mance of the BinBoost binary descriptor and our proposed

video descriptor. Finally, in Section 5, we present some con-

clusions and future works.

2. THEORETICAL BACKGROUND

Recognizing categories of objects and scenes is a fundamen-

tal human ability and an important, yet elusive, goal for com-



puter vision research. Images consist of pixels that have no

semantic information by themselves, making the task very

challenging. Thanks to the development of very discriminant

low-level local features (such as SIFT descriptors [16]), and

the emergence of mid-level aggregate representations, based

on the quantization of those features (such as Bag-of-Words1

model [17]), progress in visual recognition tasks has been

made successfully. This section reviews those key concepts

that lay the foundation of this work, in particular, the binary

descriptors and the BossaNova representation.

2.1. Low-level Features: Binary Descriptors

Binary descriptors have recently emerged as low-complexity

alternatives to state-of-the-art descriptors. They have received

considerable attention having a similar or better recognition

performance when compared to state-of-the-art non-binary

descriptors. Also, it benefits from using the Hamming dis-

tance instead of the usual Euclidean distance.

The basic idea is that one can encode most of the infor-

mation of a patch as a binary string using only simple binary

tests comparing pixel intensities. BRIEF descriptor [18] does

this binary tests comparison on a randomly way according

to a Gaussian distribution with respect to the keypoint of the

patch. As an extension of BRIEF, ORB [19] makes the se-

lection of points to be compared by a k-nearest neighborhood

strategy based on error-prone. The random sampling has been

replaced to a sampling scheme that uses machine learning

for decorrelating BRIEF features under rotational invariance.

BRISK descriptor [20] uses a limited number of points in a

concentric pattern. Each point contributes to various pairs

used to build the binary descriptor. FREAK descriptor [21]

uses a cascade of binary strings by comparing image intensi-

ties over a retinal sampling pattern.

Recently, Trzcinski et al. [22] proposed the BinBoost des-

criptor, which is a extremely compact binary descriptor ro-

bust to illumination and viewpoint changes. Each bit of the

descriptor is computed with a boosted binary hash function.

That function relies on weak learners that consider the orien-

tations of intensity gradients over image patches.

2.2. Mid-level Representation: BossaNova

This section provides a brief introduction to the BossaNova

mid-level image representation, which offers more information-

preserving pooling operation based on a distance-to-codeword

distribution. More details can be found in [10, 23].

Let X be an unordered set of binary descriptors extracted

from an image. X = {xj}, j ∈ [1, N ], where xj ∈ R
D is a

binary descriptor vector and N is the number of binary des-

1Bag-of-Words models have blurred somewhat the distinction between

local and global descriptors, because they propose a single (global) feature

vector based upon several (local) features.

criptors in the image. Let C be a visual codebook2 obtained

by the k-medians algorithm. C = {cm}, m ∈ [1,M ], where

cm ∈ RD is a codeword and M is the number of visual code-

words. z is the final vectorial BossaNova representation of

the image used for classification.

The BossaNova approach follows the BoW formalism,

but proposes an image representation which keeps more in-

formation than BoW during the pooling step. Thus, the

BossaNova pooling function g estimates the probability den-

sity function of αm: g(αm) = pdf(αm), by computing the

following histogram of distances zm,b:

g : RN −→ R
B ,

αm −→ g(αm) = zm,

zm,b = card
(

xj | αm,j ∈
[ b

B
;
b+ 1

B

])

,

b

B
≥ αmin

m and
b+ 1

B
≤ αmax

m , (1)

where B denotes the number of bins of each histogram zm,

and [αmin
m ;αmax

m ] limits the range of distances for the descrip-

tors considered in the histogram computation.

After computing the local histograms zm for all the cm

centers, the BossaNova vector z [10] can be written as:

z = [[zm,b] , stm]
T
, (m, b) ∈ {1, ...,M} × {1, ..., B}, (2)

where z is a vector of size M × (B + 1), s is a nonnegative

constant and tm is a scalar value for each codeword, counting

the number of binary descriptors xj close to that codeword.

In brief, the BossaNova vector is defined by three para-

meters: the number of codewords M , the number of bins B

in each histogram, and the range of distances [αmin
m , αmax

m ].
As in [10], we set up the bounds as αmin

m = λmin · σm and

αmax
m = λmax · σm, where σm is the standard deviation of

each cluster cm obtained by k-medians clustering algorithm.

Avila et al. [10] applied their representation to the context

of visual recognition. In comparison to the BoW, BossaNova

significantly outperforms it. Besides, the BossaNova appro-

ach was ranked at the second place, considering only visual-

based approaches, in the ImageCLEF 2012 challenge [24].

Furthermore, by using a simple histogram of distances to cap-

ture the relevant information, the method remains very flexi-

ble and keeps the representation compact. For those reasons,

we choose the BossaNova approach for mid-level features.

3. A NEW VIDEO DESCRIPTOR BASED ON

BOSSANOVA REPRESENTATION

As can be seen in [11], it is possible to represent local bi-

nary descriptors with BossaNova for visual recognition. Des-

pite its promising results for pornography detection, the final

2The codebook is usually built by clustering a set of local descriptors. It

can be defined by the set of codewords (or visual words) corresponding to the

centroids of clusters.



video classification is obtained by a majority voting over the

images. A shortcoming is that the number of pornographic

images must be greater than the number of non-pornographic

ones, which cannot be always true. Furthermore, this ap-

proach consider only static images ignoring the probability

of correct and wrong classifications.

In order to address those problems, instead of computing

the majority voting, we propose a new video descriptor which

improves the BossaNova video classification performance by

combining the image signatures as follows.

Let V be a video sequence. V =
{

f i
}

, i ∈ [1, N ], where

f i is the keyframe3 of the shot i and N is the number of

keyframes. Let Z be a set of BossaNova vectors computed for

the video V . Z =
{

z
i
}

, i ∈ [1, N ], where z
i is a BossaNova

vector extracted for the keyframe f i. The BossaNova video

descriptor Z can be modeled by a function h as follows:

h : RZ −→ R
Z ,

Z −→ h({zi}) = [[om,b] , pm]
T
,

om,b = median(zim,b),

pm = median(tim), (3)

where Z ⊂ {1, ...,M}×{1, ..., B}, and z
i =

[[

zim,b

]

, tim

]T

.

Intuitively, this new video descriptor represents the me-

dian distance for each visual word to the codeword, since

each BossaNova representation contains information about

the distance-to-codeword distribution. Moreover, outliers are

eliminated by the median function.

Also, it is important to note that the computational com-

plexity of the proposed video descriptor is equivalent to the

previous approach [11], since the computation and the num-

ber of BossaNova vectors remain the same. Furthermore, in

the classification step, a single BossaNova vector is used, thus

saving processing time.

In Figure 1, we illustrate the overview of our approach

for pornography detection. It is important to note that this

methodology is adapted from [10, 11], in which the binary

image descriptors are computed followed by the computation

of BossaNova representation for each keyframe. Our pro-

posed video descriptor is computed according to Equation 3

for representing each video to be classified.

Our experiments show the advantage of our BossaNova

video descriptor when compared to the previous BossaNova,

including the majority voting proposed in [11].

4. EXPERIMENTS

To perform our experiments, we first use the PASCAL VOC

2007 dataset to validate our choice of using the BinBoost des-

criptor. Then, we assess our video descriptor proposal in the

challenging real-world application of pornography detection.

3A keyframe is a frame that represents the content of a logical video unit,

like a shot or scene, for example.

In the interest of a fair comparison, we apply the same fea-

ture extraction process. The five most recent and promising

binary descriptors (BRIEF, ORB, BRISK, FREAK and Bin-

Boost) are densely extracted at every 6 pixels. For all binary

descriptors, except for BinBoost4, we obtained the code from

OpenCV’s repository [25]. Also, we used the BossaNova

code made available5.

To learn the codebooks, we apply a k-medians clustering

algorithm with Hamming distance over one million randomly

sampled descriptors. That setup is also employed in our previ-

ous work [11]. Classification is performed by Support Vector

Machines (SVM) classifier using a nonlinear kernel.

4.1. Results on PASCAL VOC 2007 dataset

The PASCAL VOC 2007 dataset [26] consists of 9,963 ima-

ges of 20 object categories collected from Flickr. Those im-

ages are split into three subsets: training (2,501 images), val-

idation (2,510 images) and test (4,952 images). Our exper-

imental results are obtained on training+validation/test sets.

The classification performance is measured by the mean Av-

erage Precision (mAP) across all classes.

Our goal for this experiment is to validate the BinBoost

binary descriptor in conjunction with BossaNova representa-

tion. For that reason, we kept the BossaNova parameter va-

lues the same as in [11] (B = 2, λmin = 0.4 and λmax = 2.0,

s = 10−3, M = 1024). In addition, we assess the BinBoost

descriptor varying among 8, 16 and 32 dimensions.

Table 1 shows the results of our experiments over PAS-

CAL VOC 2007 dataset. We can notice that BinBoost des-

criptor with BossaNova outperforms the previous methods.

Also, it should be noted that the 16-dimensional BinBoost

gives the best result (mAP = 44.6%), surpassing even the 32-

dimensional ones. In order to verify the statistical significance

of those results, a statistical test for the differences between

the means was performed using a Student t-test [27], paired

over the dataset classes. The test consists of determining a

confidence interval for the differences and simply checking if

the interval includes zero, i.e, if the confidence interval does

not include zero, the difference is significant at that confi-

dence level. Thus, at 95% confidence level, the difference

is significant for BinBoost16 and all others descriptors, ex-

cept for BinBoost32. Thereafter, we decided to employ as

low-level descriptor the 16-dimensional BinBoost.

4.2. Results on Pornography dataset

The Pornography dataset [10] contains nearly 80 hours of

400 pornographic and 400 non-pornographic videos. It comes

already separated into 16,727 video keyframes. To make a fair

comparison, we carefully followed the experimental protocol

4BinBoost is available at http://www.cvlab.epfl.ch/

research/detect/binboost
5http://www.npdi.dcc.ufmg.br/bossanova
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Fig. 1. Overview of our methodology for pornography detection with the proposed BossaNova Video Descriptor.

Approach mAP (%)

BossaNova (BRIEF) [11] 36.2

Published BossaNova (ORB) [11] 37.1

results BossaNova (BRISK) [11] 38.0

BossaNova (FREAK) [11] 33.3

Our
BossaNova (BinBoost8) 43.2

results
BossaNova (BinBoost16) 44.6

BossaNova (BinBoost32) 44.2

Table 1. Image classification mAP (%) results of BinBoost +

BossaNova and some published results that used binary de-

scriptors on PASCAL VOC 2007 dataset [26].

of the dataset, i.e., a 5-fold cross-validation (640 videos for

training and 160 for testing on each fold). The video classifi-

cation performance is reported by accuracy rate.

Here, our goal is to evaluate our BossaNova Video Des-

criptor (VD) on pornography detection and to compare it

with previous published methods that also employed the

BossaNova representation. Thus, we kept the BossaNova

parameter values the same as in [10, 11]: M = 256, B = 10,

λmin = 0, λmax = 3 and s = 10−3.

Table 2 shows our results and the ones reported on the

literature over the Pornography dataset. We can notice the

considerable improvement obtained with our BossaNova VD,

reaching 90.9% of accuracy with BinBoost16. Also, it is im-

portant to observe that our best result outperforms the best

published one, as far as we know, which used HueSIFT des-

criptors [10]. To the best of our knowledge, ours is the best

result reported to date on Pornography dataset.

The comparison with our previous work [11] is particu-

larly relevant, because we employed the same binary descrip-

tors (BRIEF, ORB, BRISK and FREAK with default para-

meters). We note an absolute improvement of (by up to) 2.8%

from BossaNova to our BossaNova VD. That confirms the ad-

vantages introduced by our video descriptor.

Approach Acc. (%)

Published

BossaNova (HueSIFT) [10] 89.5 ± 1

results

BossaNova (BRIEF) [11] 86.3 ± 3

BossaNova (ORB) [11] 86.5 ± 3

BossaNova (BRISK) [11] 88.6 ± 2

BossaNova (FREAK) [11] 86.9 ± 3

Our

BossaNova VD (BRIEF) 89.0 ± 1

results

BossaNova VD (ORB) 89.0 ± 1

BossaNova VD (BRISK) 89.3 ± 1

BossaNova VD (FREAK) 89.7 ± 2

BossaNova VD (BinBoost16) 90.9 ± 1

Table 2. Video classification (%) results (and standard devia-

tions) of our approach and published results on Pornography

dataset [10].

Furthermore, we investigated the cases where our method

failed. The misclassified non-pornographic videos corres-

pond to very challenging cases, such as breastfeeding se-

quences, sequences of children being bathed, and beach

scenes. Also, the analysis of the misclassified pornographic

videos revealed that the method presented difficulties with

poor quality videos or when the clip is borderline porno-

graphic, with few explicit elements. The same difficulty was

also reported by [10].

5. CONCLUSION

In this paper, we proposed a new video descriptor which em-

ploys local binary image descriptors in conjunction with the

recent mid-level image representation, namely BossaNova.

We also validated the performances of BinBoost descrip-

tor in conjunction with BossaNova on PASCAL VOC 2007

dataset, a benchmark in visual object category recognition.

With respect to the video descriptor, we experimentally com-

pared the performances of our approach to the published re-

sults on a real-world application of pornography detection.



Also, the use of BinBoost descriptor outperformed the pre-

vious binary descriptors-based-methods (up to nearly 6.6%)

on PASCAL VOC 2007. For pornography classification, our

approach also outperformed the state-of-the-art results.

In order to provide more comprehensive analysis of our

video descriptor, we propose evaluating its behavior on other

video classification problems. Furthermore, we propose ex-

ploring the key aspects of the parametric space of BossaNova

in the visual recognition task.
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