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ABSTRACT

Voice segmentation is used in speech recognition and system
synthesis, as well as in phonetic voice encoders. This pa-
per describes an implicit speech segmentation system, which
aims to estimate the boundaries between phonemes in a locu-
tion. To find the segmentation marks, the proposed method
initially locates reference borders between silent periods and
phonemes, and vice versa measuring energy in short duration
periods. The phonetic boundaries are found by means of en-
ergy encoding in the region delimited by the reference marks,
which were initially detected. To evaluate the performance
of the proposed system, an objective evaluation using 50 lo-
cutions was performed. The system detected 72.41% of the
segmentation marks, in which, 77.6% were detected with an
error less or equal to 10 ms and 22.4% of the boundaries were
found with an error between 10 and 20 ms.

Index Terms— Voice segmentation, energy detection, ob-
jective evaluation.

1. INTRODUCTION

The speech, that represents a determined message to be trans-
mitted to a listener, is formed by the junction of short sounds
called phones. To develop an application for voice signal
processing it is necessary that the speech be segmented to
improve the robustness of the algorithm for voice recogni-
tion. The improvement of segmentation techniques provides
increases the man-machine interaction by the recognition of
voice commands by the machine or generation of synthetic
speech [1].

A speech segmentation system aims to determine the
boundaries that separate the essential elements, such as
words, syllables or phonemes, in a locution [2]. This sys-
tem can be used in phonetic speech coders, as well as in
automatic speech synthesis and recognition systems.

In speech recognition, which has the objective of recog-
nizing each word or sentence pronounced by the speaker, the

The authors would like thanks to Federal University of Campina Grande,
Federal University of Sergipe and Institute of Advanced Studies in Commu-
nication .

segmentation becomes important to build a database of seg-
mented voice. This database is used in the training phase of
models related to the phonetic subunits in systems that make
use of statistical modeling, such as the Hidden Markov Mod-
els (HMM). Otherwise, in the training phase, the phrases are
segmented uniformly to generate the first estimates which will
be refined during the next training iterations [3, 4].

The speech segmentation is also used in voice synthe-
sis or Text To Speech (TTS) conversion, which consists of a
change of domain for the representation of information, from
the written form to the spoken one. In these systems, there
is initially an analysis of the text, which results in the stan-
dardization and phonetic transcription. Then, a voice signal
synthesis is made, which may be done, for example, with the
selection and concatenation of the acoustic units present in a
speech database formed by the segmentation of voice signals.

Phonetic encoders produce voice signal with low bit rate.
To achieve this objective, the speech signal, applied to the in-
put of the encoder emitter, must be phonetically segmented
in order to extract each phoneme prosodic information, such
as duration, energy and pitch, and send this information to
the receiver to perform the voice signal synthesis. Thus, the
speech segmentation system directly affects the performance
of the phonetic encoders, since a robust segmentation is nec-
essary for the exact extraction of the parameters and for the
correct concatenation synthesis in the receiver [5].

The literature classifies the speech segmentation systems
according to the presence or absence of a linguistic category
and the existence of acoustic observations.

It is understood by linguistic category information the
phonetic transcription of a phrase, that may or may not be
input to the segmentation system. The acoustic observations
consist on information extracted from the speech signal, nor-
mally represented by a parameter vector with information of
the speech signal assigned to short period windows.

Speech segmentation systems can be classified as implicit
or explicit. The implicit segmentation happens when the lin-
guistic category is not considered in the segmentation process,
and only the acoustic observations for the system are used to
generate the segmentation boundaries. The explicit segmen-
tation utilizes the phonetic transcription (linguistic informa-
tion) to generate the segmentation marks. Therefore, in this



type of segmentation, phonetic transcriptions of speech to be
segmented must be generated in advance and used as input to
the segmentation system.

The voice segmentation can be automatic or manual. In
the first case, the boundaries of the acoustic units are ob-
tained by computational techniques that highlight the bound-
aries from acoustic characteristic. An specialist is needed in
the manual segmentation, with tools or software that are ca-
pable of displaying the voice waveform, the spectrogram and
possibly another acoustic information. This procedure takes
a considerable amount of time, and is a tedious task. How-
ever, the manual segmentation is important to evaluate an au-
tomatic system.

This paper discuss the development of a voice segmen-
tation system that uses energy observation of the locutions.
Initially, reference boundaries are obtained by recording the
difference between the energy during the silence and voiced
segments. After that, the segmentation marks are obtained by
encoding the energy of the locution of the reference bound-
aries previously obtained.

This paper has three additional sections. Section 2 de-
scribes the necessary steps to implement the voice segmenta-
tion system. Section 3 presents the results obtained and Sec-
tion 4 presents the conclusions and future works.

2. VOICE SEGMENTATION SYSTEM

The speech segmentation system to be enhanced is classified
as implicit, because it does not use phonetic transcription data
to segment the speech, and provide the initial and final in-
stants of each phoneme in a phrase.

Some studies found in the literature on speech segmenta-
tion use statistical methods, such as Hidden Markov Models,
and refining systems, in which prior knowledge of the pho-
netic transcription from a phrase is necessary, among other
features [2, 3, 6–13]. The system under study segments the
speech into phonemes by the observation of a prosodic fea-
ture of speech signal, the pitch.

2.1. Description of the Segmentation System Improve-
ments

The speech segmentation method has two steps, which are
described in the following.

2.1.1. 1st Step: Identification of audible regions

The first stage consists of making an initial segmentation with
the identification of audible and non-audible regions using
short duration energy. This parameter presents significantly
high values for audible regions in a phrase, which makes it
possible to distinguish silent from voiced intervals.

This procedure improves the performance of the segmen-
tation by obtaining the boundaries between phonemes and si-
lence, and vice-versa, witch are easier to identify.

According to the literature, the short duration energy
is calculated using windows whose size vary between 20
samples for a high-pitched voice and 250 samples to a low-
pitched voice. In practice, for a sampling rate of about
10 k samples/s, a window between 100 and 200 samples
(10 ms < t < 20 ms) must be used.

The sampling rate of the phrases used in the development
of the segmentation system is 22,050 samples/s. Thus, the
energy calculation is made with a window of 500 samples,
using a window shift of 20 samples. Figure 1 illustrates an
example of reference boundaries acquisition, located between
phonemes and silence, and vice-versa.

Fig. 1. Example of how to obtain borders between silence and
phonemes, and vice versa.

2.1.2. 2nd Step: Identification of New Reference Boundaries

The second step consists of a new segmentation made in the
audible regions, delimited by reference boundaries, with the
goal of finding new reference boundaries present in each au-
dible region.

The identification of new reference borders is performed
by the voice signal energy. The energy is calculated for each
interval of predetermined duration (200 samples). Figure 2.2
illustrates the behavior of the energy (red) in relation to a
phrase (blue).

According to Figure 2, it is observed that the new refer-
ence borders are located at the beginning and at the end of
valleys of the energy curve, because most of the boundaries
between phonemes are in regions in which the energy is in-
creasing or decreasing.

To identify the initial and final instants of each valley, an
encoding of the energy is performed. Initially, the phrase to
be segmented is divided into four regions. For each region an
average energy is obtained. This parameter is used as a thresh-
old and the code 1 is assigned to the energy values above it.
For energy values below the threshold, the code is 0.

As a result of this procedure, a matrix formed by re-
gions of zeros and ones is obtained. To identify the reference
boundaries, a search is performed between the transition re-
gions of ones and zeros. Thus, new reference borders are
found, since they are located in the transition region of the
associate array.



Fig. 2. Energy curve related to the phrase.

3. RESULTS

To evaluate the performance of the proposed segmentation
system, an objective evaluation was performed. Hence, the
value of the boundaries obtained by the segmentation system
were compared to results obtained manually. The database
used in the tests was manually segmented [2] [3] to be use in
the research. It is composed of 200 phrases, recorded in the
city of So Paulo. The sentences were recorded with a rate of
22.05 k samples/s and quantized with 16 bits by sample. The
locutions have, on average, three seconds and were recorded
with the lowest possible noise.

For the evaluation the phrases were select from database
50 locutions. The Table 1 presents the results of segmentation
rate, the number of false boundaries obtained, as well as the
quantity of boundaries not detected in each sentence.

According to Table 3.1, the proposed segmentation sys-
tem was able to detect 72,41% of the border segmentations,
and 77,6% of the segmentation marks presented an error
lower than 10 ms (221 samples), while 22,4% of the bound-
aries obtained had errors between 10 and 20 ms (221 to 442
samples). Furthermore, the developed system did not detect,
on average, 7,6 boundaries, and located, on average, 6,74
false boundaries.

4. CONCLUSIONS AND FUTURE WORKS

Digital processing techniques are present in several applica-
tions, such as voice mail, automatic voice systems, biometric
identification, language identification, voice dialing, residen-
tial automation. Voice commands are used, as well as reading
systems for the blind. Those applications show the unequivo-
cal contributions of vocal communications between man and
machine, and they include the voice recognition and text to
speech conversion systems, for which the segmentation sys-
tem performs and important task.

This paper describes a speech segmentation system based

on observation of a prosodic characteristic of the voice signal,
the energy.

To find the segmentation marks, the proposed method ini-
tially located the reference frontiers. Then, new reference
boundaries are found using an energy encoder that operates in
the locution region defined by reference boundaries initially
detected.

The proposed segmentation system was tested using 50
segmentation locutions. To verify its robustness, the obtained
results were compared which segmentation marks achieved
using manual segmentation. In general, the system is capa-
ble to detect 72,41% of the segmentations marks, in which
77,6% were detected with an error smaller than 10 ms, and
22,4% had and error between 10 and 20 ms, when compared
with boundaries resulting from manual segmentation. Fur-
thermore, the system presented, on average, 6,74 false fron-
tiers and 7,6 boundaries that were not detected.

The proposed segmentation algorithm presents a low
complexity. The development does not depend on a robust
database to train probabilistic models, as in the case HMM
segmentation. Moreover, no prior knowledge of phonetic
transcription is necessary for the segmentation. The proposed
system has competitive results as compared to usual systems,
without the use of a refinement of the obtained results.

As a future work, the authors intend to develop a refine-
ment method to be used in the proposed system, to decrease
the segmentation errors and the eliminate false boundaries.
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