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mounir.kaaniche@univ-paris13.fr

ABSTRACT

With the recent advances in stereoscopic display technolo-

gies, the demand for developing efficient stereo image coding

techniques has increased. While most of the existing ap-

proaches have been proposed and studied in the case of

monochrome stereo images, we are interested in this paper

in compressing color stereo data. More precisely, we design

a multiscale decomposition, based on the concept of vector

lifting scheme, that jointly exploits the cross-view and inter-

color channels redundancies. Moreover, our decomposition

is well adapted to the contents of these data. Experimental

results performed on natural stereo images show the benefits

which can be drawn from the proposed coding method.

Index Terms— Color stereoscopic image, disparity esti-

mation, compression, joint coding schemes, lifting scheme.

1. INTRODUCTION

Stereo Images (SI) correspond to the acquisition for a given

scene of two views from two slightly different angles. Thus, a

pair of a left and right view is obtained. Such images present

the advantage of containing the 3D information of the un-

derlying scene. This ability to provide depth perception has

increased the interest of SI in various applications such as

3DTV, videoconferences and safe navigation. As a result, a

huge amount of data has been generated. Moreover, due to

the benefits of using the color information in different stere-

ovision problems, the involved data size becomes prohibitive

and constitutes a major limitation for developing stereoscopic

applications. Consequently, it is necessary to develop effi-

cient compression techniques for storage and transmission

purposes.

To this end, the intuitive approach would be to apply con-

ventional still image compression methods independently on

each view. However, such approach is not so efficient since it

does not exploit the cross-view dependencies resulting from

the observation of a common scene from 2 viewpoints [1].

Indeed, the projection of a given 3D point onto the left and

right view planes results in two pixels at different locations.

The difference in location between these two homologous

pixels represents the disparity information. Hence, most of SI

coding methods aim at capturing the cross-view similarities

by firstly estimating the disparity map. Then, one view (say

the right one), referred to as target view, is predicted from the

left view. After that, the difference between the original right

view and the predicted one, called residual image, is gener-

ated. Finally, the disparity map, the reference image (i.e. the

left one) and the residual one are encoded. While the disparity

map is often encoded using a DPCM technique, the reference

and residual images have been encoded in different transform

domains. The most widely used ones are the discrete cosine

transform [1, 2] and the discrete wavelet transform [3, 4].

Recently, a novel approach based on a generalized version of

lifting scheme, called Vector Lifting Scheme (VLS), has been

proposed in [5]. Indeed, instead of encoding a reference and a

residual image, a joint multiscale decomposition is developed

to produce a pair of multiresolution representations of the left

and the right images.

It is important to note that these works as well as most of

the reported ones have neglected the color information by

simply considering the monochrome (grayscale) versions of

the stereo data. To this respect, we focus in this paper on

the compression issue of color stereoscopic images. More

specifically, we propose to extend the VLS-based decompo-

sition [5] to the context of color SI. Our main contribution

consists in jointly exploiting the spatial, cross-view and inter-

color channel redundancies. Moreover, our decomposition is

adapted to the contents of the color components.

This paper is organized as follows. Sec. 2 is dedicated to a

brief review of disparity estimation methods and the VLS-

based decomposition. In Sec. 3, the proposed extended

coding scheme is presented. Finally, in Sec. 4, experimental

results are given and some conclusions are drawn in Sec. 5.

2. STEREO IMAGE CODING BACKGROUND

2.1. Disparity estimation

Most of the reported SI coding techniques are based on the

disparity estimation/compensation step. To this end, several

methods have already been developed for the monochrome



and color SI [6–8]. In the context of coding application,

block-based ones are often retained since a single disparity

vector is assigned to all the pixels within the block. To this

respect, block-matching technique is often employed [9, 10].

More precisely, the right image is firstly partitioned into

nonoverlapping blocks which are then compared to the can-

didate blocks of the left image located in a given search area.

Finally, the disparity vector v = (vx, vy) is obtained by min-

imizing some dissimilarity criterion D. In the case of color

stereo images, the disparity estimation problem can be simply

formulated as follows:

(vx, vy)(x, y) = arg min
(vx,vy)∈Ω

C∑

c=1

D
(
I(r,c) (x, y) ;

I(l,c)(x+ vx(x, y), y + vy(x, y))
)

(1)

where Ω is the range of candidate disparity values, I(l,c) and

I(r,c) denote respectively the cth color channel for the left and

right images for c ∈ {1, . . . , C}, C representing the number

of color channels.

Generally, the sum of square differences or the sum of abso-

lute differences is retained as a dissimilarity measure. More-

over, when the stereo images are rectified, the disparity is

purely horizontal (i.e. vy = 0). For the sake of simplicity,

this assumption will be considered in the following.

2.2. VLS-based decomposition for monochrome SI

As aforementioned, most of the reported works are devoted

to the coding of monochrome stereo images (C = 1). Thus,

we describe in this part the VLS for a given channel c of the

left image I(l,c) and the right one I(r,c). More precisely, a

conventional lifting structure, composed of a prediction and

update steps, is applied to the reference image I(l,c). At each

resolution level (j+1), the associated detail coefficients d̃
(l,c)
j+1

and the approximation ones Ĩ
(l,c)
j+1 are computed as follows:

d̃
(l,c)
j+1(x, y) = I

(l,c)
j (x, 2y+1)−⌊

∑

k∈P
(l,c)
j

p
(l,c)
j,k I

(l,c)
j (x, 2y+2k)⌋

(2)

Ĩ
(l,c)
j+1 (x, y) = I

(l,c)
j (x, 2y) + ⌊

∑

k∈U
(l,c)
j

u
(l,c)
j,k d̃

(l,c)
j+1(x, y − k)⌋

(3)

where the set P
(l,c)
j (resp. U

(l,c)
j ) and the coefficients p

(l,c)
j,k

(resp. u
(l,c)
j,k ) denote respectively the support and the weights

of the predictor (resp. update) operator.

Then, for the right image, a similar structure is also applied to

generate an intermediate detail signal and the approximation

one. After that, a second prediction step has been added to

exploit at the same time the intra and inter-view redundancies

thanks to the estimated disparity map. Thus, the resulting

decomposition is given by:

d̃
(r,c)
j+1 (x, y) = I

(r,c)
j (x, 2y+1)−⌊

∑

k∈P
(r,c)
j

p
(r,c)
j,k I

(r,c)
j (x, 2y+2k)⌋

(4)

Ĩ
(r,c)
j+1 (x, y) = I

(r,c)
j (x, 2y) + ⌊

∑

k∈U
(r,c)
j

u
(r,c)
j,k d̃

(r,c)
j+1 (x, y − k)⌋,

(5)

d̂
(r,c)
j+1 (x, y) = d̃

(r,c)
j+1 (x, y)− ⌊

∑

k∈Q
(r,c)
j

qj,k Ĩ
(r,c)
j+1 (x, y + k)

+
∑

k∈P
(r,l,c)
j

p
(r,l,c)
j,k I

(l,c)
j (x+ vx,j(x, 2y + 1), 2y + 1− k)⌋, (6)

where the notations used in Eqs. (4) and (5) are similar to

those used with the left view and,Q
(r,c)
j and qj,k (resp. P

(r,l,c)
j

and p
(r,l,c)
j,k ) are the support and the weights of the second in-

tra (resp. inter)-image predictor. We should note that during

the disparity compensation process that aims at exploiting the

inter-view redundancies, the disparity map vx,j is obtained by

scaling by 2j and subsampling the initial full resolution map

vx, since the dimensions of the wavelet subbands are divided

by 2 from a given resolution level to the next one. In case

of non-integer values of the disparity map, a bilinear inter-

polation could be used to compute the disparity-compensated

intensity value I
(l,c)
j (x+ vx,j(x, 2y + 1), 2y + 1− k).

It is clear that this VLS-based is described for a given column

x of the left and right images. Thus, once performed on all the

columns, it is applied along the lines yielding an approxima-

tion subband and three detail subbands for each image. The

same process is applied on the approximation subbands, over

J levels, to produce a multiresolution representations of both

images. Finally, at the last resolution level, instead on encod-

ing the approximation subband I
(r,c)
J of the right image, we

predict it from that of the reference view I
(l,c)
J and encode the

resulting residual one:

e
(r,c)
J (x, y) = I

(r,c)
J (x, y)− ⌊I

(l,c)
J (x+ vx,J(x, y), y)⌋. (7)

3. EXTENDED VLS FOR COLOR STEREO IMAGE

To compress a color SI, a straightforward solution consists in

applying the previous decomposition separately to each color

channel of left and right images. However, such technique

exploits only the intra and inter-view redundancies. Thus, in

order to design an efficient coding scheme well adapted to

the content of the color stereo images, we propose to extend

the VLS to a more general framework by further taking into

account the correlation existing between the channel compo-

nents.



3.1. A generic scheme

Without loss of generality, we will assume that the number

C of color components amounts 3 for the sake of simplicity.

Let us denote by P = (c1, c2, c3) denote a permutation of the

index channels of the color SI.

First, one channel (for example c1) is a selected as a refer-

ence channel, and their associated views (I(l,c1), I(r,c1)) are

encoded by applying the VLS decomposition presented in

Sec. 2.

Then, for the subsequent channel c2, the detail signal asso-

ciated to the reference view I(l,c2) is computed by using an

hybrid prediction step that exploits the correlation existing

between the current channel I(l,c2) and the previous encoded

one I(l,c1). Thus, Eq. (2) becomes:

d̃
(l,c2)
j+1 (x, y) = I

(l,c2)
j (x, 2y + 1)−

⌊
∑

k∈P
(l,c2)
j

p
(l,c2)
j,k I

(l,c2)
j (x, 2y + 2k)

+
∑

k∈P
(l,c1,c2)
j

p
(l,c1,c2)
j,k I

(l,c1)
j (x, 2y + 1− k)⌋ (8)

where P
(l,c1,c2)
j and p

(l,c1,c2)
j,k represent the support and the

weights of the cross-spectral predictor (between c1 and c2).

After that, an update step similar to that used in Eq. (3) is

applied to generate the approximation coefficients Ĩ
(l,c2)
j+1 . It

is worth pointing out that the update step is kept unchanged

since the dependencies are often exploited at the prediction

stage. Similarly, for the right view, after generating d̃
(r,c2)
j+1

and Ĩ
(l,c2)
j+1 based on Eqs. (4) and (5), the hybrid prediction

step will be applied to exploit further the cross-color channel

correlation between c2 and c1, leading to the following detail

coefficients:

d̂
(r,c2)
j+1 (x, y) = d̃

(r,c2)
j+1 (x, y)− ⌊

∑

k∈Q
(r,c2)
j

qj,k Ĩ
(r,c2)
j+1 (x, y + k)

+
∑

k∈P
(r,l,c2)
j

p
(r,l,c2)
j,k I

(l,c2)
j (x+ vx,j(x, 2y + 1), 2y + 1− k)

+
∑

k∈P
(r,c1,c2)
j

p
(r,c1,c2)
j,k I

(r,c1)
j (x, 2y + 1− k)⌋. (9)

Moreover, as shown in Eq. (7), at the last resolution level J ,

the residual subband e
(r,c2)
J is rewritten as:

e
(r,c2)
J (x, y) =I

(r,c2)
J (x, y)− ⌊p

(r,l,c2)
J,k I

(l,c2)
J (x+ vx,J(x, y), y)

+ p
(r,c1,c2)
J,k I

(r,c1)
J (x, y)⌋. (10)

Finally, for the last color channel c3 of the left and right views,

the extension consists now in exploiting its correlation with

simultaneously the previous encoded ones c1 and c2. There-

fore, Eqs. (8), (9) and (10) becomes as follows:

d̃
(l,c3)
j+1 (x, y) = I

(l,c3)
j (x, 2y + 1)−

⌊
∑

k∈P
(l,c3)
j

p
(l,c3)
j,k I

(l,c3)
j (x, 2y + 2k)

+
∑

k∈P
(l,c1,c3)
j

p
(l,c1,c3)
j,k I

(l,c1)
j (x, 2y + 1− k)

+
∑

k∈P
(l,c2,c3)
j

p
(l,c2,c3)
j,k I

(l,c2)
j (x, 2y + 1− k)⌋, (11)

d̂
(r,c3)
j+1 (x, y) = d̃

(r,c3)
j+1 (x, y)− ⌊

∑

k∈Q
(r,c3)
j

qj,k Ĩ
(r,c3)
j+1 (x, y + k)

+
∑

k∈P
(r,l,c3)
j

p
(r,l,c3)
j,k I

(l,c3)
j (x+ vx,j(x, 2y + 1), 2y + 1− k)

+
∑

k∈P
(r,c1,c3)
j

p
(r,c1,c3)
j,k I

(r,c1)
j (x, 2y + 1− k)

+
∑

k∈P
(r,c2,c3)
j

p
(r,c2,c3)
j,k I

(r,c2)
j (x, 2y + 1− k)⌋, (12)

e
(r,c3)
J (x, y) = I

(r,c3)
J (x, y)-⌊p

(r,l,c3)
J,k I

(l,c3)
J (x+ vx,J(x, y), y)

+ p
(r,c1,c3)
J,k I

(r,c1)
J (x, y) + p

(r,c2,c3)
J,k I

(r,c2)
J (x, y)⌋, (13)

where notations similar to those used previously are em-

ployed to represent the inter-view redundancies as well as

the correlation of the current channel c3 with c1 and c2. It

is worth pointing out that the choice of appropriate weights

is a key issue for the compactness of the multiscale repre-

sentation. While the update coefficients are simply set to 1/4

as performed in the 5/3 lifting scheme of JPEG2000 [11],

the prediction coefficients are optimized by minimizing the

variance of the detail coefficients which allows us to build

a coding scheme well adapted to the contents of the color

stereo data.

3.2. Permutation of color components

In the previous section, the extended VLS for color stereo im-

age is described for a given permutation P = (c1, c2, c3) by

considering c1 as a reference channel which is encoded in-

dependently of the other color channels. Then, the second

channel c2 is encoded by exploiting its correlation with c1.

Finally, c3 is encoded based on c1 and c2. Therefore, an im-

portant issue in color SI coding schemes concerns the choice

of the permutation of the color components. For instance, if

the RGB space is considered, it can be noticed that the possi-

ble permutations correspond to the following six modes:



•Mode 1: P = (R,G,B) ; •Mode 2: P = (R,B,G)
•Mode 3: P = (G,R,B) ; •Mode 4: P = (G,B,R)
•Mode 5: P = (B,R,G) ; •Mode 6: P = (B,G,R)
Once the proposed decomposition is performed for these six

permutations, an optimization criterion should be defined to

select the optimal mode. In this respect, we propose to use

a criterion reflecting the compactness of the multiscale rep-

resentation which is defined directly on the resulting wavelet

coefficients in order to avoid the encoding and decoding pro-

cesses. More precisely, this appropriate criterion is expressed

as follows:

min
∑

c∈{R,G,B}

3J+1∑

j=1

1

4j

(
H

(l,c)
j +H

(r,c)
j

)
(14)

where H
(l,c)
j and H

(r,c)
j represent respectively the entropy of

the jth-wavelet subband of the cth color channel for the left

and right images. Finally, it is worth pointing out that, since

the left and right images present similar contents, we propose

to employ the same permutation P for the two views. This

strategy presents the advantage of simplifying the optimiza-

tion procedure.

4. EXPERIMENTAL RESULTS

Simulations are performed on six rectified color stereo im-

ages downloaded from the Middlebury stereovision website 1.

As described in Sec. 3.2, we have used the most common

color system which is the RGB space, as its three coordi-

nates are the reference colors in almost all the image acqui-

sition processes. The disparity map is estimated by using the

block-matching technique with a 8 × 8 block size. In or-

der to evaluate the performance of the proposed color stereo

image coding approach, we consider the following decompo-

sitions carried out over J = 3 resolution levels. The first

one consists in applying the 9/7 wavelet transform, retained

in the lossy compression mode of JPEG2000 [11], separately

to each color channel of each view. This scheme is designated

by “Independent scheme”. The second one resorts to the stan-

dard stereo coding scheme performed individually on each

pair (I(l,c), I(r,c)). As aforementioned, this standard scheme

encodes a reference image and a residual one by using the

9/7 transform. This scheme is denoted by “Standard resid-

ual scheme”. The third one corresponds to the recent VLS-

based decomposition described in Subsec. 2.2 applied also

individually to each pair (I(l,c), I(r,c)). This scheme is des-

ignated by “Classical VLS”. While the two previous schemes

exploit only the inter-view redundancies, we finally propose

to improve them by further taking into account the inter-color

channel correlations according to the strategy presented in

Sec. 3. The extended VLS decomposition scheme is called

“Improved VLS”. Moreover, a straightforward extension of

the standard residual scheme consists in generating residual

1http://vision.middlebury.edu/stereo/data/

images for a given channel c, by performing an hybrid pre-

diction step that uses simultaneously the information com-

ing from the other channels of the same view as well as that

coming from the same channel of the other view. The im-

proved approach is denoted by “Improved residual scheme”.

We should note here that the VLS-based decompositions have

been carried out by using the following supports of the pre-

dictor and update operators:

∀ci ∈ {c1, c2, c3}, P
(r,l,ci)
j = {−1, 0, 1}, and

P
(l,ci)
j = P

(r,ci)
j = U

(l,ci)
j = U

(r,ci)
j = Q

(r,ci)
j = {0, 1},

∀ci 6= cj , P
(l,ci,cj)
j = P

(r,ci,cj)
j = {0}. (15)

The coding performance of the considered methods is mea-

sured in terms of the average PSNR given by:

PSNR = 10 log10

(
2252

(MSE(l) +MSE(r))/2

)
(16)

where MSE(l) (resp. MSE(r)) is the average of the mean

square error of the three color components for the left (resp.

right) view.

Fig. 1 shows the variations of the PSNR versus the bitrate

for the SI “Laundry”. It can be noticed that exploiting jointly

the inter-view and inter-color channel correlations (i.e “Im-

proved residual scheme” and “Improved VLS”) clearly out-

perform the coding schemes where only the inter-view redun-

dancies are exploited. Moreover, our proposed VLS-based

color SI coding method achieves an improvement of about

0.3-2 dB compared to the standard residual-based coding ap-

proach. Fig. 2 displays a zoom applied on the reconstructed

target image of “Art” for the improved versions of the stan-

dard residual and VLS-based coding approaches. The de-

coded images as well as the used quality metrics PSNR, SSIM

and the structural distortion (StSD) [12] show that the pro-

posed VLS decomposition significantly improves the visual

quality of reconstruction. Finally, we have also used the Bjon-

tegaard metric [13] to evaluate the performance of the pro-

posed approach for different color SIs. The results are illus-

trated in Table 1 for low and high bitrates corresponding re-

spectively to the four bitrate points {0.15, 0.2, 0.25, 0.3} and

{0.85, 0.9, 0.95, 1} bpp. This table indicates that the pro-

posed VLS approach outperforms the classical VLS (resp.

Improved residual scheme) by about 1-2 dB (resp. 0.5-2 dB).

5. CONCLUSION

In this paper, we have presented a new technique based on

VLS for color stereo image coding that exploits simultane-

ously the correlations between the color channels and the two

views. Experimental results have shown the benefits of the

proposed joint coding approach. In a future work, other op-

timization criteria for the selection of the optimal color per-

mutation could be investigated. Moreover, in addition to the

retained RGB color space, it would be interesting to consider

other popular color systems such as the YUV space.



(a) Original target image (b) PSNR=29.82 dB, SSIM=0.80, StSD=0.70 (c) PSNR=30.60 dB, SSIM=0.83, StSD=0.66

Fig. 2. Zoom applied on the reconstructed right image of the “Art” S.I at 0.25 bpp using (b) Improved residual scheme (c) Improved VLS.
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Fig. 1. PSNR (in dB) versus the bitrate (in bpp) after JPEG2000

progressive encoding of the stereo pair “Laundry”.

Table 1. The average PSNR differences (in dB) at low and

high bitrates.
Improved VLS w.r.t Improved VLS w.r.t

Stereo Classical VLS Improved residual scheme

Image low high low high

Laundry 1.69 2.61 0.69 2.15

Art 1.06 1.65 0.67 1.40

Dwarves 1.10 1.34 0.44 0.95

Drumsticks 1.12 1.74 0.35 1.50
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