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ABSTRACT
This paper proposes a speech watermarking method based on for-
mant enhancement. The line spectral frequencies (LSFs) which can
stably represent the formants were firstly derived from the speech
signal by linear prediction (LP) analysis. A pair of LSFs were then
symmetrically controlled to enhance formants for watermark embed-
ding. Two kinds of objective experiments regarding inaudibility and
robustness were carried out to evaluate the proposed method in com-
parison with other typical methods. The results indicated that the
proposed method could not only satisfy inaudibility but also provide
good robustness against different speech codecs and general process-
ing, while the other methods encountered problems.

Index Terms— Speech watermarking, formant enhancement,
line spectral frequencies, inaudibility, robustness

1. INTRODUCTION

Modern technologies have enabled audio and speech to be easily
reduplicated and edited at high fidelity. Illegal use of these technolo-
gies, however, results in serious problems in copyright protection
and unauthorized tampering. Watermarking can identify copyright
and detect tampering by embedding information such as copyright
notice or serial number (also referred as watermarks) into the host
signal. A desired watermarking should be inaudible to human per-
ception and robust against general signal processing. For copyright
protection of audio signals, robustness is controlled as the top prior-
ity. For speech signals, more attention has been paid to tampering
detection to confirm the originality of speech signals. In this case,
watermarking should be fragile to identify where tampering has oc-
curred. Nonetheless, fragile watermarking should firstly be robust
against general processing to confirm that the failed detection of wa-
termarks is only caused by tampering [1]. Thus this work focuses on
the basic inaudible and robust watermarking for speech signals.

Many watermarking methods have been proposed in recent
years. The least significant bit-replacement (LSB) [2] and direct
spread spectrum (DSS) [3] methods have separately exhibited good
performance in inaudibility and robustness. Watermarking based
on modifying the fundamental frequency [4] has been applied for
authentication, although its robustness against malicious attacks has
not been designed. A speech watermarking [5] has taken advantage
that human is insensitive to absolute phase to realize inaudibility.
Unoki and Hamada have realized a watermarking [6, 7] based on
cochlear delay (CD). Swanson et al. [8] have suggested to embed
watermarks by considering the perceptual masking. However, since
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inaudibility and robustness usually conflict with each other, it is
difficult for most methods to satisfy them simultaneously.

We have previously proposed a speech watermarking [9] based
on modifying line spectral frequencies (LSFs) with quantization in-
dex modulation (QIM) [10]. A problem inherent to this method is
that the modified values of LSFs are just based on their initial val-
ues and the quantization step. These unintentional modifications to
LSFs randomly disrupt the formant structure of speech signal and
distort the sound quality. Additionally, it is difficult for this method
to achieve a trade-off between inaudibility and robustness due to
the nature of QIM. Nonetheless, previous work shows how formant
can be produced and controlled. From related studies in the field
of speech synthesis, where formants can be enhanced to improve
the sound quality of synthesized speech [11–13], we found if water-
marks could be embedded through formant enhancement, it would
be more reasonable to achieve both improved inaudibility and ro-
bustness. Thus we propose a speech watermarking method based on
formant enhancement in this paper.

2. CONCEPT UNDERLYING WATERMARKING

In speech synthesis, formants are enhanced with complicated meth-
ods so that the dynamics between formant peaks and spectral valleys
can be increased. As to inherited formant enhancement for water-
marking, in this paper, we investigate a direct but effective formant
enhancement method. The following subsections talk about how for-
mants can be estimated, enhanced, and applied for watermarking.

2.1. Formant estimation and enhancement

Formant estimation: The linear prediction (LP) analysis can pre-
dict current signal with its past samples and LP coefficients. Based
on the source-filter model, the set of LP coefficients is an all-pole
model that can provide accurate estimate of formants. In practice,
LP coefficients are usually substituted with LSFs, reflection coeffi-
cients (RCs), etc. to ensure the stability of predictor. Among these,
LSFs have several excellent properties: (i) they are less sensitive to
noise; (ii) the influences caused by deviation of LSFs can be limited
to the local spectral, which suggests that if LSFs are used to en-
hance formant for watermark embedding, the distortion introduced
by watermarks in both spectral and sound quality can be minimized;
(iii) LSFs are universal features in different speech codecs, which
indicates that watermarks in LSFs are possible to survive from cod-
ing/decoding to provide the robustness against speech codecs. Hence
we employ LSFs to enhance formant. The LSFs converted from LP
coefficients satisfy the ordering property from 0 to π as follows:

0 < φ1 < φ2 < φ3 < · · · < φp < π, (1)

where p indicates the LP order, φi, 1 ≤ i ≤ p, are the LSFs.
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Fig. 1. Formant enhancement by controlling LSFs.
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Fig. 2. Concept of watermark embedding based on formant enhance-
ment: (a) embedding ‘0’ and (b) embedding ‘1’.

Formant enhancement: The relationship between formant and
LSFs is that each formant can be produced by two adjacent LSFs,
the closer two LSFs are, the sharper the formant is. For a fixed for-
mant, sharpness can be mathematically measured by tuning level,
that is the Q-value defined in (2), where f is the center frequency of
formant, BW is the bandwidth. For different applications, BW has
different definitions. In our method,BW is defined as the bandwidth
between two LSFs after transferring them into frequency domain.

Q =
f

BW
(2)

For a fixed formant, when its Q-value is increased, formant
will become sharper. Therefore, we enhance a formant (increase
Q-value) by directly closing up two LSFs to produce a narrower
bandwidth while keeping its center frequency unchanged (center fre-
quency is maintained to preserve sound quality). As seen in Fig. 1,
the formant (dotted curve) that is produced by two LSFs, φl and φr ,
has a tuning levelQc defined in (3), where fc is the center frequency,
BWc is the bandwidth between fl and fr that converted from φl and
φr with (4), where Fs is the sampling frequency of signal. Accord-
ing to (3), the given formant can be enhanced by reducing BWc

without shifting fc. Hence, φl and φr are symmetrically shifted to
φlw and φrw with the same modification degree ∆ in (5), after which
flw and frw in (6) can produce a narrower bandwidth BWew in (7).
The tuning level of enhanced formant is increased to Qew.

Qc =
fc

BWc
=

fc

fr − fl
(3)

fr =
φr

2π
× Fs and fl=

φl

2π
× Fs (4)

φlw = φl + ∆ and φrw = φr − ∆, 0<∆<(φr−φl)/2 (5)

frw =
φrw

2π
× Fs and flw =

φlw

2π
× Fs (6)

Qew =
fc

BWew
=

fc

frw − flw
(7)

2.2. Watermarking based on formant enhancement

Preliminary analysis: Watermarks can be embedded into the host
signal when LSFs are shifted for formant enhancement. Before em-
bedding, we should clarify several points to make our method effec-
tive. (i) Several formants can be extracted from each speech frame.
As we have surveyed, the distortion caused by enhancing formants
in the low and high frequencies can be easily perceived by human,
we thus leave the first formant and last formant un-modified. Only
one formant in the middle region will be enhanced for watermark
embedding. (ii) Since formant structures vary widely with different
speech frames, it is preferable to enhance formants according to their
original tuning characteristics to achieve inaudibility. However, such
self-adaptive enhancement results in a serious problem for blind wa-
termark detection because it is so difficult to detect watermarks with-
out any prior knowledge of how the formant has been enhanced. As
we have considered, one solution for blind detection is enhancing
one formant and thus to establish an internal relationship between
the enhanced formant and another formants in current frame. In de-
tection process, two formants can make a cross-reference with each
other, watermarks can be extracted by identifying the relationship.

Embedding concept: In our method, each speech frame will be
embedded with one bit, ‘0’ or ‘1’. For each frame, firstly, we use
LP analysis to estimate the formants. Secondly, we check the band-
widths (indicated by two LSFs) of each formant in the middle region.
The smaller the bandwidth is, the sharper the formant is. Thirdly,
we separately calculate and label the tuning level of each formant as
Q0, Q1, · · · with increased bandwidth. As seen in Figs. 2(a) and
2(b), the sharpest formant (labelled as Q0, produced by φa and φb)
has the smallest bandwidth BWab, and the second sharpest formant
(labelled as Q1, produced by φc and φd ) has the second smallest
bandwidth BWcd. That is BWcd > BWab. Relationships for ‘0’
and ‘1’ will be established between two sharpest formants, i.e., the
Q0, Q1 labelled formants. Embedding rule will be selected from the
following two cases according to the watermark ‘0’ or ‘1’.

Rule of embedding ‘0’: If ‘0’ will be embedded, as seen in
Fig. 2(a), we will enhance the sharpest formant by Ωe0 (Ωe0>1)
times by reducing BWab, where Ωe0 is called as enhancing fac-
tor. According to (8), BWab will be reduced to its 1/Ωe0, i.e.
BWabw = BWab/Ωe0. To achieve this, original LSFs φa and φb

in (9) will be symmetrically shifted to φaw and φbw with respect
to the center frequency fc0, where the modification degree ∆e0 is
calculated by φa, φb, and Ωe0 with (10). Since BWcd is originally
larger than BWab, after embedding ‘0’, a updated relationship, i.e.,
BWcd>BWabw×Ωe0 has been established in current frame.

Q0×Ωe0 =
fc0

BWab
×Ωe0 =

fc0

BWab/Ωe0
=

fc0

BWabw
(8)

φaw = φa + ∆e0 and φbw = φb − ∆e0 (9)

∆e0 =
1

2
[(φb − φa) × (1 −

1

Ωe0
)] (10)

Rule of embedding ‘1’: If ‘1’ will be embedded, as seen in Fig.
2(b), we will enhance the second sharpest formant with (11) by using
the enhancing factor Ωe1 =BWcd/BWab. With this factor, BWcd

can be reduced to the same as BWab. This is achieved by shifting
φc and φd to φcw and φdw with (12), where ∆e1 is calculated by φc,
φd and Ωe1 with (13). Therefore, ‘1’ can be embedded by establish-
ing the relationship that the second sharpest formant has the same
bandwidth as the sharpest formant.
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Fig. 3. Concept of watermark detection based on formant enhance-
ment: (a) ‘0’ is detected and (b) ‘1’ is detected.

Q1×Ωe1 =
fc1

BWcd
×Ωe1=

fc1

BWcd/Ωe1
=

fc1

BWab
=

fc1

BWcdw
(11)

φcw = φc + ∆e1 and φdw = φd − ∆e1 (12)

∆e1 =
1

2
[(φd − φc) × (1 −

1

Ωe1
)] (13)

In summary, different watermarks are embedded with formant
enhancement to establish different bandwidth relationships between
the sharpest and the second sharpest formants. When ‘0’ is embed-
ded, bandwidth difference between two formants is increased since
the smaller bandwidth is reduced; while for ‘1’, bandwidth differ-
ence is reduced to 0. This opposite mechanism enables a blind de-
tection of watermarks.

Detection concept: As we can see, bandwidth relationships al-
ways exist in the sharpest and the second sharpest formants no matter
for embedding ‘0’ or ‘1’. Therefore, for a received frame in detec-
tion process, as seen in Fig. 3, we extract two smallest bandwidths,
named as bwab (smallest, produced by θa and θb) and bwcd (the sec-
ond smallest, produced by θc and θd). According to Fig. 3(a), if ‘0’
has been embedded, we have bwcd > bwab×Ωe0, an equivalent rep-
resentation is given in (14); if ‘1’ has been embedded, bwcd in Fig.
3(b) should be equal to bwab (note that the LSFs before embedding,
φa, φb, φc, φd, are not available in the detection, they are just illus-
trated for understanding). However, since LP analysis calculates LP
coefficients (or LSFs) with the criterion that the mean-squared error
is always minimized, the LP coefficients (or LSFs) that are derived
from watermarked frame are not exactly the same as those after em-
bedding process even there is no modifications. Therefore, we set a
threshold as expressed in (15) to discriminate two cases of embed-
ding ‘0’ or ‘1’, and enable the method to be error-tolerant.

bwcd − bwab > bwab × (Ωe0 − 1) (14)

ŝ(m) =
{

0, bwcd − bwab > bwab × (Ωe0 − 1)/2
1, otherwise (15)

3. SPEECH WATERMARKING SCHEME

The proposed watermarking method is based on the speech analy-
sis/synthesis technique. LP analyses the speech signal by extracting
LP coefficients and residue signal. Watermarks are embedded into
LSFs by enhancing one formant. The watermarked speech can be
resynthesized by the residue signal and the LP coefficients that con-
verted from the modified LSFs and the other unmodified LSFs.

Figure 4(a) has a block diagram of embedding process. Water-
mark signal s(m) is embedded into the original signal x(n) as fol-
lows. First, x(n) is segmented into non-overlapping frames. For a
single frame, LP analysis is applied to obtain LP coefficients and LP
residue. Then LP coefficients are converted to LSFs. The current
watermark is embedded according to the concept that introduced
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Fig. 4. Block diagram of proposed watermarking method: (a) em-
bedding process and (b) detection process.

in Section 2.2, after which two modified LSFs are generated. All
LSFs including the modified LSFs and the other unmodified LSFs
are converted back to LP coefficients. The current frame is then syn-
thesized by the residue and the LP coefficients. The watermarked
signal, y(n), is finally reconstructed with all watermarked frames
using non-overlapping and adding function. Detection process is
shown in Fig. 4(b). We apply the same procedures as those in the
embedding process to watermarked signal y(n) to obtain the LSFs.
The watermark in current frame is detected with the method in Sec-
tion 2.2. Each frame can be extracted with one bit, all extracted bits
can construct the whole watermark signal, ŝ(m).

4. EVALUATIONS

Several experiments were conducted to evaluate the proposed
method. All twelve speech stimuli (male/female Japanese sen-
tences) in the ATR speech database (B set) [14], which were clipped
into 8.1-sec durations, sampled at 20 kHz, and quantized with 16
bits were used as the database. For extended use of watermarking
as information hiding method, we evaluated the performance of the
proposed method as a function of the bit rate. Since the watermarked
signals in the proposed method were reconstructed based on speech
analysis/synthesis techniques, the frame size for embedding was
fixed at 25 ms (40 frames in 1.0 sec) to attain better sound quality.
To construct bit rate, all frames within 1.0 sec speech segment were
separately divided into 4, 8, 20, to 40 groups. All frames within
the same group were embedded with the same watermark and then
the watermark was detected with a majority decision. Thus, the bit
rates for proposed method were 4, 8, 20, and 40 bps. The LP order
for speech analysis/synthesis was adopt as 10 to balance inaudibil-
ity and robustness. As seen in Fig. 3, bigger Ωe0 is beneficial to
discriminate ‘0’ or ‘1’ for robustness but worse for inaudibility. We
thus chose Ωe0 =2 to balance the inaudibility and robustness. Ωe1

was fixed according to bandwidth characteristics of each frame. The
embedded watermarks was “JAIST-IS-Acoustic”.

Evaluations were also done for three typical methods, i.e., LSB
[2], DSS [3], and CD [7], to enable a comparative study. A quick
review of these methods is as follows: LSB replaces the least sig-
nificant bits with watermarks at the quantization level so that the re-
placement does not cause severe distortion; DSS spreads watermarks
over many (possibly all) frequency bands so that the watermarks
cannot be easily destroyed; CD embeds watermarks by enhancing



the phase information of host signal with respect to two kinds of
cochlear delay. The bit rates for LSB, DSS, and CD were 4, 8, 16,
32, and 64 bps according to their original implementations. All eval-
uation results were calculated on the average of twelve stimuli.

4.1. Evaluations of inaudibility

Two tests of log-spectrum distortion (LSD) [15] and perceptual eval-
uation of speech quality (PESQ) [16] were applied to check inaudi-
bility. LSD in decibel (dB) was the distance measure between two
spectra of the original and watermarked signals. 1.0 dB was chosen
as the criterion, and a lower value indicated less distortion. PESQ in
the objective difference grades (ODGs) that cover from −0.5 (very
annoying) to 4.5 (imperceptible) was used to evaluate subjective
quality. We set 3.0 (slightly annoying) as the criterion, and a higher
value indicated better sound quality. Evaluation results of the pro-
posed method, LSB, DSS, and CD are plotted in Fig. 5. As we can
see, LSB had the best performance among all the four methods. CD
could satisfy inaudibility when the bit rate was no more than 16 bps.
DSS could not satisfy the criteria for either LSD or PESQ. The pro-
posed method could satisfy criteria for both LSD and PESQ, which
indicated it could satisfy the inaudibility requirement.

4.2. Evaluations of robustness

Robustness indicated whether watermarks could be detected from
the watermarked signals although they have been processed with
other signal processing. We chose bit detection rate of 90% as the
criterion. Higher bit detection rate indicated stronger robustness.

Robustness against speech codecs: Speech codecs are usually
applied to speech for transmission. Therefore, robustness against
speech codecs is very important to guarantee the effectiveness of wa-
termarks. We chose three typical speech codecs of G.711 (pulse code
modulation (PCM)), G.726 (adaptive differential PCM (ADPCM)),
and G.729 (Code-excited linear prediction (CELP)) to evaluate the
robustness. The results after normal detection (no codec) and other
three codecs are plotted in Fig. 6. As we can see, LSB was not robust
against any speech codec except for normal detection; CD was not
robust against G.726 and G.729; DSS was robust against G.711 and
G.726, while for G.729 in Fig. 6(d), its bit detection rate drastically
deteriorated. The proposed method had good robustness against nor-
mal detection, G.711, and G.726. It could also survived from G.729
since it provided a satisfactory bit detection rate of 90% at 4 bps.
These results indicated that the proposed method was very robust
against speech codecs.

Robustness against general processing: The proposed method
were first evaluated with four processing: (a) re-sampling at 24 kHz
and (b) at 12 kHz, and (c) re-quantization with 24 bits and (d) 8
bits. Figure 7 plots all the results. DSS obviously performed the
best. The proposed method and CD provided better performance
than LSB. For re-quantization with 8 bits, the proposed method was
not so good because quantization at lower rate introduced distortions
to watermarked signal and thus destroyed the bandwidth relationship
for watermark detection. We then evaluated the proposed method
with realistic speech processing, such as (a) signal amplifying by
2.0, speech analysis/synthesis by (b) short-time Fourier transform
(STFT), and (c) gammatone filterbank (GTFB). We also took a se-
ries of standard processing that recommended by information hiding
and its criteria (IHC) committee [17] as reference, although these
processing were used to evaluate the robustness of audio watermark-
ing. These were (d) Gaussian noise addition with an overall average
SNR of 36 dB and (e) a single 100-ms echo addition of −6 dB (slight
processing done by (d) and (e) can be viewed as general processing

to evaluate robustness). The bit detection results at 4 bps are listed
in Table. 1. It is clear that DSS had the best performance. The
proposed method was also robust against all processing.

4.3. Discussion and future work

We give a performance analysis of all evaluated methods as fol-
lows. LSB method embeds watermarks in the least significant bits
so that distortion to original signal is negligible and thus makes LSB
to perfectly satisfy inaudibility. However, watermarks in the least
significant bits can be easily reset by any operations that related to
amplitude modifications or lossy processing, which makes the LSB
method fragile. DSS is relatively robust (except for G.729) since
watermarks are spread over a wide frequency range, only all possi-
ble frequencies are destroyed with considerable strength can elimi-
nate the watermarks. Therefore DSS exhibits strong robustness for
most processing. However, on the other hand, watermarks in a wide
frequencies make them perceptually significant. Watermarks in CD
are embedded as phase information by modelling the cochlear de-
lay. According to the characteristics of cochlear delay, detection of
different watermarks ‘0’ and ‘1’ strongly depends on the cue in low
frequency phase. Correspondingly, once phase information in low
frequency is destroyed or erased by other processing, such as GTFB
and G.729 codec, watermarks cannot be detected.

The proposed method can basically satisfy both inaudibility and
robustness compared with other methods (LSB: not robust but in-
audible; DSS: robust but not inaudible; CD: conditionally satisfy
inaudible and robust). In the proposed method, watermarks are em-
bedded by enhancing formant without shifting center frequency, thus
inaudibility can be achieved. Besides, watermark detection by iden-
tifying bandwidth relationship is able to tolerate slight changes of
frequency components that are caused by general processing. More-
over, since each frame has its own frequency characteristics, the
enhanced formant (the sharpest formant or the second sharpest for-
mant) is possible to exist in any frequency range. When small pro-
portion of frequency components that do not contain watermark in-
formation are changed, watermarks are able to survive. It also impor-
tant to note that the proposed method is different from QIM-based
watermarking, since most QIM-based watermarking methods mod-
ify the embedding parameter without physical meaning, while in our
method, the modification to LSFs is motivated by formant enhance-
ment.

While there are some remaining issues need be considered in
the current work. As the proposed method is a frame-based water-
marking, an automatic scheme for frame synchronization should be
implemented in the future. We will also try to develop the proposed
method for tampering detection in the future.

5. CONCLUSION

This paper proposed a novel speech watermarking method. The con-
cept of formant enhancement was introduced to watermarking for the
first time after we considered its superiority in improving the sound
quality for synthesized speech. We investigated the principles of how
the formants could be produced, controlled, and then enhanced to
make the method effective. Watermarks, therefore, were embedded
as formant enhancement with a straight-forward way by symmetri-
cally controlling two LSFs, which made the proposed method to be
implemented with less computation complexity. Several evaluations
were carried out on the proposed method. The results from eval-
uations suggested that the proposed method could not only satisfy
inaudibility but also provide good robustness, especially the robust-
ness against speech codecs.
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