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ABSTRACT 

 

Nowadays, walkers are prescribed based on subjective 

standards that lead to incorrect indication of such devices to 

patients. This leads to the increase of dissatisfaction and 

occurrence of discomfort and fall events. Therefore, it is 

necessary to objectively evaluate the effects that walker can 

have on the gait patterns of its users, comparatively to non-

assisted gait. A gait analysis, focusing on spatiotemporal 

and kinematics parameters, will be issued for this purpose. 

However, gait analysis yields redundant information and 

this study addresses this problem by selecting the most rele-

vant gait features required to differentiate between assisted 

and non-assisted gait. In order to do this, it is proposed an 

approach that combines multi-objective genetic and support 

vector machine algorithms to discriminate differences. Re-

sults with healthy subjects have shown that the main differ-

ences are characterized by balance and joints excursion. 

Thus, one can conclude that this technique is an efficient 

feature selection approach. 

 

Index Terms—Evolutionary algorithms, Walker-

assisted gait, SVM, NSGA-II, Rehabilitation. 

 

1. INTRODUCTION 

 

Walker-assisted rehabilitation is becoming popular, since 

walkers present characteristics that make use of the residual 

capabilities of its users enhancing motor strength capabili-

ties [1]. Therapists evaluate assisted motor function based 

on visual information and personal expertise. Gait evalua-

tion is manually assessed and the final clinical decisions are 

empirical depending on the physician experience. This leads 

to different interpretations of the evolution of the patients’ 

treatment.  

Therefore, it is necessary to better characterize the interac-

tion between walker-patient, as well as the benefits that 

walkers can bring to their gait. Patients who need to use 

walkers suffer from balance and posture problems that 

change their gait pattern. These changes are defined by 

features related to gait cycle, trunk bending, loss of balance, 

joints abnormal orientation, abnormal walking base, 

small/large steps, problems with propulsion, and others. 

In order to be able to verify differences in such specific 

features, and thus quantify changes due to walker treatment, 

one needs to access differences and similarities between the 

corresponding relevant features. These include spatiotem-

poral and kinematics parameters of the gait. 

Automatic identification and classification of the pa-

tient’s gait performance with the use of walkers has not been 

attempted before, as far as the authors know.  

Thus, the first step is to identify through classification 

which subset of gait features is the most suited one to dis-

criminate between assisted and non-assisted gait. Before 

implementing the classifier, feature selection is an important 

pre-processing step for pattern recognition. In this process, 

less discriminatory features are eliminated, leaving a subset 

of the original features which retains sufficient information 

to discriminate among classes. Thus, it can discard irrele-

vant and redundant information that affect the classifier's 

performance [2].  

However, to develop an efficient approach for extracting 

useful information from gait features is a challenging task. 

Gait data are characterized by its high dimensionality and 

the existence of high correlation between features [2]. 

Feature selection techniques based on machine learning 

have been a focus of methodological development in recent 

years [3]. These techniques are often used to reduce the 

dimension of features. 

Evolutionary techniques were intensively used for fea-

ture selection to solve the combinatory problem and to pro-

vide one optimal solution with the maximum classification 

performance [4-5]. Genetic algorithms are a valid and effi-

cient method to deal with this problem and proved to be 

more efficient than classical methods developed for feature 

selection [6]. Recently introduced multi-objective approach 

was applied in many fields [6]. A SVM-based on multi-

objective optimization with the aim of minimize the risks of 

the classifier and the model accuracy was proposed by Bi 

[7]. Igel [8] implemented the same framework but with the 

aim of minimize the number of features of the model. 

Hamdani et al. [9] optimized simultaneously the number of 

features and the global error obtained by a neural network 

classifier using NSGA-II (Nondominated Sorting Genetic 

Algorithm-II), thus creating classifiers’ ensembles. This 

evolutionary technique was also applied in unsupervised 

learning by Morita et al [5] in handwritten word recognition. 

However, to the authors’ knowledge these approaches have 

not been applied to the field of gait and walkers’ rehabilita-

tion. 



This paper proposes to assess quantitative gait infor-

mation from assisted-gait through an automatic acquisition 

and selection of gait features. The main aim is to propose a 

gait identification approach for assisting in the decision 

making of the diagnosis of a patient. This will lessen the 

dependency and load of the clinicians.   

A preliminary study with healthy subjects walking with 

and without a walker with forearms supports is presented. 

Acquisition of gait parameters was achieved using a motion 

camera system. It is applied the proposed feature selection 

technique based on the combination of NSGA-II, which is 

among the latest developed algorithms for multi-objective 

optimization [10], and SVM (based classifier) algorithms. 

This technique is able to identify the redundancies present 

on the overall gait data. Therefore, the important gait fea-

tures to discriminate between the assisted and non-assisted 

gait are selected.  So, the objective is to find the best non-

dominated solution which contains more discriminant fea-

tures that separate the class volumes so that the conditions 

(assisted and non-assisted gait) can be effectively distin-

guished by: minimizing the number of features and maxim-

izing the accuracy (ACC), Mathews Correlation Coefficient 

(MCC), and F1 Score (F1) of the SVM classifier. A combi-

nation of 3 objectives between these 4 metrics will be tested, 

to find the best combination that finds the best optimal solu-

tion.  

The motivation of this work is to evaluate the perfor-

mance and rehabilitation of the patient in a clinic using a 

walker with forearms supports, by selecting the most rele-

vant parameters that are affected by an assisted gait ambula-

tion. 

2. METHODS 

 

5.1. Participants 

In total 35 healthy young (age range 23-27 years) voluntary 

subjects participated in this study. Written informed consent 

for publication was obtained from all individuals. Work 

approved by Hospital of Braga Centre of Ethics. 

 

5.2. Experimental Setting 
Tests were performed using the VICON 612 motion analysis 

system (http://www.vicon.com/) connected to six video 

cameras at a frequency of 200 Hz.  

Two conditions were considered: unassisted and assisted 

gait with a walker with forearm supports. Subjects were 

fitted with fifteen reflecting spherical markers according to 

the marker set-up described by Vaughan et al [11]. All sub-

jects were barefoot and asked to walk in a 10 m straight-

forward path with a self-preferred walking speed, 3 times 

each condition. The walker upper base height was adjusted 

for each subject. The subjects’ elbows had to be flexed ap-

proximately 90º. Thus, subjects should assume a standing 

upright position with their forearms placed in the supports 

of the walker. 

  

5.3. Gait Parameters 
The gait features selected for this study can be grouped into 

2 categories: (1) spatiotemporal and (2) joint kinematics. 

Since subjects are considered to present no motor dysfunc-

tions, symmetrical gait was assumed [11]. The calculated 

gait features are listed in fig. 1. These features were those 

commonly reported in gait analysis [11] and they were cal-

culated through the Vicon 612 analysis system. Median over 

the performed three trials was calculated for each subject 

feature and formed the basis for all subse1quent analysis. 

The median was chosen over the mean since it is more re-

sistant to measurement errors. Custom Matlab Software was 

used for all Vicon data processing and gait features’ calcula-

tion. 

 

5.4. Feature Selection based on NSGA-II-SVM 
NSGA-II is designed both for discovering good features 

subsets and for final feature selection and classification. 

This will be done by determining the best compromise be-

tween the two/three conflicting objectives. For that purpose, 

Support Vector Machine-based classifier (SVM) is used to 

ensure the fitness evaluation of each candidate feature sub-

set by classifying them during the successive generations. 

NSGA-II starts from a random population of binary in-

dividuals (chromosome) representing the subset of features 

for classification. In order to compare the individuals, the 

population is sorted based on the domination relation ac-

cording to several (two or three) conflicting SVM classifica-

tion performance criteria.  

First, it is important to select subsets of the data to be 

used as training and test in the classification stage. In this 

study, a SIXfold cross-validation (CV) resampling approach 

is used to construct the learning and test sets for the SVM-

based classifier. Initially, the two-group samples (assisted 

and non-assisted gait) are randomly divided into six non-

overlapping subsets of roughly equal size, respectively. A 

random combination of the subsets for the two groups con-

stitutes a test set (6 sets) and the total remaining subsets are 

used as the learning set (6 sets). Thus, the SIXfold CV 

resampling produces a total of 36 pairs (6x6 combinations) 

of learning and test sets. Each individual of the population is 

evaluated over the 36 pairs, i.e.  SVM is executed 36 times, 

and then is calculated an average of these 36 results. Se-

cond, the fitness of each individual is computed according to 

SVM classification (kernel based on Gaussian radial basis 

functions). In this binary classification problem, it is not 

guaranteed the existence of a simple hyperplane as a sepa-

rating criterion for the gait parameters considered. There-

fore, a kernel based on Gaussian radial basis functions is 

adopted for SVM. Three metrics are adopted as evaluation 

criteria of the performance of each feature subset: Accuracy 

(ACC), Mathews Correlation Coefficient (MCC), and F1 

Score (F1). 

Since it is considered here a two-class prediction prob-

lem (binary classifier), the outcomes are labeled either as 

positive (p) –assisted ambulation- or negative (n) – unassist-



ed ambulation. There are four possible outcomes from a 

binary classifier. If the outcome from a prediction is p and 

the actual value is also p, then it is called a true posi-

tive (TP); however if the actual value is n then it is said to 

be a false positive (FP). Conversely, a true negative (TN) 

has occurred when both the prediction outcome and the 

actual value are n, and false negative (FN) is when the pre-

diction outcome is n while the actual value is p. 
Name Variable 

Step width (m) Width 

Step length (m) Step_l 

Cadence (step/min) CAD 

Stance phase(%) stance 

Swing phase (%) swing 

Double support  (%) DS 

Average Speed (m/s) Speed 

Step time (s) Step_t 

Ankle plantarflexion maximum (degrees) APF 

Ankle dorsiflexion maximum (degrees) ADF 

Ankle range of motion during gait cycle (degrees) in the sagittal 

plane 
ATy 

Maximum flexion of the knee (degrees) KF 

Maximum extension of the knee (degrees) KE 

Knee range of motion during gait cycle (degrees) in the sagittal 

plane 
KT 

Maximum flexion of hip  (degrees) HF 

Maximum extension of hip (degrees) HE 

Hip range of motion during gait cycle (degrees) in the sagittal 

plane 
HT 

Maximum abduction of the hip (degrees) Hab 

Maximum adduction of the hip (degrees) Had 

Hip range of motion during gait cycle (degrees) in the frontal plane HTx 

Foot maximum progression deviation (interior rotation) (degrees) AI 

Foot maximum progression deviation (exterior rotation) (degrees) AE 

Foot range of progression deviation during gait cycle (degrees) in 

the transverse plane 
ATz 

Range of motion of sacrum (height) (m) T10z 

Lateral flexion (right) of the trunk (degrees) SR 

Lateral flexion (left) of the trunk (degrees) SL 

Pelvic lateral range of motion (degrees) in the frontal plane ROMlat 

Pelvic maximum flexion (degrees) SF 

Pelvic maximum extension (degrees) SE 

Range of motion of Ext/Flex of the trunk (degrees) in the sagittal 

plane 
ROMFlexExt 

 

Fig. 1. Gait Features. 

 

Accuracy, ACC, is the most common and simplest 

measure to evaluate a classifier. It is just defined as the 

degree of right predictions of a model: 

 

                  ACC = �����

�����������
                 (1) 

An accuracy of 100% means that the measured values 

are exactly the same as the given values. 

Matthews Correlation Coefficient (MCC) is a metric 

used in machine learning as a measure of the quality of 

binary classifications. It takes into account true and false 

positives and negatives and is generally regarded as a bal-

anced measure which can be used even if the classes are of 

very different sizes.  

 

MCC = ��×�����×��

�������������������������
           (2) 

This coefficient can be seen as a correlation coefficient 

between the observed and predicted binary classifications. It 

outputs a value between −1 and +1. A coefficient of +1 

represents a perfect prediction, 0 no better than random 

prediction and −1 indicates total disagreement between 

prediction and observation. 

F1 Score (F1) is a measure of a test's accuracy. It con-

siders both the PC and the SST of the classification to com-

pute the score: 

                             F1 = 2 × ��×���

������
                          (3) 

F1 can be interpreted as a weighted average of the PC 

and SST, where an F1 reaches its best value at 1 and worst 

score at 0. 

The maximization of these performance metrics plus the 

minimization of the number of features allow comparing 

feature subsets. Consequently, better feature subsets have a 

greater chance of being selected to form a new subset 

through crossover and mutation. Crossover combines differ-

ent features from a pair of subsets into a new subset and 

mutation changes some of the values (thus adding or delet-

ing features) in a subset randomly. 

The NSGAII-SVM algorithm is an iterative process in 

which each successive generation is produced by applying 

genetic operators to the members of the current generation. 

In this manner, good subsets are “evolved” over time until 

the stopping criteria are met. The flowchart of the method, 

implemented in Matlab, is presented in Fig. 2.  

(1) Calculate gait features: read the matrix P x G from data-

base, where P is the number of participants and G is the 

number of gait features.  

(2) Generate parent population P0: Generate N individuals 

(parent population) randomly. Each individual is a fixed-

length string with a G-length of bits of either 1 or 0 (binary-

coded). Features are binary-coded within each string as 

either presence (1) or absence (0).  

(3)Parent population evaluation: (i) Fitness Calculation- 

each solution in population representing a combination of 

features is evaluated in terms of the evaluation criteria 

(one/two of the metrics presented in eq. (1-3) and the num-

ber of selected features). The population is sorted according 

to the domination relation; (ii) Crowding Distance- crowd-

ing distance is calculated for each individual. The crowding 

distance is a measure of how close an individual is to its 

neighbors. Large average crowding distance will result in 

better diversity in the population. To compute crowding 

distance for an individual, we average the distances to its 

immediate neighbors along the same front in every dimen-

sion (dimensions correspond to objective functions). Then, 

put a rank value based on its nondomination level. 

(4) Generate child population Q0: form a child population 

Q0 on the basis of P0 by performing the followed genetic 

operators (i) Selection- Selection operator in NSGA-II is 

composed of picking child population from the parent popu-

lation with the same size. The binary tournament selection 

[12] runs a tournament between two individuals and selects 

the winner. It can obtain better result than the methods of 

proportional and genitor selection. Hence, binary tourna-

ment selection is adopted to select the next generation indi-

vidual; (ii) Crossover Operator- Crossover combines two 

parents, to form children, for the next generation. Then a 



scattered crossover is used [12]. This type of crossover 

creates a random binary vector. So, the genes are selected 

from the first parent where the vector is a 1, and from the 

second one where the vector is a 0, and combines the genes 

to form the first child, and vice versa to form the second 

one; (iii) Mutation Operator- Adaptive Feasible Mutation 

adds a randomly generated number to each element in the 

child population. The direction (positive or negative) of the 

random number is adaptive with respect to the last success-

ful or unsuccessful generation. The feasible region is 

bounded by the relative constraints and inequality con-

straints (0 and 1) [12]. 

 

 

Fig.2 Flow chart of the proposed NSGAII-SVM combination. 

(5) Elitist Reduction of Population:  At the tth generation, 

produce population Rt of size N by integrating parent popu-

lation Pt with child population Qt. 

(6) Rt population evaluation: The new population Rt is sorted 

on the basis of domination and evaluated as described in (3). 

Assign a corresponding rank. 

(7) Create new parent population Pt+1: by filling the highest 

ranked front set until the size of the population size exceeds 

N. 

(8)Stopping criterion verification: Goes to step 5 until the 

stopping criterion is satisfied. 

 

3. RESULTS AND DISCUSSION 

 

This section shows the experimental details and evalua-

tion of the results of NSGAII-SVM for different combina-

tions of the presented fitness objectives: number of features 

(NF), ACC, MCC and F1. The used parameters on the 

NSGA-II are presented in Table 1. The population size was 

100 individuals. The evolution process ends if 100 genera-

tions are performed and/or fitness values reach zero and/or 

stall generations limit reaches 10. The methodology pro-

posed will be used in the classification and discrimination of 

two conditions: (1) normal unassisted gait and (2) assisted 

gait with the use of a walker device with forearm supports.  

The optimal set will contain the gait feature solutions 

that are trade-offs between objectives. The aim is to find the 

minimum number of gait features (NF) that, simultaneously, 

can maximize one/two of the three selected metrics (ACC, 

MCC and F1). Therefore, six different combinations of 

metrics give rise to the following multi-objective problems: 

(a) Bi-objective problems: Max ACC and Min NF; Max 

MCC and Min NF; Max F1 and Min NF; (b)Three-objective 

problems: Max ACC, Min NF and Max MCC; Max ACC, 

Min NF and Max F1; Max MCC, Min NF and Max F1. 

Number of participants (P) 35x2 

Size of population (N) 100 

Length of the chromosome(G) 30 

Stopping Criterion 

100 generations 

All objectives values = 0 

Stall Gen. Limit = 10 

Crossover probability 0.8 

 

Table 1. NSGA-II parameters for the features subset selection. 
Table 2 shows the achieved results. The Pareto-optimal 

frontier presents only three compromise solutions. For all 

combinations of objectives, the NSGAII-SVM found an 

optimal solution with only one feature (underlined), but 

presents better performance measures with two features 

(italic) and the maximum performance measures values with 

three features. However, with three parameters the perfor-

mance reaches the maximum value for all the performance 

measures. It can be seen that three different combinations 

were found: DS, HE, SL; T10z, HE, SL; DS, HE, KT.  All 

these combination have in common the feature HE. These 

parameters are in accordance with other studies that evaluat-

ed the effects of assisted gait [13]. 

It can be seen that hip extension (HE) is the parameter 

that can classify the two conditions with high performance 

of the classifier. 

Since all the objective combinations achieved good re-

sults, the authors have to select one combination. In order to 

assist this decision task, one will analyze if any of the objec-

tives is redundant and as such should be discarded. 

A Principal Component Analysis (PCA) [2] enables to 

evaluate the relationship between objectives for the solution 

found. In combination ACC, MCC and NF, Component 1 

(PC1) and Component 2 (PC2) explain approximately 99% 

of the variance.  In combination MCC, NF and F1, PC1 and 

PC2 explain approximately 98% of the variance and PC1 

and PC2 of ACC, F1 and NF explain approximately 98%. 

A biplot representation of the PCA results is provided in 

Fig. 3 in order to further inspect the relations between objec-

tives. Fig. 3a) enables to see the positive correlation be-

tween ACC and MCC, as well as an independency between 

MCC and NF; and ACC and NF (an angle of ≈ 90º). A simi-

lar relationship is observed in fig. 3b), where it exists a 

slighter positive correlation between MCC and F1 and inde-

pendency between these and NF. An even slighter positive 

correlation is verified between F1 and ACC, and independ-

ency between these and NF, in fig. 3c). 

The objectives ACC and MCC are closely related indicat-

ing the existence of a larger degree of redundancy. There-

fore, one of these two objectives can be discarded with a 

smaller loss of information. Despite the other two combina-

tions also showing a positive correlation between MCC/F1 

and F1/ACC, they have less redundancy. 



Thus, if we want to choose three objectives, the best 

combination seems to be ACC/NF/F1 and MCC/NF/F1. 

However, we can have only a combination of two met-

rics, by eliminating one of the metrics based on its redun-

dancy. MCC/NF is the chosen combination since these two 

objectives are less correlated (angle of ≈ 90º). 

Since we are interested in finding a trade-off between the 

number of variables and a good performance of the classifi-

er, we choose the solution with two features: HE and DS, 

because it still has good metrics values for less features. 

This preliminary study with this technique indicates that 

sagittal plane movement in hip and balance are sufficient to 

discriminate differences between assisted and non-assisted 

gait.  
Fitness Com-

bination 

Best evalua-

tion features 
NF ACC MCC F1 

ACC/NF 

HE 1 93,19% - - 

DS,HE 2 98,89% - - 

T10z,HE,SL 3 100% - - 

MCC/NF 

HE 1 - 0,8857 - 

DS,HE 2 - 0,9814 - 

DS,HE,SL 3 - 1 - 

F1/NF 

HE 1 - - 0,9389 

DS,HE 2 - - 0,9889 

T10z,HE,SL 3 - - 1 

ACC/NF/MCC 

HE 1 93,19% 0,8857 - 

DS,HE 2 98,88% 0,9814 - 

DS,HE,SL 3 100% 1 - 

ACC/NF/F1 

HE 1 93,19% - 0,9389 

DS, HE 2 98,89% - 0,9889 

T10z,HE,SL 3 100% - 1 

MCC/NF/F1 

HE 1 - 0,8974 0,944 

T10z,HE 2 - 0,9814 0,9888 

DS,HE,KT 3 - 1 1 

Table 2. Results of the NSGA-II-SVM combination using the 

selected metrics as evaluation criterion. 

 

Fig. 3 PCA biplot for verifying Objective Correlation: a) Combina-

tion ACC/MCC/NF, b) Combination MCC/NF/F1; c) Combination 

ACC/NF/F1. 

4. CONCLUSIONS 

This work is intended as a proof of concept study made with 

healthy young volunteers to verify which gait parameters are 

the most important to detect differences between the use and 

non-use of a walker with forearm supports. A multi-

objective NSGAII-SVM approach was applied. In order to 

evaluate the classification performance it was considered 

four types of metrics: ACC, MCC, F1 and NF.  

It was chosen the objective combination MCC/NF as the 

best one to distinguish between the two study conditions. 

So, it was also concluded that assisted and non-assisted gait 

can be differentiated with the use of: HE and DS.  

Moreover, future study will be made with elders or other 

type of patients to compare with the results of this paper.  
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