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ABSTRACT
Physically based renderers produce high quality images with
high dynamic range (HDR) values. Therefore, these images
need to be tone mapped in order to be displayed on low dy-
namic range (LDR) displays. A typical approach is to blindly
apply tone mapping operators without taking advantage of the
extra information that comes for free from the modeling pro-
cess for creating a 3D scene. In this paper, we propose a novel
pipeline for tone mapping high dynamic range (HDR) images
which are generated using physically based renderers. Our
work exploits information of a 3D scene, such as geometry,
materials, luminaries, etc. This allows to limit the assump-
tions that are typically made during the tone mapping step.
As consequence of this, we will show improvements in term
of quality while keeping the entire process straightforward.

Index Terms— High Dynamic Range Imaging, Tone
Mapping, Tone Mapping Operator, Computer Graphics,
Physically Based Rendering, Virtual Environments, Inter-
active and Real-Time applications.

1. INTRODUCTION

HDR content, typically encoded as 32-bit floating point for-
mat per color channel, captures more information than 8-bit
or low dynamic range (LDR) images and videos. This in-
formation can be used to reproduce specific visual effects
such as adding veiling glare, accurate motion blur, etc. Fur-
thermore, HDR content conveys to better details and contrast
reproduction when displayed on traditional LDR displays.
This last step is typically called tone mapping (TM). An in-
tensive research has been carried out on this field which has
provided several solutions to better preserve characteristics
of the input HDR content exploiting visual perception and
image processing aspects. In the rendering field [1, 2], i.e.
generation of images from a 3D description of a scene (geom-
etry, lighting, materials, etc.), tone mapping has been mostly
applied at the end of the pipeline as a independent step. The
exploitation of data, which is available in the 3D scene, helps
to compute more accurately and efficiently statistics required
by tone mapping operators (TMOs). This is because we can

extract information from the entire scene instead of a single
image.

In this work, we present modifications to the rendering
pipeline and we propose a real-time tone mapping operator,
CG-TMO, that can exploit information of a 3D scene. Our
operator works in real-time, so it can be applied to images
generated by physically based renderers, without time con-
straints, and for real-time renderers for virtual environments
(VEs), computer simulations, and video-games which have
typically real-time constraints. Our contributions are:

• a real-time local version of the Drago et al.’s operator [3]
based on the bilateral filter [4];

• a cross bilateral filter for tone mapping based on informa-
tion of the 3D scene, e.g. geometry and materials;

• a technique for computing statistics for the proposed op-
erator using light sources in the 3D scene;

• an evaluation of the proposed technique compared to pre-
vious work.

2. RELATED WORK

A large number of TMOs have been proposed in the last 20
years and a detailed description can be found in reference
books [5, 6]. Approaches that may relate to our work can be
classified as real-time TMOs, and TMOs for virtual environ-
ments (VEs).
Real-Time Tone Mapping Operators. Hardware implemen-
tation of TMOs, tightly coupled with the current graphics
hardware or FPGAs, have been presented in the past [7–9].
Recently, novel approaches, that exploit the capability of re-
cent graphics hardware, have started to appear. For example,
efficient uses of bilateral filtering have been presented [10,
11]. Other solutions leverage on aspects of the human visual
system to limit the computational time and memory for com-
puting the local luminance adaptation (local methods for high
frequencies regions, and global ones for low frequencies re-
gions) in a more efficient way [12].
Virtual Environments. Little work has been carried out to



exploit information embedded in VEs for improving qual-
ity and/or increasing computational speed during tone map-
ping. For example, Durand and Dorsey [13] described a novel
tone mapping pipeline taking into account the 3D scene and
in particular light sources. However, this use is limited to
only post-processing effects such as accurate lens-flares and
veiling glare simulation. In the field of virtual reality envi-
ronments tracking information (i.e. user’s view) has been
used to optimize the computations of luminance adaptation
and to reduce computationally costly image operations which
are restricted to the central field of view [14]. Josselin et
al. [15] analyzed the dynamic behavior of TMOs designing
two psychophysical experiments to assess the relevance of
different TMOs to explore an outdoor virtual world at night.
The major finding of these experiments was the need of mod-
eling the temporal visual adaptation for night-time applica-
tions. The re-use of VE information has been also exploited
by Josselin et al. [16] improving the realism of the rendered
scene at lower computational costs when compared with the
traditional rendering pipeline where the TMO is at its end and
the information of the VE is not used.

3. A GENERAL TONE MAPPING PIPELINE

The main idea of our work is to exploit 3D scene information
(e.g. light sources) and 3D information generated by the ren-
derer for the current frame such as XYZ positions, normals,
and albedo in order to improve the local filtering for the tone
mapping. An overview of the proposed modified pipeline for
rendering and tone mapping is shown in Figure 1.
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Fig. 1. The proposed modified rendering and tone mapping pipeline:
when a renderer generates an HDR image (rendering) from a 3D
scene, it saves the G-buffer as well (this is composed by geometri-
cal information of the rendering view such as the positions (depth),
normals, albedo, etc.). At this point, the rendering is tone mapped
using CG-TMO which takes as input extra information such as the
G-buffer and the 3D scene.

3.1. CG-TMO

Our novel TMO, CG-TMO, is an operator based on a local
version of the Drago et al.’s operator [3], see Section 3.2,
based on a non-linear filter which takes as input informa-
tion generated by the renderer, see Section 3.3, with statistics
which are compute form the 3D scene, see Section 3.4

3.2. Local Drago et al.’s Operator

Drago et al. [3] presented a simple and effective TMO which
produces convincing appearance results. This operator is ba-
sically an adaptive logarithm mapping based on global image
statistics. Given these good properties of the operator, we de-
cided to extend it in order to preserve local details. We recall
the operator definition:

Ld(x) =
Ld,Max

100 log(Lw(x) + 1)

log10(Lw,Max + 1) loga(Lw(x), Lw,Max)
(1)

loga(Lw(x), Lw,Max) = log 2 + 8

(
Lw(x)

Lw,Max

)log0.5 b

where Lw(x) is the HDR luminance at pixel x, Lw,Max is the
maximum HDR luminance value, Ld(x) is the tone mapped
luminance, Ld,Max is the maximum luminance of the output
LDR display in cd/m2, b ∈ [0.7, 0.9] is a parameter for shap-
ing the TM curve. Note that HDR luminance values are scaled
by Lw,a before applying Equation 2, which is the world lumi-
nance adaptation. This is approximated as the harmonic mean
of the image’s luminance [3].
In our work, we decided to create a local version of this opera-
tor by applying an approach used by Durand and Dorsey [17].
In their work, the Tumblin et al.’s operator [18] was extended
into a local one by leveraging on the bilateral filter [4]. This
approach can be formally defined as:

Lw,base = B(Lw, σs, σr)

Ld = TC(Lw,base)×
(

Lw

Lw,base

)
(2)

B is a bilateral filter, σs is the spatial standard deviation ofB,
σr is the range standard deviation of B, and TC is a global
tone mapping curve; in our case TC is Equation 2. This ap-

Fig. 2. An example of our local Drago et al.’s operator [3]: on the left
side an HDR rendering tone mapped with the classic global operator.
On the right side the same rendering tone mapped using the approach
in Equation 2. Note that fine details (e.g. architectural details such
as bricks, bas-reliefs, etc.) are better preserved than the image on the
left side.

proach may suffer of artifacts such as blur, due to the fact that
linear ramp signals are smoothed and not preserved. To avoid



this excessive smoothing, more sophisticated non-linear fil-
ters have been designed (e.g. the WLS filter [19]) but they
price of having such filters are high computational costs or
complex implementations to integrate.

3.3. Geometry-Buffer Cross Bilateral Filtering

In our approach, we decided to extend the bilateral filter to
embed information generated by the renderer in order to guide
the filter and to obtain similar results to the ones reached with
more advanced non-linear filters.
An option for achieving such goal is to use the cross-bilateral
filter [20,21]. This is an extension of the bilateral filter where
guiding edges are not from the input image, I , but from an
edge image,E, which guides the filtering. The filter is defined
as:

C(I, E)(x) =

∑
y∈Ω I(y)g(‖x− y‖)f(‖E(x)− E(y)‖)

K(x,y)
(3)

where x and y are pixel coordinates, g and f are attenuation
functions (typically Gaussian functions), K is the normaliza-
tion term, and Ω is a neighborhood centered around x. The
cross bilateral filter can be extended to have an arbitrary num-
ber of edge images E. The general form is defined as:

Cn(I, E)(x) =

=

∑
y∈Ω I(y)g(‖x− y‖)

∏n
i=1 fi(‖Ei(x)− Ei(y)‖)

K(x,y)
(4)

In our case, I is the HDR rendered image generated by the
render while the edge images E1 . . . En are buffers that con-
tain 3D information generated by the renderer. In particu-
lar, 3D information consists of: 3D world positions, P -buffer,
normals, N -buffer, and albedos, A-buffer. These three com-
ponents are typically referred in literature as the Geometry-
buffer or G-buffer [2]. Therefore, our filter has n = 3, E1 =
P , E2 = N and E3 = A. In our tests, g and f i are Gaussian
functions and their σi values were found through an experi-
mental design: σg = 8 creates a medium-large neighborhood
for capturing fine details, σ1 is set to the pixel footprint size
in world space [1] multiplied by σg , σ2 = 0.25 discriminates
well between two normals, σ3 = 0.25 is a reasonable value
for albedo colors which are typically flat. In Figure 3, we
show how Equation 4 produces better results compared to the
classic bilateral approach.

In order to speed up computations and to achieve real-
time performances, we employed an efficient but approxi-
mated strategy for evaluating cross bilateral filters [22]. This
strategy evaluates the cross bilateral filter for a subset pixels
in the evaluation neighborhood using Poisson-disk distributed
points [23].

(a) (b)

Fig. 3. An example highlighting the differences between classic
bilateral filtering and cross-bilateral filtering based on the g-buffer:
(a) The classic bilateral filtering applied to a rendered image. Note
that bleeding between spheres and walls and the one between the
armadillo and the floor are quite evident. (b) The same image was
filtered using the proposed cross-bilateral filtering using the g-buffer;
note that no bleeding occurs.

3.4. Computing Statistics from the 3D Scene

Lw,max and Lw,a, Equation 2, are typically computed from
the HDR image obtaining approximated values. This can ob-
viously affects the output quality performance. By using 3D
scene description, we can accurately compute closer approxi-
mations or even exact values.
Lw,max can be exactly calculated by computing the maxi-
mum value of 3D light sources luminance values from the for-
mal description of the 3D scene. Moreover, we need to take
into account only lighting information contributing to the cur-
rent view otherwise we may still have an approximated com-
putation of Lw,max. To achieve this, we have to compute a
subset of light sources which are visible or indirectly visible
from the viewing camera. This can be solved in a straight-
forward way by storing in a separate buffer, M , at each pixel
the index of the light source with maximum luminance power
that contributed to light the same pixel coordinates in the fi-
nal rendering. Then, Lw,max is calculated as the maximum
of light sources luminance power in M . Although, this seems
more complex than testing visibility using ray-tracing opera-
tions, we want to stress out that testing visibility may be an
issue in the case of indirect lighting. For example, a scene
with indirect lighting, two rooms with an open door and light
sources only in the room which is not visible in the viewing
camera, would be difficult to test or it would take an extreme
amount of time to compute the correct value.
Lw,a is typically computed as harmonic mean of the image
luminance without taking into account the surrounding envi-
ronment. To improve this, we opted to render at low resolu-
tion (we found that 64 × 32 was enough in our experiments)
the 3D scene using a spherical camera centered in the position
of the rendering camera. This allows to include lighting infor-
mation from all environment in a similar manner as proposed



by Gruson et al. [24].

4. RESULTS

Scene CG-TMO WLS-TMO

0.913 0.909

0.906 0.905

0.921 0.946

0.971 0.976

0.773 0.773

Table 1. Comparing our CG-TMO againt a local version of
the Drago et al.’s operator with WLS filtering (WLS-TMO)
using the TMQI [25]; the closer to 1.0 the better.

Quality. We compared our CG-TMO against a local version
of Drago et al.’s operator using WLS filtering [19], we refer
to this as WLS-TMO. The main goal of this comparison is to
show that our proposed algorithm produces similar results to
WLS which is more complex to implement and computation-
ally slower due to the fact that a sparse and large linear system
has to be solved (e.g. the linear system is 262, 144×262, 144
for a 512×512 image). In our experiment, we generated 5 3D
scene and rendered them using a monte-carlo renderer. Then,
we tone mapped the rendered scenes with the two operators.
The WLS filter parameters, α and λ, were respectively set to
1.2 and 0.125. We compared each image against the origi-
nal HDR rendered image using the tone mapped image qual-
ity index [25]. This index is an extension of the well known
SSIM [26] to the HDR domain, for comparing tone mapped
and HDR images. From the results which are shown in Fig-
ure 1, we can point out that both our CG-TMO and WLS-

TMO provide similar results as we were expecting.
Timing. We evaluated time performances of CG-TMO by
varying the size of images to be tone mapped. In order to
obtain real-time performances, we wrote a GPU implementa-
tion of CG-TMO in C++ and OpenGL. In our experiments,
the testing machine was an Intel Core i7 2.8Ghz equipped
with 4GB of main memory and a NVIDIA GeForce GTX 480
with 2.5GB of memory with Windows 7 Professional at 64-
bit as OS. The results of these experiments are shown in Fig-
ure 4. From this graph, we can note that our algorithm works
in many cases in real-time (more than 24 fps). When the im-
age size reaches 2 Megapixels the frame rate is only 15 fps.
Note that the current implementation does not optimize the
G-buffer, which could be greatly compressed gaining extra
frames per second. From Figure 4 we can also deduce that
the timing scales nearly linearly with image size.
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Fig. 4. Timing results of CG-TMO at different image sizes. Note
that the timing scales nearly linearly with image size in Megapixels.

5. CONCLUSIONS

In this work, we presented a novel pipeline for tone map-
ping HDR images that were generated by a physically based
renderer. Our work provides a tight integration between the
rendering and tone mapping pipelines which were de-coupled
before. The proposed approach allows to improve the quality
of the tone mapping while keeping a straightforward and fast
implementation. Finally, we showed that CG-TMO works in
real-time in many cases, so it is suitable for VE, simulations,
and video-games.
In future work, we would like to extend our technique to real-
world content by using multi-view imaging techniques [27]
for extracting depth, normal and albedo information.
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