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ABSTRACT
Localization of audio sources using microphone arrays has
been an important research problem for more than two
decades. Many traditional methods for solving the prob-
lem are based on a two-stage procedure: first, information
about the audio source, such as time differences-of-arrival
(TDOAs) and gain ratios-of-arrival (GROAs) between mi-
crophones is estimated, and, second, this knowledge is used
to localize the audio source. These methods often have a
low computational complexity, but this comes at the cost
of a limited estimation accuracy. Therefore, we propose a
new localization approach, where the desired signal is mod-
eled using TDOAs and GROAs, which are determined by
the source location. This facilitates the derivation of one-
stage, maximum likelihood methods under a white Gaussian
noise assumption that is applicable in both near- and far-field
scenarios. Simulations show that the proposed method is sta-
tistically efficient and outperforms state-of-the-art estimators
in most scenarios, involving both synthetic and real data.

Index Terms— Audio localization, microphone array,
maximum likelihood, near-field, time difference-of-arrival,
gain ratio-of-arrival.

1. INTRODUCTION

Recent technological advances have made microphones
cheaper and smaller, and, as an effect of that, multiple micro-
phones are nowadays integrated into many electrical devices
such as televisions, smart phones, hearing aids, smart homes,
etc. This evolution is particularly interesting from a signal
processing perspective as multichannel recordings facilitate
automatic camera steering, beamforming, dereverberation,
and surveillance. Naturally, this has spawned much interest
in developing new methods for localization of audio sources,
i.e., methods for finding the position of an audio source in
relation to an array of microphones.

While localization of audio sources is even more impor-
tant now with the current technology, some of the pioneer-
ing work on audio localization dates back to the early 1980s.
The methods proposed for localization can roughly be divided
into two categories, i.e., those for estimating the direction-of-
arrival (DOA) of the source (e.g., [1]), and those for estimat-
ing the position (i.e., DOA and range) of the source in relation
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to a microphone array (e.g., [2]). The latter group can gener-
ally be used no matter if the source is in the near- or far-field
of the array, since the range information will be available, and
can be exploited to account for near-field phenomena. In this
paper, we therefore restrict ourselves to consider the topic of
localization in the form of position estimation (denoted as lo-
calization in the remainder of the paper), since the objective
is near-field localization of audio.

Far most localization methods for audio sources have tra-
ditionally been based on a two-stage approach. In these, a
set of time differences-of-arrival (TDOAs) of the source be-
tween the different microphones are estimated first, where-
upon these are utilized to obtain an estimate of the location
of the source. Some classical, and still widely used, methods
for TDOA estimation were proposed in [3]. Later, it was con-
sidered in, e.g., [4], and some of the references therein, how
the localization is then performed given the TDOA informa-
tion. Other approaches [5, 6] considered how gain ratios-of-
arrival (GROAs) between microphones can be exploited for
localization due to the inverse square law for sound radiation,
and even how TDOAs and GROAs can be used jointly for
localization [7]. As noted in [4], the two-stage approach of-
ten results in computationally fast localization algorithms but,
unfortunately, at the cost of lower estimation accuracy com-
pared to a single-stage approach.

In this paper, we take a different, single-stage approach to
localization. First, we model the multichannel audio signal
using both TDOAs and GROAs, and we assume that the au-
dio source is periodic, which is reasonable for short segments
of voiced speech and many musical instrument signals [8].
The TDOAs and GROAs are then further modeled using the
source-to-array center distance (SAD) of microphones and
the DOA. Based on this model, and under a white Gaussian
noise assumption, we then derive different (asymptotic) max-
imum likelihood estimators of the SAD and DOA, two pa-
rameters revealing the source location.

The remainder of the paper is organized as follows. In
Section 2, we introduce the signal model and find the likeli-
hood function of the observed signal. We then show how the
likelihood function can be used for SAD and DOA estimation
through maximization in Section 3. The proposed estimators
are then evaluated in Section 4, and, finally, the paper con-
cludes with a discussion in Section 5, relating the work to
state of the art.



2. SIGNAL MODEL AND LIKELIHOOD

Consider a scenario whereK microphones in an enclosure are
each utilized to acquire N time-consecutive data snapshots,
xk(n), for n = 0, . . . , N−1, where n denotes the observation
time index and k the microphone number for k = 1, . . . ,K.
These observations can be stacked in to observation vectors
xk ∈ CN as xk =

[
xk(0) xk(1) · · · xk(N − 1)

]T
. We

then assume that a periodic source of interest and sensor noise
is present in the recording environment, and that the recording
environment is anechoic. Since the sensors are located with
different distances to the source, and due to the inverse square
law for sound radiation, the observations at each sensor are a
sum of a delayed and attenuated version of a periodic signal,
s(n), and noise, vk(n). The observed signal at microphone k
at time instance n is, therefore, given by

xk(n) = βks(n− fsτk) + vk(n), (1)

where βk is the attenuation of the source from its position
to microphone k, fs is the sampling frequency, and τk is the
time it takes the source to travel to microphone k. Let us
then choose sensor one as our reference such that s1(n) =
β1s(n − fsτ1). With the choice of reference, the observed
signal model can be rewritten as

xk(n) =
r1

rk
s1(n− fsτ1k) + vk(n) (2)

=
r1

rk
s1

(
n− fs

rk − r1

c

)
+ vk(n), (3)

with rk being the distance from microphone k to the source,
and c is the wave propagation speed. If we then assume that
the microphones are organized in a known array structure, we
can further model rk. In the remainder of the paper, we as-
sume a uniform linear array (ULA) structure, but the deriva-
tions herein can easily be modified to other array structures.
In the ULA case, it can be shown using the law of cosines that
the distance rk is given by rk =

√
g2
kd

2 + r2
c − 2gkdrc sin θ,

where gk = K−1
2 −k+1, d is the spacing between the micro-

phones, rc is the SAD, and θ is the DOA of the source onto
the array. Furthermore, since we assume s1(n) is a periodic
signal, we can model it as

s1(n− fs
rk − r1

c
) =

L∑
l=1

γle
jlω0ne−j2πlf0

rk−r1
c (4)

where L is the model order, i.e., the number of harmonics
constituting the periodic signal, ω0 is the fundamental fre-
quency, γl = β1αl, αl = Ale

φl is the complex amplitude
of the lth harmonic, Al is its real amplitude, φl is its phase,
and f0 = fs

ω0

2π . When the model holds and is exploited by
the estimator, we can potentially get more robust and accu-
rate estimates compared to methods integrating over broad
frequency ranges as discussed in [9]. While the above model
is for complex signals, it can be applied on real data by using

the Hilbert transform. Note that, in this work, we consider the
fundamental frequency as a known parameter, and in practice
it can be estimated using the statistically efficient, multichan-
nel, pitch estimator in [10]. Using the aforementioned models
for the distances and the periodic signal, we can rewrite the
model of the observed signal as

xk(n) =
r1

rk

L∑
l=1

γle
jlω0ne−j2πlf0

rk−r1
c + vk(n). (5)

Eventually, the model for xk(n) can be used to model the
observed signal vector as

xk = Z(ω0)Dk(rc, θ)γ + vk, (6)

with γ = [γ1 · · · γL]T , Z(ω0) = [z(ω0) · · · z(Lω0)],
z(ω) = [1 ejω · · · ej(N−1)ω]T , vk = [vk(0) · · · vk(N −
1)]T ,

[Dk(rc, θ)]ll =

√
g2

1d
2 + r2

c − 2g1drc sin θ

g2
kd

2 + r2
c − 2gkdrc sin θ

e−j2πlf0
wk(rc,θ)

c ,

(7)

and [Dk(rc, θ)]pq = 0 for p 6= q, where [·]pq denotes the
(p, q)’th element of a matrix, and

wk(rc, θ) =
√
g2
kd

2 + r2
c − 2gkdrc sin θ (8)

−
√
g2

1d
2 + r2

c − 2g1drc sin θ.

If we assume that the noise is white Gaussian in each chan-
nel, and that the noise is uncorrelated across channels, it can
be shown that the log-likelihood function for our set of obser-
vation vectors is given by [10, 11]

ln p({xk(n)};ψ) =

−NK ln π −N
K∑
k=1

lnσ2
k −

K∑
k=1

‖vk(n)‖2

σ2
k

, (9)

whereψ is a vector containing the unknown signal parameters
of interest, and σ2

k is the variance of the noise at microphone
k. The goal is then to estimate rc and θ given the set of ob-
served signal vectors {xk(n)}Kk=1, as these parameters reveal
the location of the periodic source relative to the array center.

3. LOCALIZATION METHODS

We then proceed with deriving optimal source DOA and SAD
by maximizing the log-likelihood function in (9). First, the
log-likelihood is maximized with respect to the unknown am-
plitudes γ. Differentiating (9) with respect γ, equating with
zero, and solving for the unknown amplitudes, yields the fol-
lowing estimates:

γ̂ =

(
K∑
k=1

DH
k ZHZDk

σ2
k

)−1 K∑
k=1

DH
k ZHxk
σ2
k

. (10)



In a similar way, we solve for the unknown noise variance,
which yields

σ̂2
k = N−1‖xk − ZDkγ‖2. (11)

Note that the amplitude estimates depend on the noise vari-
ance and vice versa. In practice, we can deal with this issue
by estimating the parameters iteratively and by initializing,
e.g., the noise variances as σ2

k = 1 for k = 1, . . . ,K. From
our simulations, we experienced 2–3 iterations to be sufficient
for achieving convergence in most scenarios.

After convergence, we can insert the noise variance esti-
mate in (11) into (9). Obviously, the DOA and SAD can then
be estimated by minimizing the sum of the logarithms of the
noise variance estimates for the different microphones, i.e.,

{θ̂, r̂c} = arg min
{θ,rc}∈Θ×Rc

K∑
k=1

ln ‖xk − ZDkγ̂‖2, (12)

where Θ and Rc are sets of candidate DOAs and SADs, re-
spectively. In the remainder of the paper, we denote this esti-
mator as the amplitude- and phase-based NLS (NLS-AP) es-
timator. By introducing different simplifications and assump-
tions, we can obtain computationally simpler algorithms as
shown in the remainder of the section.

Simplification no. 1: We also derive the joint DOA and
SAD estimator, using phase differences only. This simpler
estimator can potentially yield better estimates when, e.g., the
microphones have different gains if this is not accounted for.
The corresponding observed signal model is:

xk = βkZD
′
kα+ vk, (13)

where [D′k]ll = e−j2πlf0
wk(rc,θ)

c , α =
[
α1 · · · αL

]T
, and

[D′k]pq = 0 for p 6= q. The log-likelihood of the observations
are equal to the one in (9), and the unknown βk’s, σ2

k’s, and
α can be found by using the following equations iteratively:

α̂ =

(
K∑
k=1

β2
k

σ2
k

D′Hk ZHZD′k

)−1 K∑
k=1

βk
σ2
k

D′Hk ZHxk, (14)

β̂k =
Re{αHD′Hk ZHxk}
αHD′Hk ZHZD′kα

, σ̂2
k =
‖xk − βkZD′kα‖2

N
. (15)

The iterative procedure can be initialized with, e.g., βk = 1
and σ2

k = 1 for k = 1, . . . ,K. After convergence, the DOA
and SAD can then be estimated jointly by solving

{θ̂, r̂c} = arg min
{θ,rc}∈Θ×Rc

K∑
k=1

ln ‖xk − β̂kZD′kα̂‖2. (16)

This estimator is denoted the phase-based NLS (NLS-P) esti-
mator.

Simplification no. 2: Another possibility is to use only the
information about the attenuations across the microphones to

estimate the DOA and SAD, which can be advantageous when
the microphones are not synchronized properly. If we are only
using amplitude information, we can model our observations
as

xk = Zγk + vk, (17)

where γk =
[
γk,1 · · · γk,L

]T
, γk,l = βkαk,l, αk,l =

Ale
j(φl+∆k,l), and ∆k,l is a phase shift of the l’th harmonic

arising from the travel time from the source to microphone
k. The amplitudes, γk, can be estimated in a maximum like-
lihood sense, by maximizing the aforementioned likelihood
function for the above signal model. This yields

γ̂k = (ZHZ)−1ZHxk. (18)

From the inverse square law of sound radiation, we know that
‖γp‖ =

rq
rp
‖γq‖. That is, the estimated amplitudes, γ̂k, can

be used to estimate the DOA and SAD by solving

{θ̂, r̂c} = arg min
{θ,rc}∈Θ×Rc

K∑
p=1

K∑
q=1,
q 6=p

(
‖γp‖ −

rp
rq
‖γq‖

)2

, (19)

denoted as the amplitude-based NLS (NLS-A) estimator.
In summary, we proposed to estimate the DOA and SAD

of a broadband audio source in relation to a microphone ar-
ray by exploiting the structure of the source, which is here
assumed to be harmonic. In the more general case, where this
assumption does not hold, we can estimate the DOA and SAD
by setting L = 1, and integrate the likelihood over range of
frequency bins for sets of candidate DOAs and SADs, and
then maximize the integrated likelihoods.

4. EXPERIMENTAL RESULTS

First, the proposed methods were evaluated on synthetic sig-
nals. In these evaluations, a synthetic harmonic signal with 4
unit amplitude harmonics was generated and added to white
Gaussian noise. The methods proposed herein (NLS-AP,
NLS-P, and NLS-A), and a couple of reference methods (the
SRP-PHAT [12] and WLSWM [11] methods) were then ap-
plied on this data for estimation of the DOA and the distance
to the source. Note that the fundamental frequency is needed
in the proposed methods, and it was therefore estimated using
the ML multichannel pitch estimator in [10]. For each gen-
erated synthetic signal, 100 Monte-Carlo simulations were
conducted in this way, and the noise and the phases of the
harmonics was randomized in each simulation. The mean
squared errors (MSEs) of the parameter estimates were mea-
sured across the Monte-Carlo simulations for each setting. In
the first experiment, we evaluated the MSEs of the methods
for different signal-to-noise ratios (SNRs), with the following
choice of other parameters: N = 30, K = 3, c = 343 m/s,
d = 0.05, f0 = 263 Hz, fs = 4 kHz, rc = 0.5 m and
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Fig. 1. MSEs of the DOA and SAD estimates obtained using the proposed methods, and the SRP-PHAT and WLSWM methods
versus (from left to right) the SNR, K, θ, and rc.

Fig. 2. Plots of (top) the spectrogram of a speech signal, and
(bottom) the estimated fundamental frequency track.

θ = 45◦. Moreover, in this and all the following simula-
tions on synthetic data, the cost-function in the SRP-PHAT
method is obtained by integrating over the frequency inter-
val [200; fs/2] Hz, and the FFT length was 256. Next, the
MSEs were measured for different K’s. For this experiment,
SNR = 40 dB while the other parameters were the same. In
the two final experiments on synthetic data, the performances
of the different methods were measured in two cases of uncer-
tainties: 1) when each microphone had a gain tolerance, i.e.,
each amplitude could deviate from the model in (5) by some
percentage; and 2) when the microphones are not perfectly
synchronized, i.e., an extra, uniformly distributed, random
delay was added to each channel. In these simulations, we
had SNR = 40 dB, N = 30, K = 5, and the remaining
parameters was set as in the previous simulations. All the
results are shown in Fig. 1, where they are also compare with
the Cramér-Rao bound (CRB). Regarding DOA estimation,
we observe that the proposed NLS-AP and NLS-P estimators
show similar performance in most cases without uncertain-
ties, and that they are statistically efficient. For low SNRs and
K’s, the performance of the WLSWM method is comparable
to that of the aforementioned proposed methods. Otherwise,
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Fig. 3. The estimates obtained with different DOA and SAD
estimators when applied on the speech signal for T60 = 0.1 s.

the proposed NLS-AP and NLS-P methods clearly outper-
form the other methods. Regarding SAD estimation with no
uncertainties, the proposed NLS-AP method is statistically
efficient and outperforms the other proposed methods, except
for low SNR’s where the NLS-A method shows similar per-
formance. When we have uncertainties, the results are quite
different. Expectedly, the NLS-P shows superior performance
compared to all other methods when there is a tolerance on
the amplitudes. This happens already when the tolerance
exceeeds ≈ 2 %. Furthermore, the NLS-A has the better
performance compared to all the other methods, when we
have synchronization errors that can be larger than 0.02 ms.

The same methods were also evaluted on a speech signal
with the spectrogram and pitch track shown in Fig. 2. The
pitch track was estimated using the approximate NLS method
proposed in [8]. The utilized signal was single-channel, and,
therefore, resynthesized spatially using the online available
room impulse response (RIR) generator [13]. The RIR gen-
erator was set up as follows: c = 343 m/s, fs = 8 kHz, the
microphones of a ULA was located at [2 + d(k− K−1

2 )] m×
0.1 m × 1.5 m for k = 1, . . . ,K, d = 0.05 m, the source
was located at θ = 60◦ and rc = 0.5, the room dimensions
was 4 m × 4 m × 3 m, the length of the RIRs was 2,048, the



microphone type was cardioid, and they where oriented with
an azimuth of 90◦ and an elevation of 0◦. With this setup, we
generated the spatial-temporal data on which the aforemen-
tioned methods were applied on consecutive frames of length
N = 50 of the multichannel signal with K = 3, and in the
SRP-PHAT method we integrated over the frequencies in the
interval [150, fs/2] Hz. This experiment was conducted for a
reverberation time of T60 = 0.1 s. The resulting estimates are
depicted in Fig. 3. We can see that the NLS-AP, NLS-P, and
WLSWM seem to provide the most accurate DOA estimates
followed by the NLS-A and SRP-PHAT methods. These re-
sults are interesting, as they indicate that the proposed meth-
ods are robust against small degrees of reverberation although
this is not explicitly accounted for in the model. In terms of
SAD estimation, the NLS-AP and NLS-A method clearly out-
performs the NLS-P method.

5. DISCUSSION

In this paper, localization of audio sources using a micro-
phone array have been considered. Through the past couple
of decades, many methods [4–7] have been proposed for solv-
ing this research problem, with many of those being based on
a two-stage procedure. First, they estimate, e.g., either the
TDOAs, the GROAs, or both of the audio source between the
different microphones in the array. Then, they use these pa-
rameter estimates to form an estimate of the location of the
audio source. As stated in [4], these two-stage procedures
typically have a low computational complexity, but at the cost
of a limited estimation accuracy. Herein, we therefore pro-
pose a new, single-stage approach, where a the desired signal
is modeled using TDOAs and GROAs, and by assuming that
the desired signal is periodic. With this model, we show how
maximum likelihood estimates of the audio source location
can be obtained, when the noise is white Gaussian. That is,
the proposed method is statistically efficient in near-field as
well as far-field scenarios, which, to our knowledge, is not
the case for any other method except for the one in [7]. How-
ever, the method in [7] requires knowledge about TDOAs and
GROAs as opposed to the proposed methods. While the pro-
posed methods are derived for periodic signals, it should be
noted that they can be applied on general, broadband sources
by setting L = 1, and integrating the likelihood over a range
of frequency bins for sets of candidate DOAs and SADs, and
by maximizing the integrated likelihoods. The simulation re-
sults show statistical efficiency of the proposed method, and
shows that it outperforms the widely used SRP-PHAT method
[12] as well as an efficient far-field DOA estimation method
proposed in [11]. Moreover, simulations show that the pro-
posed method is relatively robust against reverberance even
though this is not accounted for in the derivations.
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