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ABSTRACT

A multichannel sound reproduction system aims at offering

an immersive experience exploiting multiple microphones

and loudspeakers. In the case of multichannel acoustic echo

cancellation, a suitable solutions for overcoming the well-

known non-uniqueness problem and an appropriate choice

of the adaptive algorithm become essential to improve the

audio reproduction quality. In this paper, an advanced sys-

tem is proposed based on the introduction of a multichannel

decorrelation solution exploiting the missing-fundamental

phenomenon and a combined multiple-input multiple-output

architecture updated by using the multichannel affine pro-

jection algorithm. Experimental results proved the effective-

ness of the presented framework in terms of objective and

subjective measures, providing a suitable solution for echo

cancellation.

Index Terms— Multichannel Acoustic Echo Cancella-

tion, Channel Decorrelation, Adaptive Combination of Filters

1. INTRODUCTION

A multichannel sound reproduction system aims at offering

an immersive experience to the listener by using multiple mi-

crophones and loudspeakers for capturing and reproducing

the desired signals while focusing on preserving the audio

quality perceived by users [1]. Adaptive signal processing

systems are often introduced to overcome quality degradation

due to interfering sources and reverberation, thus resulting in

intelligent acoustic interfaces [2]. Multichannel acoustic echo

caused by the multiple coupling between microphones and

loudspeakers is one of the main problems of immersive sce-

narios. Differently from the single channel scenario, the lin-

ear relationship existing among the loudspeaker signals wors-

ens the performance and a method to reduce interchannel co-

herence must be introduced [3].

Several efforts have been done in the field of stereophonic

signal decorrelation as summarized in [3, 4]. The generaliza-

tion to multichannel signal may not be much straightforward.

Some approaches have been applied to the multichannel sce-

nario, e.g, the phase modulation approach designed for sur-

round sound systems like 5.1 [5] and the half-wave rectifier

distortion producing a high impact on the audio quality [6]. A

novel approach for multichannel audio decorrelation has been

presented in [4], starting from the results obtained for stereo-

phonic signals [3,7,8], based on the method derived from the

missing fundamental theory combined with the introduction

of time-varying allpass filters.

Then, the effectiveness of a multichannel acoustic echo

canceller (MAEC) strictly relies on the design of a multiple-

input multiple-output (MIMO) filtering system, whose main

task is to estimate several acoustic impulse responses (AIRs),

depending on the number of microphones and loudspeakers.

A large number of coefficients has to be adapted, therefore

an appropriate choice of the adaptive algorithm becomes es-

sential [1, 9]. Several adaptive algorithms have been studied

in the literature. The time-domain first-order adaptive algo-

rithms as the least mean squares (LMS) are very attractive due

to their simplicity and low computational cost. Hessian-based

algorithms, such as the recursive least squares (RLS), improve

convergence abilities but entails a larger computational cost

and, moreover, it may perform worse than first-order algo-

rithms in adverse environments [10]. The affine projection

algorithm (APA) could be adopted to adapt MIMO filters,

since it can be seen as a generalization of the normalized

LMS (NLMS) algorithm involving cross-correlations of the

input signals [11]. Moreover, adaptive combination of filters

is capable of automatically switching between constituents

according to the best performing filter, thus providing the

best possible performance [12]. Recently, combination of fil-

ters was successfully applied to multiple-input single-output

(MISO) systems for noise reduction in adaptive beamform-

ing [13–15] and to MIMO systems for echo cancellation [1].

In this paper, an advanced multichannel acoustic echo

cancellation system is presented based on a novel multi-

channel decorrelation approach for reducing the interchannel

coeherence and on convex combination of MIMO filters for

guaranteeing optimal filtering performance.

The paper is organized as follows. The advanced multi-

channel acoustic echo cancellation system is presented in Sec-

tion 2 focusing on both the multichannel decorrelation pro-

cedure (Section 2.1) and the convex combination of MIMO

filters (Section 2.2). Then, the validation of the proposed so-

lution is discussed in Section 3 and some concluding remarks



are reported in Section 4.

2. PROPOSED ALGORITHM

An advanced multichannel acoustic echo cancellation sys-

tem is presented based on a novel multichannel decorrelation

approach exploiting the missing-fundamental theory and on

convex combination of MIMO filters for improving the per-

formance of AIRs identification. A block diagram of the

proposed framework is reported in Fig. 1. At the n-th time

instant, P far-end speech signals, denoted as up [n], with

p = 1, . . . , P , arrive at the near-end side where they are pro-

cessed by the proposed multichannel decorrelator. The decor-

related signals xp [n], with p = 1, . . . , P , are reproduced by

P loudspeakers and then acquired by Q microphones. The

acoustic coupling between microphones and loudspeakers is

characterized by P ·Q AIRs, which also contain information

about environment reverberations. The desired signals dq [n]
(q = 1, . . . , Q) acquired by the microphones represent the

echo signals, which may be possibly superimposed on any

near-end contribution, containing the near-end speech signal

with the addition of background noise. At the same time, the

decorrelated signals xp [n] are processed by the combined

MAEC (CMAEC) in order to estimate the AIRs between

microphones and loudspeakers. In the following, the main

aspects of the aforementioned issues are discussed.

2.1. Multichannel Decorrelation

A novel channel decorrelation solution for multichannel re-

production systems has been discussed in [4] based on the

combination of the missing-fundamental theory with time-

varying allpass filters. In this paper, the approach is applied to

multichannel acoustic echo cancellation systems for the first

time. Each far-end signal up [n], with p = 1, . . . , P , is di-

vided into two subbands using the low-pass filter Hlp(z) and

the high-pass filter Hhp(z), respectively. Then, an adaptive

notch filter Hp(z, n) is applied in the low-frequency range for

estimating and removing the fundamental frequency while in

the high-frequency range the signal phase is altered through a

second-order time-varying allpass filter Fp(z, n) varying with

the estimated fundamental frequency fn,p.

In the low-frequency band, the “missing-fundamental”

phenomenon is exploited [4]. While in the two-channel

scenario the adaptive notch filter was applied only on one

channel of the stereo signal, in the multichannel scenario the

fundamental frequency is estimated and removed from all the

p = 1, · · · , P input channels. The p-th second-order lattice

form notch filter is described as follows:

Hp(z, n) =
1 + 2kn,pz

−1 + z−2

1 + kn,p(1 + an,p)z−1 + an,pz−2
, (1)

This function is described by the adaptive coefficient kn,p, re-

lated to the tracked frequency fn,p, and the pole-zero contrac-

tion factor an,p controlling the bandwidth of the filter [16].

D↑HP(z,n)

FP(z,n)

fn,P

Hlp(z)

Hhp(z)

D↓ Hpre(z) Hde(z)

D↑H1(z,n)

F1(z,n)

fn,1

Hlp(z)

Hhp(z)

D↓ Hpre(z) Hde(z)

Combined

MAEC

Fig. 1. Proposed advanced multichannel system.

Besides removing the fundamental frequency, the notch filter

can change its cut-off frequency at each new sample to track

the time-varying fundamental frequency. In this way, decor-

relation is provided in the whole low-frequency band acting

as happens with time-varying all-pass filters [17]. The dis-

parity among channels is guaranteed also when the channels

are characterized by the same fundamental frequency since a

different value of the contraction factor an,p is adopted. In

particular, the vector an,p = [an,1, · · · , an,P ] is updated as

follows:

an,p =

{

s(an−1,p, 1) if
(

n− L
⌊

n
L

⌋)

= 0

an−1,p otherwise,
(2)

where s(·, 1) is a right circular shift of one sample performed

every L samples, being L the block length.

The coefficient kn,p is bounded in the range (−1, 1) to prevent

the filter from diverging using the following function:

kn,p =
2

1 + e−gn,p
− 1, (3)

where gn,p ∈ R is the parameter to be minimized in the cost

function computed as fully described in [7]. Finally, given

the estimated coefficient kn,p, the sampling frequency fs, and

D the down-sampling factor, the estimated frequency fn,p is

computed as follows

fn,p =
fs

D
·
1

2π
cos−1(−kn,p). (4)

The estimation and tracking performance of the approach, es-

pecially when the low-frequency range includes also some

harmonics, are improved using a pre-emphasis stage to em-

phasize the low-frequency band and a de-emphasis stage to



undo its effect, as follows:

Hpre(z) =
1

1− νz−1
(5)

Hde(z) = 1− νz−1, (6)

where 0 < ν < 1. Regarding the high-frequency range, P

second-order time-varying all-pass filters are applied in order

to alter the phase of the input channels without affecting the

spatial perception [17]. Thus, the p-th allpass filter is char-

acterized by a pole with multiplicity 2 related to the adaptive

coefficient kn,p of Eq. (3) and it has the following transfer

function [4]:

Fp(z, n) =
k2n,p − 2kn,pz

−1 + z−2

1− 2kn,pz−1 + k2n,pz
−2

. (7)

The restriction |kn,p| < 1 ensures the causality and stability

of the filter. Moreover, considering the group delay of Eq. (7)

and |kn,p| < 1, the maximum change in the time of arrival

of each frequency results limited to within about 40µs, thus

satisfying also the restriction derived from the known “just

noticeable inter-aural delay” [18]. This delay represents the

minimum change in the inter-aural time delay between the

two ears that causes a noticeable change in the perception of

the direction of sound. The introduced delay must vary be-

tween 30µs and 200µs [18].

2.2. Multichannel Acoustic Echo Cancellation

The decorrelated input signals xp [n] are collected in an in-

put data matrix Xn ∈ R
K×MP , where M is the length of

the adaptive filters and K denotes the number of previous en-

tries to keep in memory, i.e., the projection order. The input

matrix is processed by the CMAEC, which is composed of

2 MIMO filters, each one represented by a coefficient ma-

trix W
(j)
n ∈ R

MP×Q, with j = 1, 2, which contains all

the individual filters wn,pq ∈ R
M×1. The output of each

MIMO filter Y
(j)
n ∈ R

K×Q = X
(j)
n W

(j)
n−1 can be seen as

a concatenation of Q individual output vectors, i.e., Y
(j)
n =

[

y
(j)
n,1 y

(j)
n,2 . . . y

(j)
n,Q

]T

, for j = 1, 2. For each MIMO

filter, the error matrix is achieved as:

E(j)
n = Dn −Y(j)

n , (8)

where Dn ∈ R
K×Q is the matrix containing the Q de-

sired signals. Also the error matrices can be seen as a

concatenation of Q individual error vectors, i.e., E
(j)
n =

[

e
(j)
n,1 e

(j)
n,2 . . . e

(j)
n,Q

]T

. The MIMO filters are individ-

ually updated according to the multichannel affine projection

algorithm [11]:

W(j)
n = W

(j)
n−1 + µjX

T
n

(

δj +XnX
T
n

)−1
E(j)

n , (9)

where µj and δj are respectively the step-size parameter and

the regularization factor, which are the same for all the filters

of the j-th MIMO system.

The outputs of the two MIMO filters are adaptively com-

bined according to a system-by-system combination scheme

[13]. In particular, the q-th output channel of the CMAEC is

achieved by combining convexly the q-th individual output of

the two MIMO filters related to the current projection, i.e.:

yq [n] = λq [n] y
(1)
q [n] + (1− λq [n]) y

(2)
q [n] , (10)

where λq [n] is the q-th mixing parameter, which is con-

strained to remain in the range [0, 1] [12]. The overall error

signal related to the q-th output channel can be easily achieved

as:

eq [n] = d [n]− yq [n] . (11)

The mixing parameters in (10) are usually updated by using

an auxiliary parameter, bq [n], related to λq [n] by the expres-

sion:

λq [n] = β

(

1

1 + e−bq [n]
− α

)

, (12)

where

α =
1

(1 + e4)
, β =

1

1− 2α
. (13)

The update rule of the auxiliary parameter can be defined ac-

cording to [13]:

bq [n+ 1] = bq [n] +
µc

βrq [n]
eq [n]

(

y(1)q [n]− y(2)q [n]
)

· (λq [n] + αβ) (β − αβ − λq [n]) , (14)

where µc is the step size of the combination, rq [n] =

γrq [n− 1] + (1− γ)
(

y
(1)
q [n]− y

(2)
q [n]

)2

is the estimated

power of
(

y
(1)
q [n]− y

(2)
q [n]

)

, and γ is a smoothing factor.

By using the adaptation rule of (14), the combination scheme

is able to adaptively recognize and select the best perform-

ing filters, thus improving the overall performance of the

CMAEC.

3. ALGORITHM VALIDATION

In this section, the effectiveness of the proposed approach in

improving the performance achievable in estimating an un-

known multichannel system is presented showing how the in-

terchannel coherence affects the correct estimation of the ac-

tual AIRs at the near-end. Tests have been carried out consid-

ering the online system identification without any decorrela-

tion algorithm as the reference scenario. A comparison with a

well-known approach in the literature, i.e., the half-wave rec-

tifier nonlinearity with nonlinear parameter γ = 0.5 [6], has

been performed to underline the obtained improvement.

A speech signal (SQAM disk [19]) sampled at 16 kHz and

AIRs of length M = 512 samples, which is also the length
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Fig. 2. MSC obtained considering a speech signal (1) without decorrelation, (2) with the half-wave rectifier techinque [6], and

(3) with the proposed approach. (a) Channel 1 vs channel 2. (b) Channel 1 vs channel 3. (c) Channel 2 vs channel 3.
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Fig. 3. Misalignment obtained (1) without decorrelation, (2) with the half-wave rectifier techinque [6], and (3) with the proposed

approach. (a) Microphone 1. (b) Microphone 2. (c) Microphone 3.

of the adaptive filters, simulated using the image method as

shown in [4], have been considered. The scenario involves

an unknown multichannel system with P = 3 loudspeakers

and Q = 3 microphones. The room has fixed dimensions of

3m×2m×2.5m with a reverberation time of about 0.1 s.

The proposed decorrelation method has been imple-

mented using D = 32 to increase spectral resolution and

ν = 0.5. The vector a = [0.95, 0.75, 0.55] includes uni-

formly distributed values in the range from 0.55 to 0.95
frame-by-frame shifted every 0.1 s to provide a time-varying

bandwidth and depth of the notch filter and thus to obtain the

disparity among channels. All these parameters have been

fixed to minimize the average misalignment but optimizing

the trade-off between channel decorrelation and audio quality

preservation. The proposed combined MIMO filter, which is

composed of two MIMO filters, one using a small step size

µ1 = 0.1 and the other one using a larger value µ2 = 1,

has been adopted to identify the P · Q = 9 unknown AIRs.

Each MIMO filter is individually updated according to the

multichannel APA with the same projection order K = 4 and

regularization factor δ = 0.001.

The influence of the correlation among the loudspeaker

signals on the convergence performance is underlined show-

ing the interchannel coherence in terms of magnitude-squared

coherence (MSC) described by the following equation as a

function of the discrete frequency k:

MSC(k) =

∣

∣Pxjxh
(k)

∣

∣

2

Pxjxj
(k)Pxhxh

(k)
, (15)

where Pxjxj
and Pxjxh

are the auto power spectra and cross

power spectra between channels j and h (j 6= h), respectively.

Then, results are presented in terms of the misalignment εq[n]
at microphone q computed for each time instant n between

the vectors hpq and wn,pq of the actual and estimated AIRs

(being p the loudspeaker index) as follows [5]:

εq[n] =

∑P

p=1 ‖hpq −wn,pq‖
2

∑P

p=1 ‖hpq‖
2

. (16)

Fig. 2 shows the performance of the decorrelation methods

under comparison in terms of MSC proving that a higher in-

terchannel coherence reduction is provided by the proposed

approach. As expected, the correlation among channels af-

fects the performance of the system identification as reported

in Fig. 3. The obtained misalignment shows that the better

convergence performance is provided by the proposed ap-

proach corresponding to lower values of the MSC (Fig. 2).

Finally, informal listening tests were carried out to obtain pre-

liminary results. Involved subjects were asked to judge the



global perceived sound quality reporting positive comments

on the proposed approach, thus confirming its validity.

4. CONCLUSIONS

An advanced multichannel acoustic echo cancellation system

has been presented based on a novel multichannel decorrela-

tion approach and convex combination of MIMO filters. The

missing-fundamental theory has been combined with time-

varying allpass filters to reduce the interchannel coeherence

among the loudspeakers signals still preserving audio qual-

ity. Then, convex combination of MIMO filters with different

adaptation settings has been exploited to improve the estima-

tion performance by automatically switching between the best

performing filter. Experimental results proved the effective-

ness of the presented framework providing a suitable solution

for multichannel echo cancellation.
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