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ABSTRACT tion formats in combination with digital signal processing

In this invited paper, we present powerful statistical sign based coherent detection [1]. Therefore, advanced toels ar
processing methods, used by machine learning communitecessary in order to perform impairment mitigation, and
and link them to current problems in optical communication€&nable optical communication system to operate close to
In particular, we will ook into iterative maximum likelitesi ~ the channel capacity. Linear signal processing algorithms
parameter estimation based on expectation maximization alrom wireless communication can be effectively used to com-
gorithm and its application in coherent optical communicafensate for linear fibre channel impairments and have been
tion systems for linear and nonlinear impairment mitigatio demonstrated very successfully for higher order QAM sig-
Furthermore, the estimated parameters are used to build théling. However, one of the major challenges in optical
probabilistic model of the system for the synthetic imparnn communication is nonlinearity mitigation and charact@friz
generation. tion. For high capacity long-haul systems employing higher
It is shown numerically and experimentally that iterative Order QAM nonlinear optical fibre impairments can severely
parameter estimation based on expectation maximization aimit the transmission distance as well as the achievable to
gorithm is a powerful tool in combating system impairmentstal capacity [2]. Mitigation of optical fibre nonlinearity i
such as non-linear phase noise, inphase and quadratuje (|/tberefore essential.
modulator imperfections and laser linewidth. We show ex- |t has been shown that nonlinear fibre impairments can

perimentally that for a dispersion managed polarizatiofr mu pe compensated by various techniques: digital backpropa-

tiplexed 16-quadrature amplitude modulation (QAM) systemyation, maximum-likelihood sequence estimation, nomline

at 14 Gbaud a gain in the nonlinear system tolerance of up tgoarization crosstalk cancelation, nonlinear pre- anst-po

3 dB can be obtained. For, a dispersion unmanaged systegmpensation, RF-pilot, etc, and references therein @h&S

this gain reduces to 0.5 dB. of the above mentioned methods suffer from complexity and,
Moreover, we show that joint estimation of carrier fre- aqditionally, the achievable gain in the nonlinear tolesis

quency, phase, signal means and noise covariance, carn-be Rg&pendent on particular transmission scenarios. Therefor

formed iteratively by employing expectation maximization psp algorithms for nonlinearity compensation are stillmpe
Using experimental data we show that joint carrier synchrofoyr research.

nization and detection offers an improvement of 0.5 dB in

terms of input power compared to hard decision digital phase. In th|_s Paper, wgslemonstrate that_ by gmplo;(;mgsxpecta—
locked loop (PLL) based carrier synchronization and demogion maximization (_ _) parameter estimation and subsegjuen
ulation. maximum a posteriori (MAP) detection an increase in non-

_ o _ linear system tolerance can be obtained for coherent dptica
Index Terms— optical communication, machine learn- communication systems. The experimental test-bed censist

ing, expectation maximization, nonlinear impairments of polarization multiplexed 16-QAM system operating at 112
Gb/s with transmission distances of up to 800 km. The advan-
1. INTRODUCTION tage of the EM algorithm is that it learns the channel from the

detected signal. The EM can therefore accommodate for intra
Optical communication systems are becoming increasingl{SPM, SPM induced nonlinear phase noise) and -inter (XPM,
complex, especially with introduction of advanced modula-XPM induced nonlinear phase noise, etc) channel nonlinear
*Research leading to these results has received fundingtfrerbanish Impairments Fhat have an u_nprmt on t.he signal ConSteHath
Council for Independent Research, project CORESON andivilFounda- ~ YVe S_hOW an improvement in the non“near '[_Olerance for d'?'
tion Young Investigator program. persion managed, unmanaged and mixed line rate scenarios.




of 8-bits and analog bandwidth of 17 GHz. The sampled sig-

il “" "i nal is then send to DSP modules for the offline processing
O 05| g e s a described in section 2.1.
SEL R R
8 “ ‘ ‘
G o5 “ *‘ 2.1. Digital signal processing algorithms
= i, 55 " The DSP modules consists of an 1/Q imbalance compensa-

-1 -05 0 05 1 . . . .. .
Inphase tion, interpolation (clock recovery) module, joint poleation
(a) demultiplexing and carrier recovery stage. We apply expec-

tation maximization algorithm for nonlinearity comperisat
I TSN

after joint polarization demultiplexing and carrier reeoy.
Within the expectation maximization algorithm, symbol de-

% | ’ﬂ “ % 03 modulation is embedded.
g of f g q- The I/Q imbalance compensation algorithm employs
o-05) 4 x 2 » ... o 05 Gram-Schmidt orthogonalization. The implemented clock

recovery module is a feedback structure and it consists of an
interpolator, timing error detector, loop filter and a numbe

-1} 1‘** 1

0 1
Inphase Inphase controlled oscillator (NCO). The timing error detector,ian

(b) (c) is the most crucial component, is a modified Gardner algo-
rithm. For the loop filter, an averaging filter is used. After,

for a 16-QAM signal. (a) Constellation of a signal dominatedthe clock recovery module a decimator is used in order to

Fig. 2. Impact of different impairments on signal constellation

by additive noise. (b) Constellation of a signal dominatgd b d0Wnsample the signal to one sample per symbol. The algo-
ithm used for signal decimation is based on the maximum

phase noise. (c) Constellation of a signal dominated by nor ey , i :
linear phase noise. search method. The polarization demultiplexing stageiis pe

formed jointly with carrier frequency and phase estimation
module. The polarization demultiplexing unit consists of a
Additionally, we show an improvement of performing EM butterfly structure, and the carrier phase and frequenéy est
based joint synchronization and data detection compared fdation unit is a decision-directed digital phase-lockesplo

a traditional approach employing a digital phase lockegloo The decisions from the digital phase-locked loop are then
used as the error signal for the polarization demultiplgxin

We found that the significant gain in the performance of the
2. EXPERIMENTAL SET UP phase-locked loop can be obtained by properly designing the

digital loop filter. We found that for the considered case-pro
The set-up used for the experimental investigations is showportional integrator filter was the best choice. We empleasiz
in Fig. 1. For the experiment, the baud rate is kept at 14 Gbadithat the polarization demutliplexing and digital phasekied
resulting in the total bit rate of 112 Gb/s. The transmitterloop are first trained in then blind mode using constant mod-
and LO laser are both tunable external cavity lasers with &lus algorithm and the switched to a decision directed mode
linewidth of ~100 kHz. The wavelength of the transmitter as also reported in [1].
and LO laser is set to 1550 nm. Pulse-pattern generator out- The EM algorithm is then applied after the polarization
puts four copies(z1, z2, x5, 24), Of @ true PRBS of length demultiplexing and carrier frequency/phase recoveryestag
215 — 1. The PRBS sequences are first decorrelated by 27énd used to learn the channel properties from the demodulate
bits, amplified and combined into a 4-PAM electrical signal.data without any prior knowledge. The main idea behind the
The two PRBS sequences andzs are independent, while EM algorithm is that the signal in x/y-polarization can b@€o
xo and x4 are inverted versions af; and x3, respectively. sidered as a Gaussian mixture consisting of a number of com-
The peak-to-peak amplitude of the 4-PAM signal used to drivgponents where each of the components can be described by a
an optical 1/Q modulator is approximately 3 V. The delay in2-D Gaussian distribution [4]. For the particular case of 16
the polarization multiplexing stage is 10 symbols. For theQAM, we have 16 components due to 16 constellation points
experimental investigations we first consider dispersiamim in 2D. The EM then evaluates in the maximum likelihood
aged link and then we move to dispersion unmanaged inlsense the most likely parameters that generated the Gaussia
The dispersion managed link consists of 80 km of SSMF andhixture model in terms of means, variances and mixture com-
17 km of DCF with inline EDFA amplification. For the dis- ponents. This information is then used to compensate for sys
persion unmanaged link, the DCF is just bypassed. At théem nonlinear impairments by finding optimum (quadratic)
receiver, the 14 Gbaud PDM 16-QAM signal is then sampledlecision boundaries for signal detection. In general, thle E
at 50 Gs/s using a sampling scope with a nominal resolutioalgorithm can be used to combat any nonlinear impairments
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Fig. 1. Experimental setup for generation and detection of prdéion multiplexed signals employing 16-QAM. PD: photodi-
ode, PBS: polarization beam splitter, A/D: analog-to-@ilgtonverter, LO: local oscillator, EDFA: erbium doped &tamplifier

that are imprinted in a constellation. After the EM stagegpier
counting is performed or 100000 received symbols.
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In this section, it will be illustrated how different impaients —&—kmeans
. . . . —A—EM
impact the signal constellation and which strategy shoeld j I S ] S e PR SR W
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employed for the optimum (MAP) symbol detection. An ex ipfase Input power [dBr]
ample of the demodulated 16-QAM signal dominated by ad- (@) )

ditive white Gaussian noise is shown in Fig. 2(a). It is ob-
served in Fig. 2(a) that all the clusters look similar. Fdsth Fig. 3. (a) Constellation diagram of the demodulated signal af-
particular case, the MAP symbol detection reduces to a sinter 800 km of transmission through dispersion managed link.
ple Euclidean distance metric. (b) BER as a function of span input power for dispersion man-

An example of the demodulated signal strongly impairec?9€d link after 800 km of transmission.
by laser phase noise is shown in Fig. 2(b). It is observed in
Fig. 2(b) that the clusters are not similar. Indeed, the-clus
ters belonging to the outer ring are elliptical. Here, we wil
distinguish between two cases: (1) the covariance matrix is
still diagonal andsf | # o3 ,; the clusters are stretched in
either vertical or horizontal direction, (2) the covariana-
trix is non-diagonal and in this case the shape and oriemtati
of the cluster is arbitrary, all depending if there is pasitor
negative correlation. Finally, let’'s look at third case whbke
demodulated signal is severally impaired by non-lineaspha
noise, see Fig. 2(c). Itis observed that in Fig. 2(c) all this<
ters experience distortion. It should also be noticed that t

entire constellation is tilted (phase offset introducedy the fiher channel impairments, intra and -inter, affect equagk

outer points have been compressed. This compression means : . .
that the mean valueg; have been altered compared to thea}Hrough the determinant of the covariance malitjx

reference constellation. By reference constellatios,itéant ] . .
the constellation which is free of any impairment. 3.1. Dispersion managed link

For the particular case of signal dominated by phase noisa this section, it is demonstrated how EM can be effectively
and nonlinear phase noise, the optimum MAP symbol deteaised to extract information from a severely distorted cglnst
tion is obtained by fully evaluating Bayes’ theorem: lation and use this information to mitigate the impairments

p(k[x) = A?;kN(XWk, k) . 1)
21— MmN, Eie)

where we have assumed that the signal can be described as a
mixture of Gaussian and/(-) represents multivariate Gaus-
sian distribution. x is a received complex symbaij, is a
covariance matrix anay is a mixing coefficient . k is an

index running from 1 ta\/ and M is the number of constel-
lation points. Three parameters are needed to determine the
distribution: ux, X andr,. For finding the parameters of the
distributiony;, andXy, the EM algorithm is used [4]. Optical
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) ) ) _ Fig. 5. Comparison of the system performance: full simula-
Fig. 4. (a) Constellation diagram of the demodulated signajjo, (“true”) versus transmitter based impairment emolati

after 800 km of transmission through dispersion U”ma”age‘%ynthetic”. () BER as a function of OSNR/0.1nm (b) BER

link. (b) BER as a function of span input power for dispersiongs 5 function of input power for the dispersion unmanaged
unmanaged link after 800 km of transmission. link.

In Fig. 3(a), we plot the demodulated signal constellatmn f exceeding 0 dBm , there is no improvement in the nonlinear
the input power off;,, = 0 dBm and the corresponding op- system tolerance when k-means or EM is used. However, for
timal decision boundaries after 800 km of transmission. Ithe input power less then 0 dBm shown in Fig. 4(b), there is
is observed that the demodulated signal constellation showa an improvement 0£0.5 dB. The improvement in the BER

in Fig. 3(a) is distorted and therefore the optimal decisiormay be attributed to the imbalance associated with the 1/Q
boundaries are nonlinear. In Fig. 3(b), we plot -log(BER) agnodulator as it would results in the distorted constellatio

a function of span input power after 800 km of transmission

through dispersion managed link. It is observed that there i

an improvementin the nonlinear system tolerance by employ-

ing the EM algorithm. We observe up to 3 dB of Improvement, g section, we will explain the concept behind syntheti

in nonlinear tolerance compared to the case when no Corm:’ef?r"npairment emulation. The main idea is that we would like to
sation is used. The reason why we get more improvementf%r

. . ynthesize optical fibre channel impairments at the trarnsmi
Fhe experlme_ntall data may be gttrlbutgd to th_e faCF thgtlshe E ter. We envision that this would be very useful from a system
s also effectwe_m compensating res@ual distortion wetl .. modeling point of view, because, it would avoid running full
on _the signal. Itis observed from the f|g_ure that only very lit Monte Carlo simulations. Additionally, it can be used to-pre
tl_e |mprovem(_en_t can be obtained by using the k-means alg(?j'ict system performance. From section 3, we have seen that
rithm, i.e. decisions based on Euclidean distances. Inrgéne

i b 4 that if the clust rcular] i mixture of Gaussians (MoG) can be used to describe the sig-
It can be sal atirthe clusters are circularly SYmmess, . \vhich has nonlinear impairments. Therefore, we would

IS the_case fo.r Iong-hfaul d'SpeTS.'O” uncompgnsa.ted lirek, thlike to emulate signals with linear and nonlinear impairtsen
benefits of using nonl!near decision boundaries dlsapmarfby drawing samples from MoG. This corresponds to perform-
the cu_rrent configuration of the EM where the memory is noEng back-to-back simulation, where the impairments are gen
taken into account. erated at the transmitter. In Fig. 5(a), -log(BER) is pldtte
as a function of OSNR. For the curve denoted by "true”, we
3.2. Dispersion unmanaged link have run_full Monte Carlo simulations incIuding the additio
of the noise. For a curve denoted "synthetic”, we have sam-
For our next investigations, the DCF is removed and we conpled from MoG at the transmitter. It can be observed that
sider 800 km of dispersion unmanaged signal transmissioithere is a very good agreement between the "true” and "syn-
In Fig. 4(a), the constellation diagram of the recoveredalig thetic” curves describing -log(BER). We would like to note
is plotted together with the optimal decision boundarigs fothat -log(BER) is estimated from the Q-factor.
the input power of 0 dBm. It is observed in Fig. 4(a), thatthe  Next, we want to compare if MoG is a good model for
cluster are not distorted in the same way as for the dispersidhe signal when we operate in the nonlinear regime. In
managed link. Indeed, the clusters seem to be more cirgularFig. 5(b), -log(BER) is plotted as a function of input power
symmetric and the optimal decision boundaries are vengeclosto the transmission link. In Fig. 5(b), we have additionally
to linear. There is however, some slight distortion in thepgh  plotted a curve denoted "true-counted”, which correspaads
of the clusters. In Fig. 4(b), -log(BER) is plotted as a func-the counted -log(BER) for the full simulation. Once again,
tion of span input power. It is observed that for input powerit is observed in Fig. 5(b), that there is a good agreement

4. SYNTHETIC IMPAIRMENT GENERATION



between the transmitter based impairment emulation com-
pared to when the full simulation is performed. It should be
noted that both for "true” and "synthetic” there is a constan
deviation from "true-counted” curve in the nonlinear regim

This is mainly because there is a penalty when deriving BEng_

from the Q-factor in the nonlinear region, due to remainingg
correlation. This is because we are only able to equalize
lienal impairment, however, the impact of the nonlinear im-
pairments will still be present in the data.

5. CARRIER RECOVERY

o DiglaPLL o DgaRL
—=— Joint sync. and detection —=— Joint sync. and detection
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The principle behind the EM algorithm for iterative paraaret Fig. 6. (a) BER as function of normalized nonlinear phase sift.

estimation can be expanded to perform joint carrier synchra(b)
nization and data detection [5]. This type of joint paramete
estimation is especially useful when the signal experience
large distortions. In Fig. 6(a), -log(BER) is plotted as adu
tion of the normalized mean nonlinear phase shift.
to investigate the impact of the normalized phase shiftuinp
power to the fibre is varied. We compare joint carrier synehro
nization and signal detection with the PLL based synchro
nization and demodulation. Fig. 6(a), shows that -log(BER
is affected by the nonlinear phase shift, when digital PLL is
employed. This is especially valid when the mean normal-
ized phase shift exceeds 0.08. For the joint synchronizatio
and signal detection -log(BER) is very little impacted bg th [1]
nonlinear phase shift. Next, we investigate the system per-
formance, in terms of -log(BER), as a function of input sig-
nal power to the transmission span for the transmission dig2]
tance of 278 km. The results are shown in Fig. 6(b). Itis
observed that an improvement of approximately 0.5 dB is
obtained when employing joint carrier synchronization and
symbol estimation, compared to when digital PLL based ap 3
proach is used. This is observed in both linear and nonlinear
regime of operation. It should also be noted that for inpgH si

nal powers above 4 dBm, an improvement of approximately 1
dB is observed. This is because under strong signal degrada-
tions, as in the case of high input signal power, the PLL does
not give accurate estimates of carrier frequency and phase.
One of the advantages of the proposed scheme, which remains
to be shown in future work, is that it is very well suited to be
integrated with soft decision forward error correction.

6. CONCLUSION [5]
We have shown that the expectation maximization algorithm
is a powerful tool for combating and modeling system im-
pairments, (fibre nonlinearities, 1/Q imperfections ansela
linewidth), which significantly distort the signal conségion.

Joint carrier frequency and phase, means and noise variance
estimation is demonstrated for coherent optical communica
tion system employing dual polarization 16-QAM. A rele-
vant issue when applying EM based nonlinearity compensa-
tion and carrier recovery is the computational complexity o

BER as a function of input power.

the scheme. In general, the computational complexity of the
in ordeFM schemes scales linearly with the length of the observa-
tion interval, N, constellation order)/, and the number of
iterations,P, e.9.O(PMN) [5]. As the final remark, more
research is needed in order to determine the impact of inter-
fhannel effects of the performance of the EM algorithm.
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