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Third in the series, the 2007 Biennial on DSP for In-Vehicle and Mobile Systems, a unique workshop focused on fusing the signals obtained, the behavior of the driver, the vehicle, and the environment. The International Alliance for Advanced Studies on In-Car Human Behavioral Signals is taking place on Sunday-Tuesday, June 17-19, 2007 at the historic Sait Halim Pasa Mansion on the European shores of Istanbul, Turkey immediately after the 2007 IEEE Intelligent Vehicles Symposium (IV'07), which was scheduled for June 13-15, 2007 at the Istanbul-Hilton Hotel and Convention Centre. 

This biennial, third in series, is organized to bring together scholars working on the latest techniques, standards, and emerging deployment on this central field of living at the age of wireless communications, smart vehicles, and human-machine-assisted safer and comfortable driving.
This biennial has been organized in partnership with two broad initiatives: (i) Driving Behavior Signal Processing based on Large Scale Real World Database sponsored by NEDO International Joint Research Program (Japan) and (ii) Signal Processing and Advanced Information Technologies for Improving Driver/Driving Prudence and Accident Reduction, a consortium formed and sponsored by academia and three Turkish automotive manufacturers and the State Planning Organization of Turkey.
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Chairs’ Message

On behalf of the International Alliance for Advanced Studies on In-Car Human Behavioral Signals it is our distinct pleasure to welcome in the “2007 Biennial on DSP in Mobile and Vehicular Systems” which is being held in the historic Sait Halim Pasa Yalisi on the Bosporus waterfront in Yenikoy, Istanbul, Turkey, under the sponsorship of the Graduate School of Information Science and Intelligent Media Integration for Social Infrastructure, 21st Century COE at Nagoya University (Japan), VPA Laboratory and SPICE Program at Sabanci University (Turkey), Koc University (Turkey), and The IEEE Turkey Section.

Four Keynote Addresses and Pleanary talks will be delivered by Mr. Jan Nahum of Hexagon of Istanbul, Turkey, Mr. Bruce A. Magladry of the Office of Highway Safety in Washington, DC, USA, Dr. Sadayuki Tsugawa of Meijo University in Nagoya, Japan and Dr. Mohan M. Trivedi of the University of California, San Diego in La Jolla, CA, USA. 

Thirty three contributions focused on data collection, driver behavior, vehicular intelligence, safety, inter-vehicle and vehicle-to-infrastructure communications, infotainment, m-transactions, a number of potential applications are to be presented in three poster sessions. 

Finally, there will be a panel discussion on the topics mentioned above.

On behalf of the Organizing Committee, we are very happy to host the workshop and each and every one of you here in this historic place.

Looking forward to seeing you in our future biennials.

Huseyin Abut and Kazuya Takeda, General Chairs

Hakan Erdogan, Engin Erzin and John H.L. Hansen, Program Co-Chairs
Organizing Committee

Huseyin Abut, Co-Chair  and Finance Chair
San Diego State University (Emeritus), San Diego, CA 92182, USA and Sabanci University, Orhanli, 34956 Istanbul, Turkey
Kazuya Takeda, Co-Chair 
Department of Information Electronics, Nagoya University, Nagoya, Japan
Hakan Erdogan, Program Co-Chair and Registration Chair
Sabanci University, Orhanli, 34956 Istanbul, Turkey
Engin Erzin, Program Co-Chair and Hospitality
School of Engineering, Koc University, Rumelifeneri yolu, 34450 Sariyer, Istanbul, Turkey
John H.L. Hansen, Program Chair
Chair, Department of Electrical Engineering, University of Texas at Dallas, Richardson, TX 75083-0688, USA
Abdul Wahab
School of Computer Engineering, NTU, Nanyang Avenue, Singapore

Juan Carlos De Martin 
Politecnico di Torino, Torino, I-10129, Italy

Aytul Ercil
School of Engineering & Natural Science, Sabanci University, Tuzla, Istanbul, Turkey
Rahmi Ficici, Registration and Logistics

School of Engineering & Natural Science, Sabanci University, Tuzla, Istanbul, Turkey
Sadaoki Furui
Department of Computer Science, Graduate School of Information Science & Engineering, Tokyo Institute of Technology, Ookayama, Meguro-ku, Tokyo, 152-8552 Japan
Ali G. Goktan (Emeritus)
Faculty of Mechanical Engineering, Automotive Engineering Division
Istanbul Technical University, 80191 Gumussuyu – Istanbul, Turkey

Eduardo Lleida Solano 
Aragon Institute for Engineering Research, University of Zaragoza, 50018 Zaragoza, Spain

Maurizio Omologo
ITC-IRST, Povo (Trento), 38050, Italy

Gerhard Rigoll
Institute for Human-Machine Communication, Munich University of Technology 
D-80333 Munich, Germany
Yucel Yemez
School of Engineering, Koc University, Rumelifeneri yolu, 34450 Sariyer, Istanbul, Turkey
Abdelhak Zoubir 
Signal Processing Group, Darmstadt University of Technology, D-64283 Darmstadt, Germany
Academic and Institutional Sponsors
Biennial has been sponsored (in-part) fiscally and/or academically by: 

1. Sabanci University in Istanbul, Turkey: www.sabanciuniv.edu 

2. VPA Laboratory and SPICE Program at Sabanci University under the grant: European Commission under Grant FP6-2004-ACC-SSA-2 

3. Intelligent Media Integration for Social Infrastructure, 21st Century COE at Nagoya University: www.imi.coe.nagoya-u.ac.jp 

4. Koc University in Istanbul, Turkey: www.ku.edu.tr 

5. IEEE Turkey Section

Plenaries

Intelligence in Vehicles: Today and Future

 Mr. Jan Nahum

CEO, Hexagon Inc., Turkey

ABSTRACT: With the increased level of intelligence in vehicle systems from driver warning and safety equipment to improved comfort in driving experience, from CAN-BUS recordings to the personalization of driver/car environment, from seamless information flow between vehicles the infrastructure to human-machine communication, from infotainment to m-business transactions, the age of the electronic co-pilot in road vehicles is upon us. On the improved safety front, these cutting-edge information-heavy systems is expected to monitor nearby traffic, detect pedestrians and other objects, lane departure, sense other vehicles movement, and alert the driver to hit the brakes to avoid a collision.  On the other hand, the need to handle daily/business chores in a seamless fashion while driving is equally important for future drivers who will be spending more time inside a car. However, the focus in this talk will be on the personalization of the driver chamber and its potential impact on industry and market.
Improved Vehicle Safety & How Technology Will Get Us There, Hopefully.

Mr. Bruce A. Magladry

Director, Office of Highway Safety 
National Transportation Safety Board, USA
ABSTRACT: Fatalities in the U.S. dropped in the 1990’s through mitigation strategies such as reduced speed limits, increased use of seatbelts, the development of airbags, crash-absorbing vehicle frames, and campaigns to reduce drunk driving.  Unfortunately, those decreases have leveled off as we have reached some practical limits in combating the physical forces involved in crashes as well as limits to education, enforcement and driver capabilities, no matter how well they are informed.  Consequently, technological engineering enhancements to both vehicles and infrastructure offer the greatest possibility of further reduction in accidents and their severity.

The current state of technology falls into three distinct areas: technology for crash avoidance, telematics to better inform the driver about the vehicle and the highway, and command and control systems.  These technologies will be discussed.  Cautions will also be given concerning systems design and integration with the wide capabilities of the end user in mind.  In the end, it is that user, the general public, and their ability and willingness to make use of these systems, that will determine how effective they will be—and how soon.  

NEW CONCEPTS OF SAFE DRIVER ASSISTANCE SYSTEMS 

Sadayuki Tsugawa

Meijo University, Department of Information Engineering 

Shiogamaguchi 1-501, Tempaku-ku, Nagoya-shi, 468-8502 Japan

ABSTRACT: This paper introduces new concepts of safe driver assistance systems for increase in the driver acceptance of the systems and for the elderly driver assistance. The driver acceptance will be increased by helpful but not-annoying assistance, which requires monitoring of the driver status as well as the traffic and roadway conditions. The assistance has some levels of assistance like information, or advice, or warning, which is determined by both the driver status and the traffic and roadway conditions. The elderly drive assistance is based on cooperation between vehicles, which assists not only perception but also decision making and action by an elderly driver from another vehicle through inter-vehicle communications. Some experiments of the systems will be also described.
Human Centric, Holistic Perception for Active Safety

Mohan M. Trivedi

Laboratory for Intelligent and Safe Automobiles [cvrr.ucsd.edu/LISA]

University of California at San Diego, La Jolla, 92039 CA USA

ABSTRACT: The goal of intelligent driver support systems is to provide proper warnings and alarms to the drivers to enhance safe driving. We will discuss multidisciplinary research activities focused on the design and evaluation of new types of Intelligent Driver Support Systems and their components. Systematic efforts to understand and characterize driver behavior and ethnography surrounding the task of driving are essential in the development of human-centric driver assistance systems. Novel instrumented vehicles are used for conducting experiments, where the rich contextual information about vehicle dynamics, surround and driver state are captured for careful, detailed ethnographic studies, as well as realistic data for developing algorithms to analyze multi sensory signals for active safety. In this presentation, we will provide a systems-oriented framework for developing multimodal sensing, inferencing algorithms and human-vehicle interfaces for safer automobiles. We will consider three main components of the system, driver, vehicle, and vehicle surround. We will discuss various issues and ideas for developing models for these main components as well as activities associated with the complex task of safe driving. The presentation will include discussion of novel sensory systems and algorithms for capturing not only the dynamic surround information of the vehicle but also the state, intent and activity patterns of drivers. We will also introduce a new type of visual display called “dynamic active display”. These displays present visual information to the driver where driving view and safety-critical visual icons are presented to the driver in a manner that minimizes deviation of her gaze direction without adding to unnecessary visual clutter. These contributions indicate the basic promise the “human-centric active safety” (HCAS) systems in enhancing the safety and comfort of automobile based travel. 

Program at a Glance
	15:00 - 15:00
	Sunday, June 17, 2005 
Arrival and Registration in the Sait Halim Pasa Yali

	15:30 - 15:40
	Chair's Address: Huseyin Abut 

	15:40 - 15:50
	Welcome Address: Dr. Cemil Arikan, Director of Research and Graduate Policy, Sabanci University, Istanbul, Turkey 

	15:50 - 16:20
	Plenary Presentation (P-1)
Intelligence in Vehicles: Today and Future

Plenary Presentation (P-1)
Mr. Jan Nahum, CEO, Hexagon Inc., Turkey

	16:20 - 17:00
	Plenary Presentation (P-2)
Improved Vehicle Safety & How Technology Will Get Us There, Hopefully.

Mr. Bruce A. Magladry Director, Office of Highway Safety 
National Transportation Safety Board, USA

	17:00 - 18:00
	UYANIK Demo: Yali Sidewalk (Outside)

	18:00 - 19:30
	Cocktail Reception

	19:30 - 21:30
	Banquet Dinner:  Selamlik

	
	MONDAY, JUNE 18, 2007
All Technical Sessions will be held in Upstairs Hall

	08:45 - 10:15
	Plenary Presentation (P-3)
New Concepts of Safe Driver Assistance Systems

Dr. Sadayuki Tsugawa, Department of Information Engineering
Meijo University, Shiogamaguchi 1-501, Tempaku-ku 
Nagoya-shi, 468-8502 Japan

	10:00 - 10:30
	Coffee/Tea Break

	Session Order
	Paper ID and Link to PDF File
	Monday Morning Technical Session (MM): 10:45-12:15 
Oral Summaries: 10:45-11:00 (1-2 minutes each)
Chair: Hakan Erdogan

	MM-1
	100
	Data Collection with "UYANIK": Too Much Pain; But Gains are Coming
	H. Abut, H. Erdogan,  A. Ercil, B. Curuklu, H.C. Koman, F. Tas, A.O. Argunsah, S. Cosar, B. Akan, H. Karabalkan, E. Cokelek, R. Ficici, V. Sezer, S. Danis, M. Karaca, M. Abbak. M.G. Uzunbas, K. Ertimen, C. Kalaycioglu, M. Imamoglu, C. Karabat, M. Peyic, B. Arslan

	MM-2
	108
	On-Going Data Collection for Driving Behavior Signal
	 C. Miyajima, T. Kusakawa, T. Nishino, K. Itou, and K. Takeda 

	MM-3
	114
	UTDrive: The Smart Vehicle Project
	 P. Angkititrakul and J. H.L. Hansen 

	MM-4
	115
	Analysis and Classification of Driver Behavior using In-Vehicle CAN-Bus Information
	S. Choi, J. Kim, D. Kwak, P. Angkititrakul and J. H.L. Hansen

	MM-5
	116
	Detecting and Classifying Driver Distraction
	 A. Sathyaranayana, P. Angkititrakul and J.H.L. Hansen  

	MM-6
	202
	On the Search of Making the Most of every DSP Operation in an In-Vehicle Active Noise Control System
	 P. Ramos, R. Martín, A. López, A. Salinas and E. Masgrau 

	MM-7
	102
	3-D Driver Profiling Using CMAC
	 Abdulwahab, G.W. Toh and H. Abut

	MM-8
	105
	Perceptually-Optimized Packet Scheduling for Real-Time 802.11 Video Communications Between Vehicles 
	 E. Masala and J.C. De Martin 

	MM-9
	201
	WIFI-Based Remote Control System with Video Feedback for Intelligent Vehicles
	 S. Nogueira, J.-M. Contet, Y. Ruichek and F. Gechter 

	MM-10
	109
	Wireless LAN based Vehicular Location Information Processing
	 S. Itou and N. Kawaguchi,  

	12:15 - 14:00
	Lunch Break

	14:00 - 15:00
	Plenary Presentation (P-4)
Human Centric, Holistic Perception for Active Safety

Dr. Mohan M. Trivedi, Director, Laboratory for Intelligent and Safe Automobiles [cvrr.ucsd.edu/LISA], University of California at San Diego
National La Jolla, CA 92039, USA

	15:00 - 15:30
	Coffee/Tea/Ice Cream Break

	Session Order
	Paper ID and Link to PDF File
	Monday Afternoon Technical Session (MA): 15:30-17:00
Oral Summaries: 15:30-15:40 (1-2 minutes each) 

Chair: Engin Erzin

	MA-1
	103
	Video-Based Driver Identification Using Local Appearance Face Recognition
	J. Stallkamp, H. Ekenel, H. Erdogan, R. Stiefelhagen and A. Ercil 

	MA-2
	110
	Machine Learning Systems for Detecting Driver Drowsiness
	E. Vural, M. Cetin, A. Ercil, G. Littlewort, M. S. Bartlett and J. Movellan

	MA-3
	117
	3D Head Tracking Using Normal Flow Constraints in a Vehicle Environment
	B. Akan, M. Cetin and A. Ercil 

	MA-4
	119
	Graphical Model Based Facial Feature Point Tracking in a Vehicle Environment
	S. Cosar, M. Cetin and A. Ercil

	MA-5
	208
	Extraction of Pedestrian Regions Using Histogram and Locally Estimated Feature Distributions
	K. Imaeda, Y. Hirano, S. Kajita, K. Mase, N. Shiraki and A. Watanabe

	MA-6
	101
	EEG Emotion Recognition System
	Abdulwahab, L. Ma, T. Kaixiang, C. Quek and H. Abut

	MA-7
	107
	A Comparison of Beamforming Algorithms for 3D-Ultrasound Imaging in Air
	T. Moebus and A. Zoubir 

	MA-8
	111
	Automated Road, Lane, and Car Detection for Autonomous Driving
	T. Birdal and A. Ercil 

	MA-9
	207
	Improved Delivery of Olfactory Stimulus to Keep Drivers Awake
	C. Ohsima, A. Wada, H. Ando, N. Matsuo, S. Abe and Y. Yanagida 

	MA-10
	113
	Audio-Visual Speech Recognition in Vehicular Noise using a Multi-classifier Approach
	H. Karabalkan and H. Erdogan

	MA-11
	301
	 A New Method for Evaluating Mental Work Load in n-back Tasks
	N. Shibata and G. Obinata

	 
	Monday Evening (Free)

	 
	TUESDAY, JUNE 19, 2007
All Technical Sessions will be held in Upstairs Hall

	Session Order
	Paper ID and Link to PDF File
	Tuesday Morning Technical Session (TM): 09:00-10:30
Oral Summaries: 09:00-09:15 (1-2 minutes each) 

Chair: John H.L. Hansen

	TM-1
	106
	Estimation of Acoustic Microphone Vocal Track Parameters from Throat Microphone Recordings
	
U.C. Akargun and E. Erzin

	TM-2
	104
	Cross-Probability Model Based on GMM for Feature Vector Normalization in Car Environments
	L. Buera, A. Miguel, E. Lleida, A. Ortega and Ó. Saz

	TM-3
	203
	DOA Estimation with Hybrid Modeling of Stochastic Dynamics of Target Sound Source and Deterministic Environmental Characteristics for Mobile Applications 
	M. Mizumachi

	TM-4
	204
	Sound Source Separation with Robustness to Variation of Microphone Gain Characteristics
	S. Matsui, K. Nagahama and M. Shozakai 

	TM-5
	205
	Robust Feature Combination for Speech Recognition Using Linear Microphone Array in a Car
	Y. Obuchi and N. Hataoka

	TM-6
	206
	Prediction of Driving Actions Using Driving Signals
	C. Itou, S. Yamada,K. Yamamoto and K. Araki

	TM-7
	210
	A Scalable System for Embedded Large Vocabulary Continuous Speech Recognition
	G. Linares, D. Massonié, P. Nocera and C. Levy

	TM-8
	212
	Low-Delay Subband Echo Control in an Automotive Environment
	K. Steinert, M. Schönle, C. Beaugeant and T. Fingscheidt 

	TM-9
	213
	Decoder Optimization of Large Vocabulary Connected Words Speech Recognition System on DSP
	S. Jeong, T. Kim, O. Kwon and H. Ko

	TM-10
	214
	Design of Audio-Visual Speech Interface for Aiding Driver’s Voice Commands in Automobile Environment
	K. Kim, C. Jeon, J. Park, D. K. Han and H. Ko

	TM-11
	215
	Minimum Mean-Squared Error a posteriori Estimation of High Variance Vehicular Noise
	B. Lee and M. Hasegawa-Johnson, 

	TM-12
	216
	Feature Compensation Employing Model Combination for Robust Speech Recognition in In-Vehicle Environment
	W. Kim and J.HL Hansen

	10:30 - 11:00
	Coffee/Tea Break

	11:00 - 12:15
	Panel Discussion and Closing Remarks

Moderator: Huseyin Abut


Technical Session Abstracts

Monday Morning Poster Session 1

Time: Monday, June 18, 2007; 10:45-12:15: (Oral Summaries: 10:45 – 11:00) 
Place:  Upstairs Hall and Salons
Chair: Hakan Erdogan
MM-1
Data Collection with "UYANIK": Too Much Pain; But Gains are Coming, 
Huseyin Abut1,2, Hakan Erdogan2, Aytul Ercil2, Baran Curuklu5, Hakki Can Koman3, Fatih Tas3, Ali Ozgur Argunsah2, Serhan Cosar2, Batu Akan2, Harun Karabalkan2, Emrecan Cokelek2, Rahmi Ficici2,Volkan Sezer4, Serhan Danis4, Mehmet Karaca2, Mehmet Abbak4, Mustafa Gokhan UzunbasP, Kayhan Eritmen2, Caglar Kalaycioglu2, Mumin Imamoglu2, Cagatay Karabat2, Merve Peyic2, Burak Arslan2 
1 San Diego State University (Emeritus), San Diego CA, 92182, USA. 2 Sabanci University, 34956 Istanbul, Turkey. 3 OTAM Research Center, Istanbul Technical University, Ayazaga, Istanbul, Turkey. 4 Mekar Laboratory, Istanbul Technical University, Gumussuyu, 34437  Istanbul, Turkey.      5 Department of Clinical Neuroscience, Karolinska Institutet, Stockholm, Sweden
ABSTRACT

In this paper, we present data collection activities and preliminary research findings from the real-world database collected with “UYANIK,” a passenger car instrumented with various sensors, CAN-Bus data logger, cameras, microphones, data acquisitions systems, computers, and support systems.  Within the shared frameworks of Drive-Safe Consortium (Turkey) and the NEDO (Japan) International Collaborative Research on Driving Behavior Signal Processing, close to 9 Terabytes of driver behavior, vehicular, and road data has been collected from more than 50 drivers on a 25 km route consisting of both city roads and highway in Istanbul, Turkey. Challenge of collecting data in a metropolis with around 12 million people, famous with extremely limited infrastructure yet driving behavior defying all rules and regulations bordering madness could not be “PAINLESS.” Both the experience gained and the preliminary results from still on-going studies using the database are very encouraging and give comfort.

MM-2
On-Going Data Collection for Driving Behavior Signal,
Chiyomi Miyajima*, Takashi Kusakawa*, Takanori Nishino*,  Norihide Kitaoka*, Katsunou Itou**, and Kazuya Takeda*

* Nagoya University, Furo-cho, Chikusa-ku, Nagoya 464-8603, Japan

** Hosei University, 3-7-2, Kajino-cho, Koganei, 184-8584, Tokyo, Japan

ABSTRACT
We are developing a large-scale real-world driving database of more than 200 drivers using a data collection vehicle equipped with various sensors for the synchronous recording of multimedia data including speech, video, driving behavior, and physiological signals. Driver’s speech and videos are captured with multi-channel microphones and cameras. Gas and brake pedal pressures, steering angles, vehicle velocities, and following distances are measured using pressure sensors, a potentiometer, a velocity pulse counter, and distance sensors, respectively. Physiological sensors are mounted to measure the drivers' heart rate, skin conductance, and emotion-based sweating. The multimedia data is collected under four different task conditions while driving on city roads and an expressway. Data collection is currently underway and 70 drivers have participated in the experiment to date. The data collection is conducted in international collaboration with the U.S. and Europe. This paper reports on our on-going driving data collection in Japan.
MM-3
UTDrive: The Smart Vehicle Project,
Pongtep Angkititrakul and John H.L. Hansen

Center for Robust Speech Systems (CRSS), Erik Jonsson School of Engineering and Computer Science, The University of Texas at Dallas, Texas, USA

ABSTRACT
This paper presents research activities of UTDrive: the smart vehicle project. The objectives of the UTDrive project are to collect and research rich multi-modal data recorded in actual car environments for analyzing and modeling driver behavior. The models of driver behavior under normal and distracted driving conditions can be used to create improved human-machine interactive systems and reduce vehicle accidents on the road. The UTDrive corpus consists of audio, video, brake/gas pedal pressure, head distance, GPS information (e.g., position, velocity), and CAN-Bus information (e.g., steering-wheel angle, brake position, throttle position, and vehicle speed). Here, we describe our in-vehicle data collection framework, data collection protocol, dialog and secondary task demands, data analysis, and preliminary experimental results. Finally, we discuss our proposed multi-layer data transcription procedure for in-vehicle data collection and future research directions.

MM-4
Analysis and Classification of Driver Behavior using In-Vehicle CAN-Bus Information,
SangJo Choi , JeongHee Kim, DongGu Kwak, Pongtep Angkititrakul, and John H.L. Hansen
Erik Jonsson School of Engineering and Computer Science, University of Texas at Dallas

ABSTRACT 

This paper describes recent advances in the analysis and classification of driver behavior in actual driving scenarios. We employ data obtained from the UTDrive corpus to model driving behavior and to detect if distraction due to secondary tasks is present. Hidden Markov Models (HMMs) are used to capture the sequence of driving characteristics acquired from the vehicle’s CAN-Bus (Controller Area Network) information. Driver behavior is described and modeled using data from steering wheel angle, brake status, acceleration status, and vehicle speed. We evaluate data and models in three distinct classification tasks: 1) action classification, 2) distraction detection, and 3) driver identification. The aim of action classification is to categorize long-term driving behaviors such as turning, lane changing, stopping, and constant/no change (neutral driving). The goal of driver identification task is to classify drivers from their driving behavior characteristics, and distraction detection identifies whether the driver is under distraction due to secondary tasks. Experiments were conducted using 9 drivers from the UTDrive corpus. We report accuracy on modeling driver behavior based on these studies and discuss our future work. Initial results show that event detection for driving can be accomplished at rates ranging from 30-70% depending on the number of unique conditions based on CAN-Bus signals.

MM-5
Detecting And Classifying Driver Distraction
Amardeep Sathyaranayana, Pongtep Angkititrakul, John H.L. Hansen

Center for Robust Speech Systems (CRSS), Erik Jonsson School of Engineering and Computer Science, The University of Texas at Dallas, Texas, USA

ABSTRACT 
With rapid advancements in technology, new devices such as voice interactive systems, navigation systems, hands-free mobile communications, and entertainment systems (e.g., IPOD etc.) have introduced a significant range of user control/demands within vehicles. Even though these applications assist the multi-tasking ability for the driver, they introduce a variety of distraction levels which could divert the driver’s attention from the primary driving task. In this study, we describe and model driver’s normal driving using vehicle’s CAN-Bus signals and sensory data from the UTDrive corpus. Possible distracted driving behaviors of a given driver are identified and categorized as different distraction levels (i.e., low, medium, and high). As further advancements are made for in-vehicle systems, distraction classification should act as a recommendation for evaluating risk factors and recommendations to reduce accidents caused by these distractions.

MM-6
On the Search of Making the Most of every DSP Operation in an In-Vehicle Active Noise Control System
Pedro Ramos, Raúl Martín, Ana López, Ana Salinas, and Enrique Masgrau.

Communication Technologies Group, Aragon Institute for Engineering Research (I3A).

University of Zaragoza. Spain.

ABSTRACT

In this paper, we present an active noise control (ANC) strategy aimed at speeding up the convergence rate of an in-vehicle ANC system focused on the attenuation of periodic disturbances without significantly increasing its computational complexity. The basic idea is based on the combination of the hierarchical organization of the taps of a filter and their sequential partial update (PU). The inherent reduction in convergence rate due to PU is compensated by the controlled increase of the step size in a frequency-dependent factor called gain in step size. The paper outlines the theoretical basis of the existence of this gain. Computational load of the global control strategy is compared with other adaptive algorithms. Finally, the paper presents experimental results measured in a practical in-vehicle implementation of the control system based on the DSP TMS320C6701. 

MM-7
3-D Driver Profiling Using CMAC

Abdul Wahab, G. W. Toh

Center for Computational Intelligent, Nanyang Technological University, Blk N4 #2A-36, Nanyang Avenue, Singapore 639798

and 

Huseyin Abut

ECE Department (Emeritus), San Diego State University, San Diego, CA, USA and Sabanci University, 34956 Istanbul, Turkey
ABSTRACT

The influence of a person’s nature and environment makes us unique.  Especially in driving each of us behave differently when responding to situation. These differences could be the way our subconscious mind works and respond. In addition the switching between the subconscious to conscious mind will also produce unique respond on how the brain perform each switching. Since the activation of movements are controlled by the cerebellum we propose the use of cerebellum model articulation controller (CMAC), introduced by Albus, to model each driver behavior. In this paper we only focus on using the gas pedal and brake pedal pressure of the driver to understand the translation of the driver behavior to difference environment. Experimental results from the CMAC profiling show the potential of extracting features of drivers for identification, emotion and other behavioral conditions.

MM-8
Perceptually-Optimized Packet Scheduling for Real-Time 802.11 Video Communications between Vehicles

Enrico Masala, Juan Carlos De Martin

Computer and Control Engineering Dept., Politecnico di Torino, I-10129 Torino, Italy

ABSTRACT 

The automotive industry is increasingly looking at solutions for intervehicle wireless communications for applications ranging from safety to entertainment. Warning signals are the most immediate applications, but more complex forms of communications, and video in particular, could be used by innovative applications such as multi-vehicle-based visual processing of road information, multi-vehicle radar systems for obstacle avoidance and automatic driving, and more generally swarm communications among cars traveling along the same road. In this paper we present a perceptually-optimized packet scheduling algorithm which can transmit video data captured by an on-board camera to another vehicle in proximity, using standard 802.11 wireless technology. Low-delay transmission of on-board captured H.264 video is simulated using actual intervehicle packet transmission traces. The results show that the proposed perceptually-optimized algorithm achieves a consistently higher quality compared to two reference techniques, with gains up to 2 dB PSNR.  Moreover, timely dropping of packets which cannot reach the receiver on time for playback has been shown to greatly improve the performance of the transmission system.

MM-9
WIFI-Based Remote Control System with Video Feedback for Intelligent Vehicle
Sergio Nogueira, Jean-Michel Contet, Yassine Ruichek, Franck Gechter

University of Technology of Belfort-Montbéliard, Systems and Transportation Laboratory

90010 Belfort, France

ABSTRACT 
The proposed work lies within the framework of a program concerning the concept of intelligent vehicles and their integration in the city of the future. This paper presents a real-time remote control system with video feedback using wireless technologies. The system consists in controlling an automated vehicle by a distant operator through a computer or pocket PC. This operation is possible since the operator perceive the environment of the vehicle thanks to a video feedback from the camera installed on the vehicle. The vehicle controlling concerns the checking, validation and converting the information transmitted by the operator into vehicle commands (speed, brake, steering). The images provided by the embedded camera are compressed using specific algorithms and sent to the operator in real-time conditions in order to ensure synchronous operations between the operator and the vehicle. The system is tested and evaluated using our automated vehicle platform. The experiments show that the system matches the expected results.
MM-10
Wireless LAN based Vehicular Location Information Processing 
Seigo ITO* and Nobuo KAWAGUCHI**
Graduate School of Information Science*, Graduate School of Engineering**, Nagoya University, Furo-Cho 1, Chikusa-Ku, Nagoya, 464-8601, JAPAN

ABSTRACT  
This paper focused on environmental signal like wireless signal which can observe from outside of vehicle. These signals are mostly used for localization of terminal in mobile system. Particularly, we examine wireless LAN based localization in vehicle. Additional to this, we explore the possibility of orientation estimation in vehicle using wireless LAN. Vehicles itself interrupts wireless signal and work like big obstacle. It causes difference of signal strength distribution according to installation location of wireless LAN antenna. By using these differences we estimate vehicles’ orientation. Finally, we introduce our metropolitan scale localization project named locky.jp. 
Monday Afternoon Poster Session
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MA-1
Video-Based Driver Identification Using Local Appearance Face Recognition
J. Stallkamp1, H.K. Ekenel1, H. Erdogan2, R. Stiefelhagen1, A. Ercil2
1Universität Karlsruhe (TH), 76131 Karlsruhe, Germany.  2Sabanci University, 34956 Istanbul, Turkey.
ABSTRACT
In this paper, we present a person identification system for vehicular environments. The proposed system uses face images of the driver and utilizes local appearance-based face recognition over the video sequence. To perform local appearance-based face recognition, the input face image is decomposed into non-overlapping blocks and on each local block, discrete cosine transform is applied to extract the local features. The extracted local features are then combined to construct the overall feature vector. This process is repeated for each video frame. The distributions of the feature vectors over the video sequence are modeled using a Gaussian distribution function at the training stage. During testing, the feature vector extracted from each frame is compared to each person’s distribution, and individual likelihood scores are generated. Finally, the person is identified as the one who has maximum joint-likelihood score over the whole video sequence. To assess the performance of the developed system, extensive experiments are conducted on different identification scenarios, such as closed-set identification, open-set identification and verification. For the experiments a subset of the CIAIR-HCC database, an in-vehicle data corpus that is collected at the Nagoya University, Japan is used. We show that, despite varying environment and illumination conditions, that commonly exist in vehicular environments, it is possible to identify individuals robustly from their face images.
MA-2

Machine Learning Systems for Detecting Driver Drowsiness 

Esra Vural, Mujdat Cetin, Aytul Ercil
Sabanci University, Faculty of Engineering and Natural Sciences, Orhanli, Istanbul, Turkey
Gwen Littlewort, Marian Bartlett, and Javier Movellan
University of California San Diego, Institute of Neural Computation, La Jolla, San Diego.
ABSTRACT
Advances in computing technology has provided the means for building intelligent vehicle systems. Drowsy driver detection system is one of the potential applications of intelligent vehicle systems. Previous approaches to drowsiness detection primarily make pre-assumptions about the relevant behavior, focusing on blink rate, eye closure, and yawning. Here we employ machine learning to data-mine actual human behavior during drowsiness episodes. Automatic classiﬁers for 30 facial actions from the Facial Action Coding system were developed using machine learning on a separate database of spontaneous expressions. These facial actions include blinking and yawn motions, as well as a number of other facial movements. In addition, head motion was collected through automatic eye tracking and an accelerometer. These measures were passed to learning-based classiﬁers such as Adaboost and multinomial ridge regression. The system was able to predict sleep and crash episodes during a driving computer game with 96% accuracy within subjects and above 90% accuracy across subjects. This is the highest prediction rate reported to date for detecting real drowsiness. Moreover, the analysis revealed new information about human behavior during drowsy driving.
MA-3

3D Head Tracking Using Normal Flow Constraints in a Vehicle Environment
B. Akan, M. Cetin and A. Ercil 
Sabanci University, Faculty of Engineering and Natural Sciences, Orhanli, Istanbul, Turkey
ABSTRACT  

Head tracking is a key component in applications such as human computer interaction, person monitoring, driver monitoring, video conferencing, and object-based compression. The motion of a driver’s head can tell us a lot about their mental state; e.g. whether they are drowsy, alert, aggressive, comfortable, tense, distracted, etc. This paper reviews an optical flow based method to track the head pose , both orientation and position, of a person and presents results from real world data recorded in a car environment. 

MA-4
Graphical Model Based Facial Feature Point Tracking in a Vehicle Environment

S. Cosar, M. Cetin and A. Ercil

Sabanci University, Faculty of Engineering and Natural Sciences, Orhanli, Istanbul, Turkey
ABSTRACT  

Facial feature point tracking is a research area that can be used in human-computer interaction (HCI), facial expression analysis, fatigue detection, etc. In this paper, a statistical method for facial feature point tracking is proposed. Feature point tracking is a challenging topic in case of uncertain data because of noise and/or occlusions. 

With this motivation, a graphical model that incorporates not only temporal information about feature point movements, but also information about the spatial relationships between such points is built. Based on this model, an algorithm that achieves feature point tracking through a video observation sequence is implemented. The proposed method is applied on 2D gray scale real video sequences taken in a vehicle environment and the superiority of this approach over existing techniques is demonstrated.
MA-5
Extraction of Pedestrian Regions Using Histogram and Locally Estimated Feature Distribution
Koji Imaeda, Yasushi Hirano, Shoji Kajita, Kenji Mase

Graduate School of Information Science, Nagoya University, Chikusa-ku, Nagoya 464-8601, Japan

Nobuyuki Shiraki, Akihiro Watanabe

Vehicle Safety Research Center, Toyota Central R&D Labs, Nagakute, Aichi 480-1192, Japan.
ABSTRACT  
This paper proposes a novel method for extracting a precise object area from a given rough initial region, where the approach is to extend a conventional kernel density estimator. The proposed method can correctly extract the object area by introducing a brightness histogram as a probability density function with an object distribution map as a priori probability for preprocessing the kernel density estimator. We confirm that the accuracy and computation speed are improved in comparison to those of the original method, even if the background texture is complex and the initial region is not accurate. We also extend the object distribution map to reflect the shape of target objects such as pedestrians. 

MA-6
EEG Emotions Recognition System
Ma Li, Quek Chai, Teo Kaixiang, Abdul Wahab

School of Computer Engineering, Nanyang Technological University, Nanyang Avenue, Singapore 639798, 

and 

Huseyin Abut

ECE Department (Emeritus), San Diego State University San Diego, CA 92182,USA 

and Sabanci University, Istanbul, Turkey 

ABSTRACT  

This paper proposes an emotion recognition system based on time domain analysis of the bio-signals for emotion features extraction. Subjects are first prime prior to collecting the EEG signals. Three different types of emotions, (happy, relax and sad) are classified and results are compared using five different algorithm based on the RVM, MLP, DT, SVM, Bayes. Experimental results show the potential of using the time domain analysis for real-time application.

MA-7
A Comparison of Beamforming Algorithms for 3D Ultrasound Imaging In Air
Marco Moebus and Abdelhak Zoubir

Signal Processing Group, Institute of Telecommunications, Technische Universität Darmstadt

Merckstr. 25, 64283 Darmstadt, Germany.
ABSTRACT  

In acoustic imaging systems, it is crucial to distinguish artifacts from real objects in images obtained from a scene of interest in order to segment and classify obstacles, say for a reverse parking car. In this application, subspace methods are not applicable because of the spatial spread of the objects. This paper analyzes the performance of several beamforming algorithms. We assess the behavior of the algorithms based on real data measurements and measure the performance using a similarity index and power distribution.
MA-8
Real-Time Automated Road, Lane and Car Detection for Autonomous Driving

Tolga Birdal, Aytul Ercil

Sabanci University, Faculty of Engineering and Natural Sciences, Orhanli, Tuzla, 34956 Istanbul, Turkey.
ABSTRACT
In this paper, we discuss a vision based system for autonomous guidance of vehicles. An autonomous intelligent vehicle has to perform a number of functionalities. Segmentation of the road, determining the boundaries to drive in and recognizing the vehicles and obstacles around are the main tasks for vision guided vehicle navigation. In this article we propose a set of algorithms which lead to the solution of road and vehicle segmentation using data from a color camera. The algorithms described here combine gray value difference and texture analysis techniques to segment the road from the image, several geometric transformations and contour processing algorithms are used to segment lanes, and moving cars are extracted with the help of background modeling and estimation. The techniques developed have been tested in real road images and the results are presented.

MA-9
Improved Delivery of Olfactory Stimulus to Keep Drivers Awake
Chika Oshima1,2, Atsushi Wada1,2, Hiroshi Ando1,2, Noriyoshi Matsuo3, Shinji Abe4, 

Yasuyuki Yanagida5,6
1ATR Cognitive Information Science Labs., 2National Institute of Information and Communication Technology, 3Subaru Technical Research Center, Fuji Heavy Industry LTD.

4ATR Media Information Science Labs.  5Faculty of Science and Engineering, Meijo University, 6ATR Intelligent Robotics and Communication Labs, Japan.
ABSTRACT
In our research, we aim to construct an olfactory delivery system for cars that can be used to keep a driver who is at risk of falling asleep awake. This system releases aromas at a specific time and at a specific place. Furthermore, as this system delivers pleasant aromas, it improves passengers’ levels of comfort. Some researches have examined the effect of aromas on levels of alertness. We further assume that the way used to deliver the aroma is also very important because of the rapid adaptation of the human olfactory perception system. We examine whether temporary and spatially located delivery of aromas can wake up sleepy subjects better than when aromas are delivered at a constant rate.
MA-10
Audio-Visual Speech Recognition in Vehicular Noise using a Multi-classifier Approach
H. Karabalkan and H. Erdogan

Sabanci University, Faculty of Engineering and Natural Sciences, Orhanli, Tuzla, 34956 Istanbul, Turkey.
ABSTRACT
Speech recognition accuracy can be increased and noise robustness can be improved by taking advantage of the visual speech information acquired from the lip region. To combine audio and visual information sources, efficient information fusion techniques are required. In this paper, we propose a novel SVM-HMM tandem hybrid feature extraction and combination method for an audio-visual speech recognition system. From each stream, multiple one-versus-rest support vector machine (SVM) binary classifiers are trained where each word is considered as a class in a limited vocabulary speech recognition scenario. The outputs of the binary classifers are treated as a vector of features to be combined with the vector from the other stream and new combining binary classifiers are built. The outputs of the classifiers are used as observed features in hidden Markov models (HMM) representing words. The whole process can be considered as a nonlinear feature dimension reduction system which extracts highly discriminatory features from limited amounts of training data. To simulate the performance of the system in a real-world environment, we add vehicular noise at different SNRs to speech data and perform extensive experiments. The results show that the proposed method is superior to conventional feature fusion methods.
MA-11
A New Method for Evaluating Mental Work Load in n-back Tasks
Naoki Shibata1 and Goro Obinata1,2 

1Graduate School of Engineering, 2EcoTopia Science Institute, Nagoya University, Furo-cho Chikusa-ku, Nagoya 464-8603, JAPAN

ABSTRACT  

It is important to evaluate mental work load since the evaluation will be useful for managing operator's work load or for preventing from overloaded tasks.  However, there does not exist any quantitative method for evaluating mental work load.  This motivates the study of proposing a new method to evaluate the influence of mental work load caused by information processing demand.  Our method focuses on involuntary eye movement of human, which is vestibulo-ocular reflex (VOR).  The eye movement occurs reflexively for gaze stabilization while paying attention to the target. We have investigated the influence of mental work load on VOR using a new model-based method.  The first step of the method is to identify the eye movement model for a particular subject from measured data without any secondary task.  This model represents the subject's dynamics of VOR.  After that the eye movement is measured when the subject get distracted by paying attention to secondary tasks, and it is compared with the identified model output.  This method makes it possible to assay the influence of mental work load on VOR. This study has investigated the influence of mental work load on human eye movement by giving n-back tasks as the secondary task.  By varying the amount of information processing demand of n-back tasks, we compare the variations of the dynamics of VOR from the identified model which represents human VOR dynamics in ideal situation.  Consequently, we give a proof of quantitatively evaluating mental work load using our proposed model based method

Tuesday Morning Poster Session
Time: Tuesday, June 19, 2007; 09:30-10:30: (Oral Summaries: 09:00 – 09:45) 
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Chair: John H.L. Hansen
TM-1
Estimation of Acoustic Microphone Vocal Tract Parameters from Throat Microphone Recordings
Ulku Cagri Akargun and Engin Erzin
Multimedia, Vision and Graphics Laboratory, Koc University, Sariyer, Istanbul, 34450, Turkey. 
ABSTRACT
Recently, joint processing of throat and acoustic microphone recordings has been an attractive tool for robust speech processing. As the throat microphones record the acoustic sounds in the form of vibrations from skin attached sensors, they are more robust and highly correlated with the acoustic speech signal. We investigate the correlation of throat and acoustic microphone recordings. We propose a hidden Markov model (HMM) based structure to estimate acoustic speech features from throat speech features. The HMM based estimator will be used to estimate clean acoustic speech features from noisy throat and acoustic microphone recordings. Experimental results on acoustic speech feature estimation are provided.

TM-2

Cross-Probability Model Based on GMM for Feature Vector Normalization in Car Environments
Luis Buera, Antonio Miguel, Eduardo Lleida, Alfonso Ortega, Óscar Saz

Communication Technologies Group (GTC). Aragon Institute of Engineering, Research (I3A) University of Zaragoza, Spain.
ABSTRACT
In previous works, in order to develop a robust man-machine interface based on speech for cars, Multi-Environment Model based Linear Normalization, MEMLIN, was presented and it was proved to be effective to compensate environment mismatch. MEMLIN is an empirical feature vector normalization technique which models clean and noisy spaces with Gaussian Mixture Models, GMMs; and the probability of the clean model Gaussian, given the noisy model one and the noisy feature vector (cross-probability model) is a critical point. In previous works the cross-probability model was approximated as time-independent in a training process. However, in this paper, an estimation based on GMM is considered for MEMLIN. Some experiments with SpeechDat Car and Aurora 2 databases were carried out in order to study the performance of the proposed estimation of the cross-probability model, obtaining important improvements: 75.53% and 62.49% of mean improvement in Word Error Rate, WER, for MEMLIN with SpeechDat Car and a reduced set of Aurora2 database, respectively (82.86% and 67.52% if time-independent cross-probability model is applied). Although the behavior of the technique is satisfactory, using clean acoustic models in decoding produces a mismatch because the normalization is not perfect. So, retraining acoustic models in the normalized space is proposed, reaching 97.27% of mean improvement with SpeechDat Car database. 

TM-3

DOA Estimation with Hybrid Modeling of Stochastic Dynamics of Target Sound Source and Deterministic Environmental Characteristics for Mobile Applications 
Mitsunori Mizumachi
Faculty of Engineering, Kyushu Institute of Technology, 1-1 Sensui-cho, Tobata-ku, Kitakyushu-shi, Fukuoka 804-8550, Japan. 
ABSTRACT
This paper proposes a robust direction-of-arrival (DOA) finder with two microphones on a mobile application to achieve accurate and stable estimation under noisy environments. DOA estimation is carried out by state estimation with a stochastic target source model and a deterministic noise model on a spatial space domain. Dynamics of the target source is modeled by the Markov model with a random walk process, and the environmental noise model represents the spectral characteristics of stationary noises. The noise model is employed to select the most dominant frequency of the target signal in time-variant noisy observation in the deterministic manner of the spectral subtraction. Once the frequency selection process is completed, state estimation is done using particle filters. The subband cross-correlation function at the dominant frequency is selectively used for updating the particle weights to estimate posterior distribution. The feasibility of the proposed method has been confirmed under stationary car interior noise and non-stationary factory floor noise environments in several SNR conditions.
TM-4

Sound Source Separation with Robustness to Variation of Microphone Gain Characteristics 
Shinya Matsui, Katsumasa Nagahama, Makoto Shozakai
Asahi Kasei Corporation, Atsugi AXT Main Tower 22F, Okata 3050, Atsugi, Kanagawa, 243-0021, Japan. 
ABSTRACT
Hands-free voice-activated operation of car navigation and car audio appliances in vehicle is required, not only from convenience but also safety point of view. However, deterioration of voice recognition performance is caused by an ambient conversational voice or an accidental noise. This paper proposes a voice separation system Butterfly Subtraction Array (BSA) based on a microphone array for voice recognition. This method uses a pair of beam formers that has a configuration of complex conjugate. Energies values of two outputs from beam formers are subtracted each other in a frequency domain. Consequently, zone separation of sound source is realized. Advantage of the proposed method is to maintain a stable performance for direction-lag of speaker position and large early-reflected sound by having spread directional pattern in moderation. And, highly important one is robustness on variations of microphone gain characteristics. Experimental results show that this method performs 78% of word recognition accuracy under double-talk situation of driver and passenger while 27% in a single microphone scenario.
TM-5

Robust Feature Combination for Speech Recognition Using Linear Microphone Array in a Car 
Yasunari Obuchi1 and Nobuo Hataoka2
1 Central Research Laboratory, Hitachi Ltd, Kokubunji, Tokyo 185-8601 and 2 Department of Electronics and Intelligent Systems, Graduate School of Electronics, Tohoku Institute of Technology, Sendai, Miyagi 982-8577, Japan

ABSTRACT
When speech recognition is performed in a car environment, there are two important robustness issues that should be taken into account. The first robustness is related to the noisy acoustic condition, and it has been one of the most popular research topics of in-vehicle speech recognition. In contrast, the second robustness, which is related to unstable calibration of the audio input, has not attracted much attention. Consequently, the performance of speech recognition would degrade greatly in a real application if the input device such as a microphone array is badly calibrated. We propose robust feature combination in the MFCC domain using speech inputs from a linear microphone array. It realizes robust (from both the noise and calibration viewpoints) and practical speech recognition applications in car environments. Even a simple MFCC averaging approach is effective, and a new algorithm, Hypothesis-Based Feature Combination (HBFC), improves the performance. We also extend cepstral variance normalization as variance re-scaling, which makes the feature combination approach more robust. The advantages of the proposed algorithms are confirmed by the experiments using the data recorded in a moving car.
TM-6

Prediction of Driving Actions Using Driving Signals
Toshihiko Itoh†, Shinya Yamada†, Kazumasa Yamamoto‡ and Kenji Araki† 

†Department of Information Science and Technology, Hokkaido University, Sapporo, Japan. ‡Department of Information and Computer Sciences, Toyohashi University of Technology, Toyohashi, Japan. 

ABSTRACT
A spoken dialogue system for a car-navigation system has a possibility that more natural and smoother communication cause some problems concerning safety. One of some problems is a distraction. In this problem, it is pointed out that the machine operation and the voice conversation influence the driving operation. Recently, it is also pointed out that even the use of a simple speech interface may affect the driving operation. So we consider that if a spoken dialogue system can understand the driver's situations and the dialogue rhythm of the system can be changed according to the driver's situation, a safe spoken dialogue system can be achieved for a car-navigation system. For that, the system needs to predict and recognize driver's actions from environmental information such as driving signals.

TM-7

A Scalable System for Embedded Large Vocabulary Continuous Speech Recognition 

G. Linarès, D. Massonié, P. Nocéra, C.Lévy 

Laboratoire Informatique d’Avignon (LIA), University of Avignon, France.  

ABSTRACT
This paper presents a system for large vocabulary continuous speech recognition in condition of constrained hardware resources. We investigate efficient pruning and caching strategy aiming to handle extensive acoustic and linguistic modeling. Software components are analyzed in terms of resource consuming. Then, we evaluate the system performance in extreme configuration where acoustic and linguistic models are dramatically pruned. Results show that the system design we proposed allows to use large HMM-based acoustic models and trigram language models while performing very fast decoding, about 0.6 real-time on a standard desktop computer while remaining the transcript relevance.

TM-8

Low-Delay Subband Echo Control in an Automotive Environment 

Kai Steinert1, Martin Schönle1, Christophe Beaugeant2, Tim Fingscheidt3 
1Siemens AG, Corporate Technology, Munich, Germany. 2Nokia Siemens Networks, Munich, Germany. 3Institute for Communications Technology, Braunschweig Technical University, Germany.

ABSTRACT
Acoustic echoes are usually attenuated by an adaptive filter with a subsequent residual echo suppression postfilter. Subband adaptive filtering approaches may lead to a reduced computational complexity and an increased filter convergence speed relative to time-domain algorithms. However, a disadvantage is the processing delay caused by the analysis and synthesis filtering. To achieve a considerable reduction of the signal delay, we employ a delayless subband adaptive filter where the echo path model coefficients are calculated in the subband domain, transformed into a fullband impulse response, and the actual filtering is performed in the time domain. Likewise the postfilter weights are calculated in the time-frequency domain, but applied via an FIR filter of low group delay in the time domain. The adaptive filter and postfilter are controlled by a novel cross correlation approach that does not require a separate VAD.

TM-9

Decoder Optimization of Large Vocabulary Connected Words Speech Recognition System on DSP

Seokyeong Jeong1, Taeyoon Kim2, Oh-il Kwon3 and Hanseok Ko1
1 Department of Visual Information Processing, Korea University, Seoul, Korea. 2 School of Electronics Engineering, Korea University, Seoul, Korea. 3 R&D Center, Hyundai Autonet Co., Icheon, Korea
ABSTRACT
This paper presents an efficient decoder technique for use in large vocabulary connected words speech recognition on DSP platform, which is designed to operate in an intelligent vehicle system.  Designing speech interface for a vehicular environment is challenging because the computing resource available to an embedded system is typically much limited than the general-purpose PC.  It is important to consider optimization techniques from computational algorithms to hardware structures where ASR engine is to be ported.  We introduce efficient implementation techniques for embedded platforms are presented - such as tied-mixture model, Gaussian selection, internal memory mapping in DSP L2 cache, static memory management, parameter table lookup, etc.- all for realizing a high-speed speech recognizer design suitable for DSP vehicular navigation system.
TM-10

Design of Audio-Visual Speech Interface for Aiding Driver’s Voice Commands in Automobile Environment
Kihyeon Kim1, Changwon Jeon1, Junho Park1, David K. Han2 and Hanseok Ko1 

1 Dept. of Electronics & Computer Engineering, Korea University, Seoul, Korea. 2 Naval Academy, Annapolis, Maryland, USA.
ABSTRACT
This paper describes an information-modeling and integration of an embedded audio-visual speech recognition system, aimed at improving speech recognition under adverse automobile noisy environment. In particular, we employ lip-reading as an added feature for enhanced speech recognition.  Lip motion feature is extracted by active shape models and the corresponding hidden Markov models are constructed for lip-reading. For realizing efficient hidden Markov models, tied-mixture technique is introduced for both visual and acoustical information.  It makes the model structure simple and small while maintaining suitable recognition performance. In decoding process, the audio-visual information is integrated into the state output probabilities of hidden Markov model as multistream features.  Each stream is weighted according to the signal-to-noise ratio so that the visual information becomes more dominant under adverse noisy environment of an automobile. Representative experimental results demon-strate that the audio-visual speech recognition system achieves promising performance in adverse noisy condition, making it suitable for embedded devices.

TM-11

Minimum Mean-Squared Error a posteriori Estimation of High Variance Vehicular Noise

1 Bowon Lee and 2 Mark Hasegawa-Johnson 
1 Hewlett-Packard Laboratories, 1501 Page Mill Rd., Palo Alto, CA 94304. 2 University of Illinois at Urbana-Champaign, Electrical and Computer Engineering, 405 N. Mathews Ave,. Urbana, IL 61801, USA.
ABSTRACT
In this paper, we describe a method of minimum mean-squared error (MMSE) a posteriori estimation of high variance vehicular noise. The proposed method considers spectral instances of noise as sampled values from a stochastic noise process and estimates them with given statistical properties of noise and current noisy observation. Accuracy of the noise estimation method is evaluated in terms of the accuracy of a spectrum-based voice activity detection, in which speech presence is determined by the a priori and a posteriori signal-to-noise ratios (SNRs) in each frequency bin. VAD experiments are performed on clean speech data by adding four different types of vehicular noise, each with the SNR varying from −10 to 20 dB. Isolated digit recognition experiments are performed using original noisy recordings from the AVICAR corpus. Experimental results show that the proposed noise estimation method outperforms both the MMSE a priori noise estimation and autoregressive noise estimation methods especially for low SNR.

TM-12

Feature Compensation Employing Model Combination for Robust Speech Recognition in In-Vehicle Environment 
Wooil Kim and John H. L. Hansen 

Center for Robust Speech Systems (CRSS), Erik Jonsson School of Engineering and Computer Science, University of Texas at Dallas, Richardson, Texas, USA
ABSTRACT
An effective feature compensation method is evaluated for reliable speech recognition in real-life in-vehicle environment. CU-Move corpus contains a range of speech and noise signals collected for a number of speakers under actual driving conditions. PCGMM-based feature compensation, considered in this paper, utilizes parallel model combination to generate noise-corrupted speech model by combining clean speech and the noise model. In order to address unknown time-varying background noise, an interpolation method of multiple environmental models is employed. To alleviate computational expenses due to multiple models, applying a noise transition model is proposed, which is motivated from Noise Language Model used in Environmental Sniffing. The PCGMM method and proposed scheme are evaluated on the connected single digits portion of the CU-Move database using Aurora2 evaluation toolkit. Experimental results indicate that our feature compensation method is effective for improving speech recognition in real-life in-vehicle conditions. Here, 26.78% of the computational reduction was obtained by employing the noise transition model with only slight change in recognition performance.

Panel Discussion and Closing Session
Time: Tuesday, June 19, 2007; 11:00-12:1 5
Place:  Upstairs Hall and Salons
Moderator: Huseyin Abut









