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ABSTRACT

Since two decades, research programs have studied the con-
cept of ”intelligent vehicles”. The aim is to develop an in-
telligent transportation system based on a fleet of fully au-
tomated cars designed [1], [2] for short trips at low speed
in urban areas [3]. This system will offer advantages of
high flexibility, efficiently, safety, and thus, will improve
the quality of life un our cities (protection of the environ-
ment, better management of parking areas, etc.). One of
the key functions that a such transportation system must
achieve concerns vehicle autonomous navigation. This pa-
per presents our research activities on environment percep-
tion for vehicle autonomous navigation using passive and
active sensor technologies. We are particulary interested
in stereo vision for obstacle detection, line following and
landmarks recognition. The developed algorithms are im-
plemented and tested using a fully automated vehicle plat-
form (Robosoft’s RobuCab) equiped with various sensors.

1. INTRODUCTION

Since two decades, research programs have studied the con-
cept of ”intelligent vehicles” [4]1 2. One of the key problem
to solve, when developping this concept, is the environment
perception of a vehicle.
In this paper, we point out the perception environment algo-
rithms developed by both the Computer Science Team of the
Systems and Transport Laboratory and the MAIA Team of
the INRIA (French National Institute of Research in Com-
puter Science and Automatic Control). We are particulary
interested in stereo vision for obstacle detection, road line
following and artificial landmarks recognition. The devel-
oped algorithms are put into practice with two autonomous
mobile platform (Robosoft’s RobuCab) equipped with vari-
ous sensors (camera, GPS, Wi-Fi, laser range finder, ...) and
embedded computers.
This paper is organized as follows. Section 2 describes our
stereo vision and perception algorithms. Section 3 presents

1http://www-sop.inria.fr/mobivip
2http://CyberC3.sjtu.edu.cn/

experimantal vehicle, which participated at the NanCYCAB
demonstration held in Nancy (France) in the end of June
2005. Section 4 concludes the paper with future research
invokes.

2. PERCEPTION ALGORITHMS

The main goal of our projects is to give to an automatic
vehicle the ability to navigate autonomously in urban envi-
ronments. The first problem is to perceive the environment
of the vehicle by detecting obstacles, lines and landmarks
while respecting the real time constraint.

2.1. Stereo vision

Stereo vision is a know approach for recovering 3D infor-
mation of a scene by differents video cameras.

2.1.1. Theory

Four steps are necessary in stereo vision.

• Stereoscopic sensor calibration

This step consists in determining the extrinsic parame-
ters (transformation from real coordinate system and cam-
era coordinate system) and the intrinsic parameters (projec-
tion from 3D camera system to 2D image coordinates) [5].

• Features extraction

The low-level processing of a couple of two stereo im-
ages yields the features required in the correspondence pha-
se. Edges are valuable candidates for matching because
large local variations in the gray-level function correspond
to the boundaries of objects being observed in a scene. The
edge detection is performed by means of the Deriche’s op-
erator [6]. After derivation, the pertinent local extrema are
selected by splitting the gradient magnitude signal into ad-
jacent intervals where the sign of the response remains con-
stant (cf. figure 1).

In each interval of constant sign, the maximum ampli-
tude indicates the position of an unique edge associated to



Fig. 1. The range extraction

Fig. 2. Matching matrix

this interval when, and only when, this amplitude is greater
than a low threshold valuet [7]. The application of this
thresholding procedure allows removing non significant re-
sponses of the differential operator lying in the[−t,+t] ran-
ge. The adjustment oft is not crucial. Good results have
been obtained witht adjusted at 10% of the greatest am-
plitude of the response of the differential operator. Each
extracted points has 4 attributes : (i) Position in image —
(ii) Sign of gradient — (iii) Amplitude of gradient — (iv)
Orientation of gradient

• Stereo matching

To detect obstacle in real time condition, we have devel-
oped a fast stereo matching method based on a voting strat-
egy [8]. This procedure uses only couple which respect the
position, slope and orientation constraints. Then, we search
the best solution respecting the global constraints (unique-
ness, ordering and smoothness). This procedure consists in

assigning for each possible match a score, which represents
a quality measure of the matching regarding the global con-
straints. LetMlr be an element of the matching matrix,
representing a possible match between the edgesl andr in
the left and right images, respectively (cf. figure 2). The
stereo matching procedure starts by determining among the
other possible matches the ones that are authorized to con-
tribute to the scoreSMlr of the possible matchMlr. The
contributor elements are obtained by using the uniqueness
and ordering constraints: an elementMl′r′ is considered as
a contributor to the score of the elementMlr if the pos-
sible matches(l, r) and(l′, r′) verify the local constraints
(cf. figure 2). The contribution of the contributors to the
score of the elementMlr is then performed by means of
the smoothness constraint. For each contributorMl′r′ , the
score updating rule is defined as follows:

SMlr(new) = SMlr(old) + F (Xlrl′r′)

where : {
Xlrl′r′ = |(xl − xr)− (xl′ − xr′)|
F (X) = 1

1+X

The functionF is used to compute the degree of com-
patibility between two couples with respect to the smooth-
ness constraint. The degree of compatibility increases when
the absolute values of the disparities difference of the cou-
ple decreases. Let be∆ the set of all the possible matches
between the edges in the left image and those in the right
one, i.e., the set of all the pairs of edges that met the local
constraints.
The scoreSMlr(final) of a candidate is :

SMlr(final) =
∑

(l′,r′)∈Ωlr

F (Xlrl′r′)

where :
Ωlr is the set of couples(l′, r′) with the couple(l, r) that re-
spect the uniqueness and ordering constraints. Eventually ,
a procedure is designed to determine the correct matches. It
selects in each row of the matching matrix the higher score
element. More than one element can be selected in the same
row. In consequence we apply the same procedure to each
column of the matching matrix. The elements selected by
this 2-step procedure indicate the correct matches.

• Triangulation

Knowing the coordinates of a pointPw of the real scene
in the left and right image we are able to know the real po-
sition of Pw by solving a four 4-equation system which is
determined in the calibration phase. This system is over-
determined and can be solved by the least-square method.



Fig. 3. Sequence detection (1 : Initial image — 2 to 7 : Line
detection each∆t times)

2.2. Line detection and tracking

Our autonomous navigation is based on the following of
road lines. The line detection is composed in three steps.

2.2.1. Detection of base line

Our algorithm recognizes the beginning of the line by sear-
ching a local maximum variation of gray level intensity. To
reduce the solution space, we keep only local maximum
greater than a threshold :

max(|∆I|) > TH

Then, we eliminate local maximum, which are followed by
another local maximum with a same sign :

max(∆Ii) ∗max(∆Ij) < −(TH)2

wherei andj are the position of two local maximum in
a line of an image at timetn andi < j.

Finally we keep only solution :

|i− j −W | < ε

where :

W represents the width of the line in image projection
ε an error tolerance

If there are more than one solution we get only the closest
solution to the middle of image width.

Fig. 4. Extraction of features

2.2.2. Line detection

The second part of detection consists to follow the local
maximum derivation. (cf. figure 4).
Let be~u = Pn+1 − Pn and~v = Qi − Pn+1,
If ~u.~v > 0 then :

Pn+2 =
6

max
i=0

(∆(Pn+1, Qi))

whereQi are the seven position avaible for thePn+2 point
(cf. figure 4). This points have been determined from a half
circle shape for a fast and reliable detection of the line.

2.2.3. Line tracking

After the line detection at timetn, it’s not necessary to find
it in all image at timetn+1. Indeed, we use the detected
points at timetn as references for point detection at time
tn+1. Let beΩk

ij(tn) the local neighbor of a line point of
coordinate(i, j) at tn time :

∀k > 0,Ωk
ij ∈ {Pwj/i− k ≤ w ≤ i + k}

Pij(tn+1) = max
Q(tn)∈Ωk

ij(tn)
(∆(Pij(tn), Q(tn)))

Due to the environment conditions the detection procedure
miss sometimes detected points. As a consequence, if the
number of detected points are under a threshold we apply
again, the detection line procedure in all image. However,
the number of points detected could be to little to get a good
detection. In this case, the car stop unless another guidance
system takes effect.



Fig. 5. P-similar landmark

2.3. Identifying and localizing artificial landmarks

In order to get some information from the car surrounding
(relative car position,...), we have choosen to add a recog-
nition system of artificial landmarks [9]. To optimize the
following criteriums : (i) The landmark shape must be dif-
ferent at environments shapes — (ii) Simple for fast detec-
tion and recognition — (iii) Easy installation and cheap, we
decided to use P-similar landmarks (cf. figure 5).

2.3.1. P Similar function

• Definition

P-similar functions [10] are defined :{
f : <+ → <
∃p ∈ ]0; 1[ ,∀x > 0, f(x) = f(p.x)

In our application, square P-similar function has been
chosen :

∀x > 0, Sp(x) = b(2 ∗ (logp(x))− blogp(x)c)c

• Detection

To detect the landmark, we use :

my(x) = 1
w ∗

∑w
j=0

[∣∣I(x + j, y)− I(x +
√

p.j, y)
∣∣

− |I(x + j, y)− I(x + p.j, y)| ]

with

- x : The row number.
- y : The line number.
- I : Greyscale of the pixel(x, y).
- w : Image width.

The function returns1 when image is P-similar and−1
when image is

√
p similar. Whereas, the function returns a

value near0 when no P-similar landmark is detected.

Fig. 6. Intelligent vehicle perseption

2.3.2. Barcode

As we can see in the figure 3, the barcode is composed by
11 bits. 3 bits are obligatory : the ”Begin Bit” indicates the
beginning of the code, the ”End Bit” the end of the code
and the ”Overflow Bit”. The information of the barcode
are in the 8 remaining bits where a black bit is a ’1’ and
white bit ’0’. With this barcode we can code28 = 256
differents codes. If more codes are necessary an adaption of
the barcode to more bits is possible.

2.4. A dynamic and fuzzy guidance system

In order to make the vehicle autonomous by vision, we need
to recognize landmarks or road lines. Despite of the fact we
are able to detect a line, the car cannot follow it due to the
non visible area in front of the car (see figure 6). This prob-
lem is due to stereoscopic sensor position and camera pa-
rameters. Without considering this area, the I.V. anticipates
above three meters each curves creating a shift between the
car and the line. Futhermore, this shift could stop the car in
a curve because it could be situated in the non visible area.
As a consequence, a system must record and compute the
vehicle’s trajectory. The position of the car is processed by
the difference between the line position and a fixed point
in the image. Each∆m meters, the position of the car is
recorded. The I.V. speedS at timet is computed as :

S(t) =
α ∗ 100 ∗ π ∗ 42

2000 ∗ 13
whereα is the number of tops (a top is one odometer unit).

So as to determine the direction of the I.V. we use a
fuzzy logic system [11]. This system take two input param-
eters : the speed and the shift between line and car. The
output give us the direction of the car (cf. figure : 7). A
fuzzy associate matrix (FAM) of the system is shown on
table 1. To solve the system, we use theMin/Max infer-
ence and the center of gravity in the defuzzication step. The
results given by the fuzzy logic system are satisfactory.



Fig. 7. Fuzzy Input and Output

AND Null Low Medium Max

Null Null Low Hard Max
Slow Null Low Hard Hard

Medium Null Very Low Medium Medium
Fast Null Very Low Low Low

Table 1. Fuzzy Associative Matrix

3. DEMONSTRATION AND EXPERIMENTAL
RESULTS

3.1. Vehicles Description

The vehicles use stem from research works in the field of the
”Automatized Road” Project performed by both the French
National Institute of Research in Computer Science and Au-
tomatics (INRIA) and the French National Institute of Re-
search in Transports and Security (INRETS) and RoboSoft
engineering society.

These vehicles (cf. figure 8) have four driving and steer-
ing wheels. Each wheel has its own electrical motor and
each couple of wheels can be synchronized or in opposition
for the steering thus allowing dual, single and ”crab” steer-
ing modes. The control of the vehicle is made up throu-
gh an embedded PC (with an X86 processor) linked to two
MPC555 (Motorola PowerPC Processor) control cards thr-

Fig. 8. The RobuCAB4 from the SeT Laboratory (left) and
the RobuCAB2 from the LORIA (right)

Fig. 9. The CyCab trajectory

ough a CAN bus. Since the structure is distributed, pro-
gramming such a device requires the use of specific soft-
ware such as SynDEx (System-level CAD Software for Dis-
tributed Real-Time Embedded Systems)3.
Our vehicles are equiped by several sensors like Stereo-
scopes, Laser Range Finder, Sonars, Magnetical Field Sen-
sors, Global Positioning System and embedded communi-
cation abilities (WiFi, GSM/GPRS,...). Whereas the main
goal of the research made is to bring full autonomy to the
vehicle, it is also possible to drive it with a joystick.

3.2. Nancy experimental results

Nancy demonstration was to point out the feasibility of the
project and give an overview of today technology. For this
event, we have installed an artificial trajectory for the I.V.
at Stanislas place in Nancy (France). As we can see in the
figure 9, we have mixed two following guidance systems :
”Magnetical Field” and ”line tracking”. In order to test the
system of recognition we have added a P-similar landmark
to force a right half turn. Moreover, to prove the safety of
vehicle, real dynamic obstacles have been tested to show
the emergency stoping system with people crossing the I.V.
trajectory.

3http://www-rocq.inria.fr/syndex/



4. CONCLUSION

In this paper, we presented our research works on auto-
nomous vehicle navigation in urban area. We developed
an artificial vision system for obstacle detection, landmark
recognition and road line following. Our algorithms are in-
tegrated and tested by presenting a vehicle prototype at Nan-
CYCAB exhibition.
To allow the vehicle navigation without road line following,
we are working on vehicle localisation by combining GPS
data and a vision-Geographical Information based system.
This system consists in comparing images acquired by a ve-
hicle embedded cameras with images generated in real-time
from a Geographical Information System. For navigation,
we focus our work on algorithms inspired by path planning
[12], [13].
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