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ABSTRACT

We built a personalized example-based dialog system that
constructs its responses by considering entities that the user
has uttered, and topics in which the user has expressed in-
terest. The system analyzes user input utterances, then uses
DBpedia and Freebase to extract relevant entities and top-
ics. The extracted entities and topics are stored in personal
knowledge memory and are used when the system selects re-
sponses from the example database and generates responses.
We conducted a human experiment in which evaluators rated
dialog systems based on subjective metrics. The proposed
dialog system that uses topics that are of interest to the user
achieved higher evaluation scores for both personalization
and satisfaction than the baseline systems. These results
demonstrate that the use of topics in the system response
provides a sense that the system pays attention to the user’s
utterances; as a consequence the user has a satisfactory dialog
experience.

Index Terms— Chat system, chatbot, open-domain dia-
log, knowledge base, topic-based dialog

1. INTRODUCTION

With the rapid proliferation of smart phones, the number of
people who use spoken dialog systems has also increased.
People use spoken dialog systems to make the phone com-
plete some tasks, such as checking weather, setting alarms,
and play music. This kind of dialog system that assists in
some tasks is called a task-oriented dialog system. The user
utterances of the task-oriented dialog system are often stan-
dardized and have clear objectives. However, people some-
times try to interact with a dialog system by uttering utter-
ances that do not have objectives. Open-domain dialog sys-
tems can respond to these types of user utterance; here we
address an open-domain dialog system as a chat-oriented dia-
log system.

An open-domain dialog system communicates with users
for the purpose of entertainment by having conversation with
users like humans do [1, 2, 3]. We aim to build a dialog sys-
tem that talks like a human, specifically, one that talks like a

friend of the user, and that can build a rapport with each user.
Heintzman et al. [4] define rapport as a “communication char-
acterized by warmth, enthusiasm, and interest”. Research on
rapport-building has determined that effective rapport build-
ing entails referring to the user by name, remembering the
user’s interests, and constantly updating the interests [5, 6, 7].

Personalization has studied for various chat-oriented di-
alog systems. ALICE [2] uses pattern rules or instructions
to extract user information (i.e. name, hobby) from the user
input, and utilizes this information to generate responses.
Kim et al.’s personalized dialog system uses user-uttered
noun phrases and triple pattern match for personalization [8].
However, extracting personal knowledge with rules, noun
phrases or triple patterns is too restricted for use in gen-
erating user-related system responses, because the system
response can use user-uttered entities that have been stored
in the system, but cannot use topics in which the user has ex-
pressed interest, hereafter user-interested topics, even if they
have been mentioned several times. Existing personalized
dialog systems do not use topics in the system responses, so
the responses are restricted to user-uttered entities.

We propose a system that extracts both an entity and its
corresponding topics from the user input, and generates re-
sponses that refer to those topics. We used DBpedia1 and
Freebase2 to extract entities and topics from the user input
and from sentences in an example database. Our proposed
system is different from previous personalized dialog systems
in: 1) remembering and updating user-interested topics, 2) us-
ing user-interested topics when selecting the system response
and in entity replacement, and 3) uses these topics to gener-
ate the system response when no dialog examples exist in the
example database.

2. RELATED WORK

ALICE [2] is a rule-based chatbot based on Artificial Intel-
ligence Markup Language (AIML). It has more than 40,000
categories, where each category combines stimulus and re-

1http://wiki.dbpedia.org/
2http://www.freebase.com/
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sponse, called the “pattern” and “template” respectively.
ALICE uses pattern rules or instructions to extract user infor-
mation (i.e. name, hobby) from the user input, and utilizes
it when generating responses. However, developing a rule-
based system entails tremendous human labor and expert
knowledge to make rules that can cover all kinds of user ut-
terance. Therefore, we used an example-based dialog model
(EBDM) [9] to build and maintain the system without much
human labor.

Kim et al.[8] proposed a personalized dialog system that
uses triple patterns and noun phrases. The system extracts
triples and noun phrases from the user input utterance, then
stores the information. The noun phrases are used to select
a response from response candidates; to rate the candidates,
the system give a higher score to a candidate that includes a
noun phrase that the user has uttered than to other candidates.
However, this use of only noun phrases has the limitation that
it cannot capture a topic that different entities share. An entity
that has been uttered many times is considered more relevant
to the user than is a coherent topic, even if the user uttered
different entities for a single topic. For example, if a user
uttered different entities such as football clubs, football teams,
and football players, the system should consider that the user
is interested in football. Our approach uses topics to enlarge
the scope of system responses to consider user interest.

In Kim et al.’s work, a user-related triple is specially
stored in the memory by matching manually-generated triple
patterns. The stored user-related triple is used in the sys-
tem response if a triple extracted from a system response
candidate matches the user-related triple. For example, the
system stores the triple [I][like][cheesecake] from the user
utterance “I like cheesecake”, and uses this triple for replac-
ing the entity in the triple [You][like][carbonara] extracted
from a system response “You like carbonara, yummy!” us-
ing person-change rule (i.e. I-You). The replaced system
response will be “You like cheesecake, yummy!” and the
user gets the feeling that the system knows about him/her.
However, a triple [You][like][tennis] extracted from a system
response “You like tennis, let’s play” is also replaced with the
triple [I][like][cheesecake], and the entity replacement will
result in the response “You like cheesecake, let’s play”, which
is awkward. This problem can be solved by using named en-
tity types rather than instances in entity replacement; we used
this strategy in this work.

Previous example-based dialog systems [10, 11] search
similar example pairs by relaxing the condition of searching;
this relaxation can result in selection of inappropriate system
responses if a similar example is not included in the example
database. In this case to give an adequate system response to
the user, and also a response that matches user interests, we
generated responses by considering user-interested topics.

Fig. 1. Architecture of the proposed example-based personal-
ized dialog system which uses user-interested topics when it
generates system responses

3. EXAMPLE-BASED PERSONALIZED DIALOG
SYSTEM

We propose an example-based personalized dialog system
which uses user-interested topics in the system response.
(Fig. 1)

3.1. User knowledge management module

The user knowledge management module consists of a topic-
detection module that extracts an entity and its corresponding
topic from the user input utterance; and a personal knowledge
memory that stores user-uttered entities and topics.

The topic-detection module extracts an entity and its cor-
responding topic from the user input utterance. We used a
knowledge base for entity and topic detection: we used DB-
pedia Spotlight [12] to extract named entities, and Freebase
to detect entity types. Freebase may have a lot of types for
an entity, among them we used the notable type that Freebase
offers for each entity. The notable type has a hierarchical fea-
ture: general type and specific type. We used both types as
a topic and entity type. For example, consider a user-uttered
sentence “I want to see Messi in person”: first, the entity “Li-
onel Messi” would be extracted by DBpedia Spotlight, and
then “Lionel Messi” is searched in Freebase which has a no-
table type “soccer/football player”. We used the general type
“soccer” as a topic, and the specific type “football player” as
a type.

The detected entities and topics are stored in the personal
knowledge memory. Personal knowledge memory has two
different memories: topic memory and entity memory. The
topic memory stores topics and their frequencies which show
how many times the entities that have the topics were uttered
by a user. The entity memory stores user-uttered entities with
their corresponding topics and types, and the frequencies of
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these utternces.

3.2. Example matching

Our personalized dialog system uses example-based dialog
model (EBDM) [9] to generate system responses. EBDM
uses data consists of query-response pairs, where the query
is representative of the user input UDB to the system, and
the response is representative of the system response SDB .
Response retrieval for EBDM works by matching the user
input utterance UInput with UDB in the example database,
then returning the response that corresponds with the most-
closely-matching query. The example matching process can
be performed in various ways: dialog act and part-of-speech
(POS)-tagged token based similarity [10], TF-IDF weighted
cosine similarity [3], or recent sentence embedding [13].

Use of sentence embedding in an example-based dialog
system achieved competitive evaluation result with respect to
TF-IDF cosine similarity model and a superior result when
the queries had out-of-vocabulary words [13]. We also used
sentence embedding during the example-matching phase. We
used deep structured semantic model 3 (DSSM) [14] for sen-
tence embedding to match examples. We calculated cosine
similarity

cossim(UInput, UDB) =
UInput · UDB

‖UInput‖‖UDB‖
(1)

between vectors UInput and UDB , and if the similarity ex-
ceeded a threshold we added the corresponding SDB to the
set of response candidates. We heuristically set the threshold
to 0.6 to determine whether a user input utterance matched the
example pair in the database. When we constructed example
database, we pre-calculated the sentence embedding vector of
each user-input sentence UDB and the pre-detected topics of
each system response SDB .

3.3. Response generation module

3.3.1. Response selection and entity replacement

Multiple example pairs can be selected for a user input utter-
ance; in that situation, one of them must be chosen. Previous
work selected the response by calculating the similarity be-
tween UInput and UDB , then choosing SDB for UDB that
had the highest similarity. The utterance similarity is calcu-
lated using lexico-semantic similarity and the discourse his-
tory similarity [9]. We modified the example score calcula-
tion module to select from the multiple system response can-
didates an example that is most relevant to the user. Each sys-
tem response in the database has topics extracted beforehand,
and each topic has a score p(topic) calculated by user-uttered
frequencies.

3Available at http://research.microsoft.com/en-us/downloads/731572aa-
98e4-4c50-b99d-ae3f0c9562b9/

U I like football.
S Football game!
U Yes, especially Primera Liga.
S* Tell me more about [sports league].
U I like Real Madrid most in Primera Liga.
S* You are talking about [football team], right?
U Yes.

U I am bored. Let’s talk about something.
S What would you like to talk about.
U Artists?
S* Let’s talk about [Real Madrid].
U Well, that’s also good topic to talk about.

Fig. 2. A realistic dialog example using user-interested top-
ics in system responses. U: user input utterance, S: system
response, S*: system response that uses user-interested topics

p(topic) =
count(topic)∑

t∈TopicMemory count(t)
(2)

The system uses topic score to calculate the example score
for each response candidate

ExampleScore =

α[cossim(UInput, UDB)] + (1− α)p(topicSDB
) (3)

where topicSDB
denotes the topic that is considered by the

corresponding SDB for UDB .
The system selects the system response that has the high-

est example score among the candidates. If several responses
have the same example score, one of them is selected ran-
domly. We arbitrarily set α = 0.5.

With the selected system response, we conducted entity
replacement: (1) check whether the selected system response
has an entity (system response entity), then (2) check whether
the entity memory includes an entity that is of the same type
as the system response entity. If several entities in the entity
memory have same type, the most frequently-uttered entity
by the user is selected to replace the system response entity.

3.3.2. User-interest-based response generation

The example-based dialog system may not find similar ex-
ample pairs in the database; if this happens, the system tries
to find one by relaxing the search conditions. The relaxation
can be done using correlation-based relaxation [11] or POS-
weight-based relaxation [10]. In our system, we did not try
to relax the condition of example matching by lowering the
threshold; instead, we used the personal knowledge memory
to guide generation of responses in which the user may be
interested. (Fig. 2)

We generate the response based on the user input utter-
ance, if the user uttered an entity. We used user uttered topic

773



Table 1. Evaluation result of the non-personalized system, triple-pattern-matching system and the proposed topic-using system

Dialog System

Statement Non-person Triple-match User-topic
mean s.d. mean s.d. mean s.d.

1. The system seems to know me well 2.18 0.57 2.36 0.48 2.82 0.96
2. The system knows me well over time 2.63 0.88 3.00 0.95 3.27 0.86
3. The conversation with the system was interesting 3.00 0.85 2.73 0.96 3.36 0.64
4. The conversation with the system was satisfactory 2.64 0.64 2.36 0.64 3.27 0.45
5. The system talks about my interest 2.73 0.96 2.82 0.94 3.73 0.86
6. The system seems to be interested in me 3.09 0.79 2.82 1.03 4.18 0.57

Overall 2.71 0.85 2.68 0.89 3.44 0.86

entity and its type to generate a system response that con-
tinues the conversation and does not degrade the user dialog
experience by introducing a new dialog topic. The response
generation process uses templates to effectively exploit user-
uttered entities and topics. We adopted the rapport-building
phrases of the interview from [15] to conduct the rapport-
building templates. For example, if the user input is “I like
Messi” and the database contains no similar example pair,
then the response is generated using the user-uttered entity
“Messi” with its type “soccer/football player” like “Tell me
more about football player”, to encourage the user to talk
more and not to feel that the dialog has been disrupted.

However, if the user input utterance does not have an en-
tity, the system suggests a new topic from its topic memory;
the purpose is to interest the user, and to encourage him or her
to continue talking. The system chooses the new topic by se-
lecting one randomly from the top N topics in which the user
has expressed interest. For example, if the user says “I feel
bored” and there is no similar example pairs in the database,
the system generates responses using the user-interested top-
ics, that user already has uttered several times. The system
uses both types and entities, and therefore can generate “Let’s
talk about Messi” or “Well, do you want to talk about football
player?” if the user has uttered several times about “Messi”.

4. EXPERIMENTAL SETUP

We used MovieDic [16] and the scripts from the TV shows
(Friends, Modern Family) to generate an example database
for the dialog system. We refined the data [17], and got 8,447
example pairs for this purpose. We compared our dialog sys-
tem that uses user-interested topics (User-topic) to two exist-
ing systems to evaluate the effect of the proposed methods
on the user’s dialog satisfaction. The other systems were one
that does not use personalization methods (Non-person), and
Kim et al.’s personalized dialog system that uses triple-match
methods [8] (Triple-match).

To evaluate the systems, we designed an experiment for
11 evaluators to utilize the systems. The evaluators used each

system for 15 min, then completed a questionnaire that eval-
uated each dialog system on a scale of 1 - 5, with positive
adjectives anchoring the high end and negative adjectives an-
choring the low end. We requested the evaluators mainly to
talk about themselves, but the form of dialog was free.

5. RESULTS AND DISCUSSION

The users evaluated the proposed personalized system as
more personalized and also more satisfactory than the two
other baseline systems (Table 1).

Questions 1 and 2 evaluated how the personal knowledge
is managed by each system. The Non-person system has no
personal knowledge management methods, and therefore had
the lowest evaluation scores. The Triple-match system se-
lected a system response that had a noun phrase that the user
has uttered, so this response is more relevant to the user than
is a random response. Therefore, this system was given a
higher score than Non-person system in personal knowledge
management evaluation. The proposed system that remem-
bers and updates user-interested topics and that uses the in-
formation when selecting the system response, was given the
highest evaluation score. The score of the question 2 clearly
shows that the proposed system can update the list of user-
interested topics, and that its response change over time. The
evaluation scores of questions 1 and 2 show that the users con-
sidered that User-topic system knows them well, and knows
them increasingly well as time elapsed.

The questions 3 and 4 evaluated the use of user-interested
topics in response selection and entity replacement of system
responses. The Triple-match system was given lower evalu-
ation scores than Non-person system. This low score shows
that the entity replacement of Triple-match system sometimes
harmed the system response. Entity replacement by Triple-
match system does not consider the entity type. In contrast,
User-topic system was given higher scores than Non-person
system, even though it also uses entity replacement. This re-
sult shows that the using types in entity replacement does not
harm the dialog experience, and that it generates system re-
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sponses that the user prefers.
The questions 5 and 6 evaluated quality of responses

generation based on user-interested topics. Non-person and
Triple-match systems had similar evaluation scores around
2.8–3.0. Both systems relax the search condition, when no
matched examples are found, whereas User-topic system gen-
erates a system response by considering user interests in the
same situation. These evaluation scores were much higher
for User-interest system than for other systems, especially
the score of question 6. We consider that this high score is
caused by the response generation, because most response
generation templates were requests to continue talking about
the user’s interests.

From these evaluations, we conclude that the proposed
system (User-topic) gives more satisfaction to users than did
the other systems; i.e., that considering user-interests when
generating system responses can increse a user’s satisfaction
with an open-domain dialog system.

6. CONCLUSIONS

This study reports a personalized example-based dialog sys-
tem that builds a rapport with users by considering their
interests when it chooses a response. The system stores user-
uttered entities and their topics and types, and user-interested
topics, then uses this information to select a response among
the response candidates with entity replacement by entity
type, and to generate a topic-based response. The proposed
system gave more dialog satisfaction to users than did two
baseline systems. These results will be useful in development
of personalized dialog systems and multi-turn open dialog
systems.
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