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ABSTRACT

This paper presents a multi-stage speaker diarisation system with
longitudinal linking developed on BBC multi-genre data for the 2015
Multi-Genre Broadcast (MGB) challenge. The basic speaker diari-
sation system draws on techniques from the Cambridge March 2005
system with a new deep neural network (DNN)-based speech/non
speech segmenter. A newly developed linking stage is next added
to the basic diarisation output aiming at the identification of speak-
ers across multiple episodes of the same series. The longitudinal
constraint imposes an incremental processing of the episodes, where
speaker labels for each episode can be obtained using only material
from the episode in question, and those broadcast earlier in time. The
nature of the data as well as the longitudinal linking constraint posi-
tion this diarisation task as a new open-research topic, and a particu-
larly challenging one. Different linking clustering metrics are com-
pared and the lowest within-episode and cross-episode DER scores
are achieved on the MGB challenge evaluation set.

Index Terms— speaker diarisation, speaker segmentation, ag-
glomerative clustering, longitudinal linking

1. INTRODUCTION

Speaker diarisation is the task of answering to the question “who
spoke when”, a definition introduced by the DARPA EARS pro-
gramme for the US National Institute for Standards and Technology
(NIST) Rich Transcription (RT) evaluation in 2003 [1]. Determining
the speakers and the time periods when each speaker is active can be
useful in several speech processing tasks, such as speaker indexing
and retrieval, archiving and monitoring large audio sets, movie anal-
ysis and rich transcription (i.e. making transcriptions more “read-
able” by adding punctuation, speaker markers, etc.). In can also be
helpful to automatic speech recognition (ASR) for segmentation of
the audio to homogeneous blocks. Because of a growing interest to-
wards such applications, diarisation has also received much attention
lately with relevant evaluations and open-source toolkits becoming
available on the web, such as [2], [3] and [4].

As the available speech corpora move towards more demanding
conditions containing multi-genre data, multiple speakers, diverse
acoustic conditions or multiple recordings, so does the speaker di-
arisation domain of application. A way to assess this progress is
through evaluations, which became an effective way of comparing
existing algorithms and obtaining state-of-the-art systems in a par-
ticular domain. The first domain of application of such evaluation
for speaker diarisation was Broadcast News (BN) in the NIST RT-03
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and RT-04 evaluations [1, 5], followed by more recents evaluations
on the more difficult task of meeting data [6] from 2005 to 2009.
Similar evaluations have been done on French data including ESTER
campaigns on BN [7, 8] and, more recently, the REPERE [9] and the
ETAPE [10] corpus including TV shows of different genre, differ-
ent levels of spontaneous speech and overlapping speech of multiple
speakers. Each domain presents unique challenges, although some
techniques tend to generalise over several domains [11, 12].

A new challenge is how to process data of very variable type
of audio. Such multi-genre data can include documentaries, news,
movie trailers, commercials, live sports, etc. In [13], a speaker diari-
sation system for French multi-genre web videos is presented. The
Diarisation Error Rate (DER) for this task degrades severely and
varies vastly between different genres (from 12.8% to 53.1%); note
that the same system architecture on BN data gives DER < 10%.
These results indicate the difficulty of building a generalisable di-
arisation system on multi-genre data. This is because the audio
to recognise may include broadcasts in diverse environments and
drama with highly-emotional speech, overlaid background music or
sound effects, and also because the different characteristics of each
genre make tuning the system challenging. In this paper, a diari-
sation system is developed for the MGB challenge [14], one of the
three official challenges in ASRU 2015. A corpus of BBC TV shows
is used, including speech that is mostly British English with a range
of regional accents and audio contents covering a broad range of gen-
res, environments and speaking styles [15]. In particular, the genre
type varies widely from news, debates and weather reports to drama
series, soap operas, comedy shows, documentaries and live sports.
See Section 5 for a more detailed description of the data used for
training and evaluation. These characteristics of the data make diari-
sation in this domain a challenging task, not yet fully covered in the
existing literature, and surely not yet solved. In Section 3 each stage
of the diarisation system is described in detail. It draws on tech-
niques used in [16], with a new Deep Neural Network (DNN)-based
Speech/Non-Speech segmenter.

Following the specifications of the MGB challenge, on top of a
basic speaker diarisation system, a diarisation system with longitu-
dinal linking was developed. The linking is a newly added stage to
the basic diarisation pipeline, described in Section 4. The linking
requires the identification of speakers across multiple episodes of
the same series. The longitudinal constraint requires the incremen-
tal processing of the episodes, where speaker labels for each episode
can be obtained using only material from the episode in question, and
those broadcast earlier in time. Diarisation with linking is a recently
defined task aiming at applications where it may be useful to process
a collection of episodes from the same source. This is a frequent sit-
uation for digital libraries and multimedia archives where it is likely
that some speakers (journalists, actors, frequent guests...) will occur
in several episodes. In such cases, having the same speaker associ-
ated with the same identifier across all the episodes could be very
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convenient for assessing the available audio information. For our in-
cremental linking system, different clustering criteria are compared
with and without retraining of the speaker models in an agglomer-
ative clustering framework. In particular, the cross likelihood ra-
tio (CLR) is used to compute the distance between clusters and the
cluster merging is done either based on this measure or on the dis-
similarity distance measures complete-linkage clustering and single-
linkage clustering. The results of the diarisation system with and
without linking are presented in Section 6 and are very competitive
for the particular multi-genre domain.

A quick overview of the rest of the paper is as follows. Sec-
tion 2 presents the existing litterature on the diarisation with linking
task. Then, the different stages of our basic diarisation system are
described in Section 3, with the linking stage separately discussed in
more details in Section 4. The experimental setup is given in Section
5 including corpus description, system specifications and definition
of evaluation measures. Finally the results of diarisation with and
without linking are reported in Section 6 and the conclusions of the
current work are summarised in Section 7.

2. BACKGROUND WORK ON DIARISATION WITH
LINKING

In the literature, there are different ways of defining and approaching
the diarisation with linking task. Linking can be integrated into the
main diarisation procedure, or it can be seen as an independent step
applied to the output of the diarisation system. Integrating the link-
ing to the main diarisation procedure can be done by simply concate-
nating all the recordings of the data set and then running a standard
speaker diarisation system. This is proposed in [17] and in [18] with
a comparison of different linking architectures, some in batch mode
and some in incremental mode with different permutations. The ex-
periments were conducted on episodes of the English radio show
“The Naked Scientists”. The incremental mode increases the DER
compared with the batch mode and it is shown that it is sensitive to
the order of processing of the episodes. Because of propagation of
errors, the best results were achieved when the episodes were sorted
by increasing DER.

However, such approaches are not practical or even feasible for
larger volumes of data. That is why a two-stage approach has been
proposed where the linking is a complementary stage applied on the
output of the baseline diarisation system. The number of speaker
clusters generated by the main diarisation system is already reduced,
and thus the linking clustering can be applied on them more effi-
ciently. This is the so called “speaker attribution” approach in [19],
where the proposed complete-linkage clustering is evaluated in terms
of cluster purity and cluster coverage to compare Maximum A Poste-
riori (MAP) and joint factor analysis (JFA) speaker models. Focus-
ing on the linking stage, the complete-linkage clustering is further
evaluated in [20] using reference speaker labels as output from the
diarisation stage and it is shown to outperform CLR. The entire two-
stage system of diarisation and linking is finally evaluated on two-
speaker telephone conversations in [21]. That work is the closest to
ours concerning the linking clustering criterion as will be explained
in Section 4. However, their linking is applied in a batch mode and
not incrementally as in our case, and their data corpus is significantly
simpler.

Another multi-stage diarisation with linking system was pre-
sented in [22]. This work was tested on meeting data and compared
different cluster dissimilarity distances for the linking agglomera-
tive clustering stage. The best results were achieved with a two-
way Hotteling t-square statistic as the dissimilarity measure between

two clusters, with the cross-recording DER approaching the within-
recording DER. A more efficient method of linking was proposed
in [23] by segmenting long recordings into smaller chunks, which
deteriorates the DER but scales better to large data sets. In a more
recent work presented in [24], diarisation with linking was applied
on a variety of English TV shows. In that work, further gains were
achieved by imposing the constraint that speakers locally hypothe-
sised to be distinct must not be assigned to the same cluster during
the linking step. Finally, the normalised CLR (NCLR) clustering
for linking was compared with an i-vector based approach in [25].
Comparable performance on the ESTER 2 corpus was achieved.

3. DIARISATION SYSTEM

3.1. Speech/Non speech detection

The first stage of the diarisation pipeline is the speech detection (SD)
stage. The multi-genre broadcast data exhibit a wide range of envi-
ronmental conditions, with various sorts of non-speech in it, such
as music, applause, laughter, transportation sounds, etc. Thus, a
speech/non-speech segmentation front-end has a major impact on
automatic segmentation for such data, and is crucial for the follow-
ing diarisation processing. Since DNN models have been proven to
have high accuracy in classifying speech frames, we explore their
use in speech/non-speech segmentation of the multi-genre broadcast
data. A DNN binary classifier was built to partition the speech signal
into regions of speech and non-speech. The DNN classifier is trained
in a DNN-HMM hybrid configuration with cross-entropy as the ob-
jective function in the back-propagation optimisation. Two softmax
units are used in the output layer corresponding to speech and non-
speech. Posterior probabilities are estimated by the DNN and con-
verted to log-likelihood. Next, frame-wise decisions are made by
Viterbi decoding using 2-state HMMs (speech/non-speech). Further
details on the building of the DNN segmenter are given in “System
Specifications” Section 5.2.

3.2. Speaker Change Point Detection and Speaker clustering to
homogeneous blocks

The next stages are the change point detector (CPD) and an iterative
agglomerative clustering (IAC) stage following the best configura-
tions presented in [16]. The CPD stage finds potential changes in
audio characteristics within each segment using the symmetric diver-
gence (KL2) distance metric between two adjacent sliding windows
of 2 seconds length. The CPD algorithm used finds local maxima
in the divergence distance metric between the sliding windows. A
left to right search of these peaks is then made removing the smaller
of any pairs of neighbouring peaks which occurs within a specified
minimum duration. In [16], it was shown that enforcing a minimum
length constraint of 1 second on the resulting segments reduces the
segment impurity. A full covariance Gaussian is used for each win-
dow and the distance threshold is chosen to over-segment the data.
At this point, silence portions larger than a tunable threshold are dis-
carded and portions of speech between these silences form the new
segments. This internal silence threshold was seen to significantly
affect the missed and false alarm speaker rates as will be further
shown in Section 61.

1Note that all the missed and false alarm rates presented in the paper
are computed over the total speaker time, following the specifications of the
NIST script used for the diarisation evaluation. This distinguishes them from
the usual missed and false alarm speech rates used for ASR which are com-
puted over the total speech time.
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Then, an iterative agglomerative clustering (IAC) scheme sim-
ilar to [26] is applied. A single Gaussian model is built for each
segment and the likelihood change for each potential merge of seg-
ments is calculated. The merge with the smallest likelihood loss is
performed and the statistics are recalculated. This is repeated until
the potential likelihood loss on merging reaches a certain threshold.
These new models are then used to resegment the data using a Viterbi
decode. This whole process is repeated until the segmentation con-
verges or a maximum number of iterations are reached. A Bayesian
information criterion (BIC) criterion [27] was used for both the stop-
ping decision and the ordering of merges, and it updates the statistics
assuming that the data in the cluster has been concatenated. The min-
imum length constraint on the CPD decreased the number of small
segments coming from the CPD stage.This allowed full covariance
models to be used throughout the IAC stage. Finally, silence padding
of 20 frames is added in the beginning and end of each segment to
avoid segment overlaps.

At this point, a segmentation of the data into homogeneous
blocks is achieved. The chosen settings heavily under-cluster the
data during the IAC stage, but provide a reasonable starting point
for the following SID clustering stage.

3.3. SID clustering

An additional agglomerative clustering stage is incorporated which
employs speaker identification (SID) techniques as in [28]. In this
case, a Universal Background Model (UBM) is first trained with a
large amount of audio data. Then, speaker models are derived by
adapting the UBM model’s parameters with speaker speech data. In
particular, a maximum A Posteriori (MAP) adaptation (mean-only)
is applied towards each speaker cluster following the variable-prior
MAP with multiple iterations as described in [16]. Feature warping
as described in [29] using a sliding window of 3 seconds is applied
to help reduce the effect of the acoustic environment. The cross
likelihood ratio (CLR), first defined in [30], is computed between
any two given clusters,

CLR(ci, cj) =
1

Ni
log

L(xi|λj)

L(xi|λUBM)
+

1

Nj
log

L(xj |λi)

L(xj |λUBM)

where L(xi|λj) is the average likelihood per frame of data xi
given the model λj . The pair of clusters with the highest CLR is
merged and a new model is created using all the data in the new
cluster. The process is repeated until the highest CLR is below a
predefined threshold, θCLR .

4. SPEAKER LINKING

The speaker linking in this paper is a new independent stage ap-
plied to the output of the basic diarisation system. The aim of this
stage is to cluster together speakers that are the same across dif-
ferent episodes of the same series. Two different architectures are
implemented in this paper. The first one concatenates all episodes
of each series together and, then, applies a new clustering in a batch
mode. In the second case, a causal relationship is imposed between
the episodes of each series and the linking is done in incremental
mode; speaker labels for each episode can be obtained using only
material from the episode in question, and those broadcast earlier
in time. This longitudinal linking respects the constraints imposed
by the MGB challenge and will be the final result presented in this
work.

For both the batch and incremental mode in linking clustering,
different similarity metrics between speaker clusters are compared.

First, a clustering similar to the one described in Section 3.3 is ap-
plied, this time on the output of the basic diarisation system, with
CLR being the similarity metric between clusters. The same ap-
proach is also tried but without the retraining of new speaker mod-
els after each merge. As argued in [31], the retraining phase may
be viewed as a ‘hard’ decision that is not desirable when conducting
clustering. This is because an erroneous clustering decision will lead
to incorrect new speaker models that are then carried through to the
subsequent stages of clustering and propagate the errors through the
entire linking procedure.

The other clustering techniques that we compared are two hier-
archical clustering methods, complete-linkage clustering and single-
linkage clustering. An overview of such methods can be found in
[32]. In single-linkage clustering , the similarity of two clusters is
the similarity of their most similar members. This single-linkage
merge criterion is local, paying attention solely to the area where the
two clusters come closest to each other. Other, more distant parts of
the cluster and the clusters’ overall structure are not taken into ac-
count. This leads to a “chaining-effect” resulting in elongated clus-
ters. In complete-linkage clustering on the other hand, the similarity
of two clusters is the similarity of their most dissimilar members.
This complete-link merge criterion is non-local; the entire structure
of the clustering can influence merge decisions. This results in a
preference for compact clusters with small diameters over long clus-
ters, but also causes sensitivity to outliers. A single speaker far from
the center can increase diameters of candidate merge clusters dra-
matically and completely change the final clustering.

The cluster distances in complete and single-linkage clustering
are computed based on CLR but transformed to a dissimilarity dis-
tance measure:

Lij =

{
e(−Aij), i 6= j

0, i = j

where Aij are the elements of the upper triangular matrix with the
CLR scores between each cluster pair. In the case of hierarchical
clustering methods, no retraining of the speaker models is involved.
In all cases, the same CLR threshold θCLR as in the previous SID
clustering stage is used as the stopping criterion for the clustering.
The disadvantage of all these methods, however, is that they do not
scale well; they have a time complexity of O(n2), where n is the
number of initial speaker clusters.

5. EXPERIMENTAL SETUP

In this section, a description of the training and evaluation data sets
will be given, as well as some system specifications for the different
parts of the diarisation pipeline where needed. A short description
of the used evaluation measures is included.

5.1. Corpus description

Training data from 7 weeks of BBC output across all TV channels
were made available for the MGB challenge [14]. The provided au-
dio material covers different genres (advice, children shows, com-
edy, competition, documentary, drama, events and news) and a broad
range of environments and speaking styles. The training set includes
493 unique shows and 2193 episodes broadcast in 2008 on 4 BBC
TV channels from April 1st through May 19th representing 1580
hours of raw audio data. The duration of the programmes ranges
from 2.3 minutes to 6.4 hours. Associated transcriptions were pre-
pared from subtitles for the hearing impaired which were re-aligned
with the audio using a lightly supervised approach [33].
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Longitudinal development and evaluation sets were hand-
transcribed. Transcriptions include start and end time-stamps for
each segment as well as the speaker name. The longitudinal devel-
opment set includes 19 episodes from 5 unique shows with different
genres. They were broadcast in 2008, from May 28 through July
27th, representing 12 hours of audio data. Each show include recur-
ring characters. The longitudinal evaluation set includes 19 episodes
from 2 shows, a cooking show and a culture news show. They were
broadcast in 2008 from June 6th through July 25th, representing 14
hours of raw audio data. This paper is primarily evaluated on the
development set. However, the results on the evaluation set of our
submitted system to the MGB challenge are also reported.

5.2. System specifications

For the DNN SD stage, the DNN structure used takes as input 40-
dimensional filter bank features in a window of 55 frames. It has
an input layer with 2200 units, 6 hidden layers, the first with 1000
units and the rest with 200 units, while the output layer has two units
(speech/non speech). Performance with different input context win-
dows was investigated as well as different sizes for the first hidden
layer to make it more expressive for the very long context windows.
The currently employed configuration gave the highest classification
accuracy (see [34]).

Different DNN SD segmenters were built based on different se-
lections on the training data. After the state-level alignment on the
training set of MGB challenge, audio data of states other than si-
lence and short pause inside a segment is used as ‘speech’ data to
train DNN segmenters. As for the ‘non-speech’ data in training, two
schemes are considered. One is to use only audio data of silence
and short pause states inside a segment as ‘non-speech’ data, and the
other is to include the inter-segment non-speech data as well.

The so called “DNN-v1” segmenter was trained using an 100h
subset of the original training set, with Average Word Duration
(AWD) less than 0.7s and Word Matched Error Rate (WMER) less
than 25.0% from lightly supervised alignment. Only intra-segment
silence and short pause were used as non-speech data (38h). This
segmenter was applied on the whole training set, which then went
through another round of lightly supervised decoding (see [33] for
more details on the alignment). Then, with this refined alignment,
two other segmenters “DNN-v3” and “DNN-v4” were trained using
a 209h subset, with AWD between 0.165s and 0.66s and Phone
Matched Error Rate (PMER) equal to 0.0 from lightly supervised
alignment. “DNN-v3” employed the first scheme of non-speech data
keeping only intra-segment silence and short pause non-speech data
(37h), while “DNN-v4” employed the second scheme of non-speech
data (313h), including inter-segment non-speech data from the 209h
subset and adding it to the intra-segment non-speech data from the
whole training corpus.

The UBM used for the SID clustering step was built using an
100h subset of the training set. This is the same subset used for the
“DNN-v1” segmenter described earlier in the section. A speaker-
independent (SI) UBM GMM model with 1024 mixture components
was trained on this set. Each component corresponded to a 24-
dimensional front-end feature vector, consisting of 12 PLP coeffi-
cients appended with the delta coefficients.

5.3. Evaluation measures

The performance of our systems is evaluated in terms of DER for the
diarisation system. As explained in [35], a system hypothesises a set
of speaker segments each of which consists of a (relative) speaker

ID label and the corresponding start and end times. This is scored
against reference “ground-truth” speaker segmentation. Since the
hypothesis speaker labels are relative, they must be matched appro-
priately to the true speaker names in the reference. To accomplish
this, a one-to-one mapping of the reference speaker IDs to the hy-
pothesis speaker IDs is performed so as to maximise the total overlap
of the reference and (corresponding) mapped hypothesis speakers.
Speaker diarisation performance is then expressed in terms of the
miss (MS: speaker in reference but not in hypothesis), false alarm
(FA: speaker in hypothesis but not in reference), and speaker-error
(SpkE: mapped reference speaker is not the same as the hypothe-
sised speaker) rates. The overall DER is the sum of these three com-
ponents2. To assess the impact of speaker linking on the diarisation
systems, a within-episode and a cross-episode DER are computed.
The within-episode DER is the standard DER used for a diarisation
system without linking. To compute the cross-episode DER, the ref-
erences of all episodes of a series are concatenated and the within-
episode speaker identifiers are replaced by unique speaker identifiers
across the series. Then, the same algorithm to compute the DER is
performed considering now each series as a single episode.

6. RESULTS

In this section, the results on the MGB longitudinal development
set (MGB Long dev set) are presented, as well as the results on the
MGB longitudinal evaluation set of our primary system submitted to
MGB challenge. First, the three segmenters presented in Section 5.2,
followed by the next diarisation stages were used in the basic diarisa-
tion pipeline and tested on MGB Long dev set. Table 1 presents the
DER scores for different system configurations. The column “Insil”
presents the internal silence threshold in number of frames; silence
portions longer than this threshold are discarded and the current seg-
ment is cut into two new segments. The three components that con-
stitute the DER are also presented: Missed Speaker Rate (MS), FA
Speaker Rate (FA) and Speaker Error (SpkE). All presented results
are after feature warping is applied (see Section 3.3) which improved
the DER score by about 17% relative. From this table, it can be seen
that the lowest DER score is achieved when using the “DNN-v4”
segmenter with internal silence no longer than 30 frames. Also note
that the threshold for the SID clustering for all the presented results
was experimentally set to θCLR = 0.2.

S/NSseg InSil nSeg DER
MS FA SpkE Total

DNN-v1 50 7826 6.4 1.7 30.4 38.48
40 8714 6.8 1.5 - -
30 9977 7.3 1.4 33.9 42.60

DNN-v4 50 7307 5.5 1.0 34.4 40.87
40 8129 5.8 1.0 32.5 39.26
30 9150 6.1 0.9 30.6 37.48

DNN-v3 50 7829 4.7 2.8 31.8 39.38
40 8740 5.1 2.5 35.4 43.05
30 9972 5.5 2.1 33.0 40.61

Table 1. DER(%) scores on MGB Long dev set

Another observation from Table 1 is that the internal silence
threshold is a parameter that significantly influences the result of

2A complete description of the evaluation measure and scoring software
implementing it can be found at http://nist.gov/speech/tests/rt/rt2004/fall
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Fig. 1. Miss and FA speaker rates for different internal silence
thresholds on the “DNN-v1” segmenter

the segmentation of the audio to homogeneous blocks and, thus,
the following clustering stage of the diarisation pipeline. The lower
the internal silence threshold, the greater the number of segments
and, consequently, the shorter the average segment duration. Ideally,
having more segments should avoid propagation of clustering errors
from the first diarisation stages and retain the possibility to cluster
them correctly in the next diarisation steps. We tested the “DNN-v1”
segmenter for values of internal silence threshold varying from 10 to
100 frames with a step of 10 frames, as can be seen in Figure 1. The
more segments we have (i.e. the lower the silence threshold), the
lower the FA speaker rate, but the higher the Miss speaker rate. The
operating points that were found to work better for the diarisation
task were the ones with internal silence thresholds 30 to 50 which
were, thus, chosen to be presented in Table 1.

Trying to further analyse the presented results, for each DNN
segmenter we chose the configuration giving the lowest DER and
we present it in Table 2 along with the Ideal DER score, as well
as the Word Error Error (WER) when using the segmenters under
question to an automatic speech recognition (ASR) system. It is in-
teresting to observe that the segmenter that gives the lowest DER
(“DNN-v4” with 30 frames internal silence threshold) also gives the
lowest Ideal DER and WER scores. This warrants some further anal-
ysis. Concerning the WER scores, the ASR system used is an HTK
speaker independent sequence-trained DNN hybrid system trained
on the original MGB training set with a 64k 4-gram language model
run with fast decoding settings and confusion network output [34].

The three compared DNN segmenters in the lower block of Ta-
ble 2 produce different WER in spite of presenting similar Miss and
FA Speaker rates. This is due to a different partition of the audio sig-
nal, reinforced by a different detection of points of change of audio
characteristics in the signal by the CPD stage and different clustering
to homogeneous blocks by the IAC stage. The difference in homo-
geneity of the output audio blocks of the first stages of the diarisation
pipeline is also, and most clearly, shown by the differences in Ideal
DER. Substracting the Miss and False Alarm Speaker rates from the
Ideal DER gives us the Ideal Speaker Error which is a direct mea-
sure of the homogeneity of the generated segments. If the segments
were perfectly homogeneous, they should be able to be clustered
with Ideal Speaker error equal to 0.0. This is not the case, but the
system with the lowest DER has also the lowest Ideal DER and Ideal
Speaker Error. Note, finally, that there is a correlation between the
Ideal DER and the number of segments; the more segments we have,
the lowest the Ideal DER is. This is because more and smaller seg-
ments are more probable to be homogeneous.

In Table 2, the DNN segmenters are also compared with the

S/NSseg InSil nSeg MS+FA DER WER
Actual Ideal

MGBbase - 13859 12.7 46.78 - 36.6
CamRT-04 - 6280 18.2 - - 34.3
DNN-v1 50 7826 8.1 38.48 11.92 27.8
DNN-v4 30 9150 7.0 37.48 9.90 27.0
DNN-v3 50 7829 7.5 39.38 11.81 27.6

Table 2. Comparison of different segmenters on MGB Long dev set

Cambridge RT-04 segmenter (”CamRT-04”) segmenter and the base-
line segmenter provided by the MGB challenge (“MGBbase”). The
Cambridge RT-04 segmenter was originally tuned for US English
Broadcast News (BN) and used in HTK 2003 BN system [36]. This
segmenter was aimed for ASR and that is why it was not further
tested for the diarisation task. It reveals, however, the difficulty of
the segmentation task on the multi-genre data. This is also supported
by the WER and DER scores of the baseline MGB segmenter and
diarisation system (“MGBbase”) which are significantly worse than
our systems.

The muti-genre nature of the presented diarisation task makes
it worthwhile having a more detailed analysis of the resulting DER.
The DER scores per genre for the “DNN-v4” system with 30 frames
internal silence threshold are reported in Table 3. Each series of
the dev set correspond to a different genre. It can be seen that the
DER varies from 13% to 78%. These results reveal more clearly the
difficulty of the data that we are handling in this paper.

series DER
MS FA SpkE Total

sci-fi tv-drama 12.7 1.1 64.38 78.16
sitcom 8.2 1.1 51.90 61.15
documentary 1.9 0.2 10.82 12.90
tv-drama 6.4 1.0 16.27 23.70
sports 5.7 1.6 39.85 47.13
Overall 6.1 0.9 30.6 37.48

Table 3. DER scores per genre on MGB Long dev set for the “DNN-
v4” system

Last but not least, the results of diarisation with longitudinal
linking are presented in Table 4 on our best diarisation system
“DNN-v4” from Table 1 (with 30 frames internal silence threshold).
In this table, both the within-episode (NoLinkDER) and the cross-
episode DER (LinkDER) are presented. The first row corresponds
to the basic diarisation system before applying the linking stage.
The rest of the table reports the results of linking in an incremen-
tal mode for the different clustering criteria presented in Section
4. The first system uses CLR for clustering with retraining of the
merged speaker models (“CLR”), while the retraining stage is re-
moved in the second system (“CLR-noR”). Comparing these two
rows, it is observed that removing the retraining step improves the
DER scores both in linking and non-linking scoring mode. Then,
longitudinal linking with complete-linkage clustering (“CLC”) and
single-linkage clustering (“SLC”) are performed. “SLC” gives the
higher DER, probably because of the chaining effect explained in
Section 4. On the other hand, “CLC” gives the lowest within-
episode and cross-episode DER compared with the other systems
with longitudinal linking. This is our primary system submitted to
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the MGB challenge.

Link nSpk DER
NoLink Link NoLink Link

- 640 640 37.48 -
CLR 487 389 39.20 44.35
CLR-noR 533 426 38.91 43.85
CLC 599 473 37.89 42.72
SLC 455 378 46.42 51.03

Table 4. Longitudinal linking: DER scores within-episode (No-
LinkDER) and cross-episode (LinkDER) on MGB Long dev set for
the “DNN-v4” system

The next table (Table 5) presents a comparison of the diarisation
systems with linking in batch (“Batch”) and in incremental mode
(“Longitudinal”). The CLC is chosen as the linking clustering metric
as it was shown to outperform the other metrics for the longitudinal
linking in Table 4. It also outperforms the other metrics for linking
in batch mode, although these experiments are not further presented
in this paper as the main focus is the linking with the longitudinal
constraint, respecting the MGB challenge specifications. Linking in
incremental mode is expected to deteriorate the DER compared to
the linking in batch mode because of plausible propagation of clus-
tering errors across episodes. This is indeed observed in Table 5,
although the difference between the two modes is only 0.02% rela-
tive.

CLC Link nSpk DER
NoLink Link NoLink Link

Longitudinal 599 473 37.89 42.72
Batch 636 532 37.55 42.07

Table 5. Longitudinal vs batch linking: DER scores within-episode
(NoLinkDER) and cross-episode (LinkDER) on MGB Long dev set
for the “DNN-v4” system

Table 6 briefly presents the results of our primary system
(“DNN-v4” with CLC linking) submitted to MGB challenge and
tested on the MGB longitudinal evaluation set. The DER scores on
both series of the evaluation set are presented. It should be noted
that these series are of different genre than the ones included on
the development set used to tune the system. They also include
more episodes (11 and 8 episodes while in the development set the
maximum number of episodes per series was 6). This is an extra
difficulty for the longitudinal linking because the more episodes we
have, the bigger the risk of clustering error propagation from one
to the other. The linking indeed degrades the DER by about 7%
absolute (compared to 5% absolute in the dev set). This is con-
sistent for both series and for the overall cross-episode DER score
(LinkDER). The overall scores are the lowest achieved among the
participants of the MGB challenge, both in terms of within-episode
and cross-episode DER.

A final observation can be made on the number of speakers iden-
tified by the systems in Table 4. Our primary system (“DNN-v4”
with CLC linking) results in more speakers (473 speakers) than the
reference (351 speakers) even after the linking stage (see Column
“LinkSpk”). As mentioned earlier, the stopping criterion for the link-
ing clustering was θCLR = 0.2, kept the same as for the SID cluster-
ing. It was found, though, that changing this value to θCLR = 0.15

Series NoLinkDER LinkDER
competitive cuisine show 44.59 51.92
culture show 33.07 40.21
Overall 40.2 47.46

Table 6. DER scores within-episode and cross-episode for the sys-
tem “DNN-v4” with CLC linking on MGB Long eval set

does not influence the DER scores, but drops the speaker number to
384, which is very close to the real number of reference speakers.

7. CONCLUSIONS

This paper presented a diarisation system augmented with a longi-
tudinal linking stage, and applied to the difficult domain of multi-
genre data. Each part of the system was detailed with a focus on a
new DNN-based speech segmenter and on the longitudinal linking
stage. Different DNN segmenters were compared and the best oper-
ating points were found. A further analysis of the homogeneity of the
segments produced by each segmenter was also attempted. For the
longitudinal linking, different clustering metrics were presented with
complete-linkage clustering outperforming the rest. Results were re-
ported for the basic diarisation system and for the diarisation with
linking on the MGB longitudinal development set. The best of these
systems with longitudinal linking was our primary submission to the
MGB challenge and achieved the lowest within-episode and cross-
episode DERs on the MGB evaluation set.
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