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Abstract—On a system that captures spoken dialog, users
often use out-of-domain utterances to the system. The speech
recognition component in the dialog system cannot correctly
recognize such utterances, which causes fatal errors. This paper
proposes a method to verify whether utterances are in-domain
or out-of-domain. The proposed method trains systems with two
language models: one that can accept both in-domain and out-of-
domain utterances and the other that can accept only in-domain
utterances. These models are installed into two speech recognition
systems. A comparison of the recognizers’ outputs provides a
good verification of utterances. We installed our method in a
hospital appointment system and evaluated it. The experimental
results showed that the proposed method worked well.

I. INTRODUCTION

Recently, several researchers have reported the development
of numerous spoken dialog systems and human-machine inter-
action systems with speech interface. However, these systems
are not widely used by the general public. One reason for this
is that these systems cannot respond adequately to irrelevant
humans utterances, because the systems accept only rule-based
utterances.

While developing a spoken dialog system, we did not simply
use the output from an automatic speech recognition (ASR)
system, instead ensured addressing the speech recognition
problem. Further, when developing a dialog system that can
accept spontaneous utterances, we have to consider redundant
utterances, which are irrelevant to the system domain. In
addition to this consideration, spontaneous speech includes
many filled pauses and has various expressions. Therefore,
it is difficult for an ASR system to correctly recognize and
understand an utterance.

For solving this problem, using a grammar-based language
model in an ASR system enables high-performance speech
recognition of utterances that fit into the grammar. However,
the ASR system with the grammar model cannot accept utter-
ances that do not fit into the grammar. Often, the utterances
that do not match the grammar include out-of-vocabulary
(OOV) words that are not listed in the ASR dictionary. It is
well-known that these OOV words denigrate the usability of
spoken dialog systems.

Therefore, to improve the usability of a spoken dialog
system, it is very important to correctly reject redundant (out-
of-domain) utterances that are not related to the domain of the
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system.

Many approaches have been proposed to verify in-domain
and out-of-domain utterances. Komatani et al. [1] was able to
achieve this verification using a weighted finite state transducer
(WFST). This method could judge outputs of an ASR system
by comparing it to the acceptable grammar. Wilpon et al. [2]
proposed an acoustic method. This method trained acoustic
models with out-of-domain keywords and non-voice sounds,
enabling the model to determine if an utterance is in-domain or
out-of-domain. In addition, judgment techniques using support
vector machines (SVMs) [3] and confidence measures attached
to each word of speech recognition result [4], [5] were also
reported.

However, in these researches, the confidence measure based
method that requires sufficient training data for building
language and acoustic models that are appropriate for each
domain of the systems are accepted. Therefore, it is necessary
to prepare the training data by recording simulated speech for
acoustic modeling and transcriptions for language modeling.
In addition, machine learning methods require positive and
negative data for training. As described above, the previous
research proposals were costly to implement, creating an
obstacle for developing a spoken dialog system.

Thus, this paper proposes an utterance verification method
that determines if the utterance is in-domain or out-of-domain
by incorporating irrelevant words into a language model. These
words are called “garbage words” in this paper.

Furthermore, our method uses two ASR systems that im-
prove the performance of the verification process. An utterance
verification method using two ASR systems has been proposed
by other researchers [6]. Hockey et al. used ASR systems with
a grammar-based language model and a class-based statistical
language model. Our proposed method has the characteristics
of the ASR systems, both of supporting a grammar-based
language model and using garbage words as input.

The method we proposed required building a language
model for rejecting out-of-domain utterances. However, this
effort is very simple and did not add significantly to the cost of
building the model. Furthermore, an advantage of the proposed
method is that it works well in a grammar-based language
model. A grammar-based language model is easily built from
utterance patterns, which are acceptable to a spoken dialog
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Fig. 1. Module configuration diagram of the hospital appointment system.

system, rather than a statistical language model.

We used two ASR systems: one that has a grammar-based
language model with garbage words that can handle out-of-
domain utterances, and the other that has a grammar-based
language model that can accept only in-domain utterances. By
comparing the resulting outputs from both the ASR systems,
we can reliably verify whether the utterances are in-domain
or out-of-domain.

Our method was tested on a hospital appointment system
with a speech recognition interface, which is one kind of
spoken dialog system. This system has been installed in a real
hospital and it is used for daily activities, such as booking
medical treatments. The experimental results showed that our
method worked well for verifying utterances: the acceptance
rate of in-domain utterances was 91.2% and the rejection rate
of out-of-domain utterances was 91.3%.

II. HOSPITAL APPOINTMENT SYSTEM
A. Module Composition

The configuration of the hospital appointment system is
shown in Fig. 1. The system is composed of the following
four modules:

1) Patient information database

2) Kikimimi interface [7] and ASR system
3) Information management module

4) SQL generating module

1) The Patient Information Database: We used PostgreSQL
as the database server. The types of patient information stored
in the database are as follows:

o Patient’s ID

« Patient’s name

o Pronunciation of the name

« Birthday

o Medical staff member’s name

o Disease name

o History of medical care

« Appointment date and time

It is important to note that the system is used only in the
department of rehabilitation. Hence, the items stored in the
database of this department might be different from that stored
in the database of another department or hospital.

2) The Kikimimi interface: The Kikimimi interface is a
core module of the system. It was implemented using a
speech recognition system. It captures an utterance from the
operator, and then based on the result of the ASR component,
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it generates in the SQL generating module the SQL code that
is needed to access to the database.

Whenever a patient asks the operator to book the next
medical treatment, the operator confirms the patient’s name
and date and time of the appointment. For example, a patient
says “My name is Mitsuru Takaoka,” and then the operator
repeats the name “You are Mr. Takaoka, aren’t you?” The
Kikimimi interface captures the voice of the operator. The list
of patients’names, which includes “Takaoka,” is displayed on
the touch panel. The operator can see detailed information
about Mr. Takaoka when he or she touches that name in the
list.

If patient’s name does not display on the list due to ASR
errors, the operator does not need to panic. He or she simply
inputs the patient’s name using the software keyboard or the
physical keyboard. In addition, the Kikimimi interface is used
as a normal speech interface; in other words, the operator can
talk directly to the system.

3) The Information management module and the SQL gen-
erating module: These modules control the operation of the
appointment system. The main functions of these modules are
post-processing of the output from the ASR system, changing
the image displayed by the graphical user interface (GUI),
decoding touch operations from the operator, and displaying
the results of the SQL query to the database based on the ASR
output.

The SQL generating module generates SQL to query the
database.

B. What can the appointment system do?

The system can implement the process as follows:

Search for patient information

Add patient information to the database

Change patient information

Delete patient information

Book medical treatment for a patient (creating, changing,

or deleting an appointment)

When the operator searches for the patient’s information, he or
she inputs the patient’s name to the system using the Kikimimi
interface, the software keyboard, or the physical keyboard.
Moreover, the operator can change or delete the patient’s
information using a touch operation or a keyboard.

The operator books medical treatments using touch op-
erations on the Kikimimi interface after searching for the
patient’s name. The Kikimimi interface can extract date and
time information from the words uttered by the operator.

In this manner, the operator can easily perform booking
operations.

The system has primarily two modes. One is the patient
information search mode (main screen), and the other is the
medical treatment booking mode. Figs. 2 and 3 show examples
of the patient information search mode screen and the medical
treatment booking mode screen, respectively.

The process of booking treatment for a patient can be
explained as follows. First, using the patient information
search mode screen shown in Fig. 2, the operator searches
the patient’s name using the Kikimimi interface, software key-
board, or physical keyboard. If the operator has had a dialog
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Fig. 3. Screen used for medical treatment booking.

with the patient, a list of patient names is displayed on the
touch screen panal, because the Kikimimi interface captured
the operator’s speech and extracted a list of candidates that
match or are similar to the patient’s name using the ASR
system. Then, the operator touches the patient’s name on the
screen to display the patient’s information. If the patient’s
name is not in the list because of speech recognition errors, the
operator inputs the patient’s name using a software keyboard.

After selecting the patient, the operator touches the button to
change to the main screen to the medical treatment booking
mode (Fig. 3). This screen displays booking tables that are
prepared for each medical staff member. The booking is fin-
ished by touching any cell. The Kikimimi interface is available
for the booking mode. For example, when the operator says
“Would you like to book at 10 o’clock on 10th of next
month?,” the keywords “next month,” “10th,” and “10 o’clock”
are displayed on the window that displays choices for booking
a date and time. The cell containing “10th next month, 10:00”
is easily displayed on the screen by touching these keywords.
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C. ASR system

For the ASR system, we used a large vocabulary speech
recognition engine, called Julius[8], which is available as open
source software and is widely used in Japanese spoken dialog
systems.

Julius has two types of recognition dictionaries and lan-
guage models. When searching for a patient’s name, Julius
uses the language model and recognition dictionary that are
customized to recognize patient names. Otherwise, when
booking medical treatments, Julius uses the language model
and dictionary that recognize dates and times.

Acoustic models, which are phoneme-based hidden Markov
model (HMM) that have been trained using 25-dimension
feature vectors' of training speech data, are commonly used
in the two speech recognition systems.

The dictionary for recognizing a patient’s name is automati-
cally generated using the patient’s name and its pronunciations
that have been stored in the database. Whenever a new
patient’s information is stored into the database, the dictionary
is dynamically rebuilt.

The Kikimimi interface recognizes only the patient’s name,
medical staff member’s name, date, and time. If the op-
erator speaks sentences that are not related to name, date,
and time (out-of-domain utterances), then speech recognition
errors might occur. To prevent speech recognition errors, we
introduced an utterance verification method that can reject out-
of-domain utterances.

III. UTTERANCE VERIFICATION
A. Outline

Our utterance verification technique uses two ASR systems.

One is based on a context free grammar (CFG) language
model that includes garbage words and in-domain keywords.
This system contains rules that can accept in-domain and out-
of-domain utterances. In particular, out-of-domain utterances
are checked for acoustic likelihood by the ASR system using a
rule that is based on a sequence of garbage words (it is called
a “garbage rule” in this paper). The other ASR system also
uses CFG-based language model; however, it can accept only
in-domain utterances.

Fig. 4 shows our idea of utterance verification using two
ASR systems. If an in-domain utterance is inputted to the ASR
systems, both the ASR systems might output results that have
a higher rate of correct transcriptions. However, because one
ASR system uses rules with garbage words, a handful of words
in the transcription generated by this system might be different
from those generated by the ASR system that does not use
garbage rules. Nevertheless, these transcriptions can be similar.

On the other hand, if an out-of-domain utterance is inputted
to the ASR systems, the system with the garbage rules outputs
a sequence of garbage words; whereas, the system without the
garbage rules is forced to use acceptable rules of in-domain
utterances to interpret out-of-domain utterances. As a result,
the utterance is transcribed to a word sequence, but this has
a completely different meaning from the original utterance. It

'A feature vector contains 12 dim. of MFCC, 12 dim. of AMFCC and
Apower.
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Fig. 5. An example of grammar-based rules.

should be noted that those two sequences are very different
from each other, unlike the case of the in-domain utterance.
This feature is useful to reject out-of-domain utterances.

B. Language modeling with garbage rules

The language model for recognizing speech uttered by the
hospital appointment system operator is very simple. The
operator just says a simple confirmation, such as “You are
Mr.Takaoka, right?”

Therefore, the CFG-based language modeling should be
sensitive enough to recognize these utterances even if a
statistical language model, such as N-gram, is not used.
The grammar-based model does not require many training
sentences for modeling, but some utterance patterns of the
operators are needed. These patterns are represented as a
sequence of class-based symbols, which contain the first and
last names of patients and other data.

We defined a special class named garbage class that corre-
spond to garbage words. As shown in Fig. 5, a rule that accepts
out-of-domain utterances is denoted as a sequence consisting
of an arbitrary number of garbage words. However, in this
paper, we specified a maximum of three garbage classes used
by a rule for detecting out-of-domain utterances, because a
user’s utterances is not very long in duration. A method used
to select garbage words is described in the next session.

utterance
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C. Selecting garbage words

Garbage words should be selected to include as many
utterances as possible. Therefore, garbage words that have a
wide variety of pronunciations are preferable.

For garbage words, we chose words that are frequently used
in daily conversation. The words are selected from transcripts
of simulated lectures included in the Corpus of Spontaneous
Japanese (CSJ) [9]. The simulated lectures were recorded by
several speakers talking about daily happenings.

We registered 286 of the most frequently used words from
the CSJ in the garbage class, although we examined various
words that are used with the highest frequency in the hospital
appointment domain.

D. Verification using two speech recognition systems

Fig. 6 shows an utterance verification procedure using two
speech recognition systems. Our utterance verification was
performed in two stages. In the first stage, the utterance was
recognized by both the ASR systems. And then, two types
of discriminators check whether the utterance is in-domain or
out-of-domain.

A judgment is made in the next stage based on the results of
the previous stage. If the two discriminators output the same
judgment, then final verification is clear. However, if there are
different judgments from the two discriminators, an additional
discrimination is performed to decide the final verification.

1) Acoustic likelihood-based discriminator: One of the dis-
criminators is based on acoustic likelihoods derived from the
two ASR systems. The acoustic likelihood-based discriminator
(ALD) is expressed by the following equations:

Score; = log p(X|Wypskey) (1)

Scorey = log p(X|Whey) @

{ Score; — Scores > Ty (out-of-domain) 3)

< Ts (in-domain)

where Score; is an acoustic likelihood from an ASR system
with garbage rules and Scores is an acoustic likelihood from
the other system without garbage rules. If the difference
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Fig. 7. Example of an edit distance based discrimination.

between Score; and Scores is less than the threshold Ty,
the inputted utterance is identified as in-domain. Otherwise, if
the difference is equal to or greater than 7T, the utterance is
identified as out-of-domain.

2) Edit distance-based discriminator: The edit (Leven-
shtein) distance [10] is a metric used for measuring the amount
of difference between two strings. This unit of measurement is
widely used in the field of spoken language processing such as
spoken term detection (STD) [11]. In this paper, a comparison
of these measurements is used to verify the utterance in the
other discriminator.

Fig. 7 shows an example of an edit distance-based discrimi-
nator (EDD). The transcription of an ASR system is translated
into phoneme sequences that equals to its pronunciation. The
discrimination is performed by the following rule:

“

edit distance > 17, (out-of-domain)
< T7, (in-domain)

A phoneme-based edit distance is normalized by the length of
the phoneme sequence derived from each ASR system. There-
fore, two normalized edit distances are obtained, of which
this paper adopts the larger one. If a normalized edit distance
between two phoneme sequences created by recognizing an
inputted utterance is equal to or less than a threshold 77, then
the discriminator judges the utterance as in-domain. On the
other hand, if the edit distance is higher than 77, then the
utterance is determined as out-of-domain.

3) Final discrimination: The second stage shown in Fig. 6
judges the final discrimination of the utterance. If the two
discriminators output the same judgment in the first stage,
it is adopted as the final verification. However, if there are
different judgments from the two discriminators, an additional
discrimination is performed using new thresholds: 17, _qccept
and T7,_,cject- These thresholds are applied to the edit dis-
tance. A discrimination rule is described as follows:

ALD: out-of-domain and EDD: in-domain
in this case, we set a new threshold 77, _gccept DY
lowering the threshold 77,. This prevents the rejection
of in-domain utterance.
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ALD: in-domain and EDD: out-of-domain
in this case, we set the threshold T7_,¢jecct Dy
raising 77,. This prevents an out-of-domain utterance
from being falsely accepted.

IV. VERIFICATION EXPERIMENT
A. Experimental setup

We prepared 353 in-domain utterances and 298 out-of-
domain utterances as our evaluation data. These utterances
were recorded under a situation in which three system opera-
tors conversed with a patient on a simulated treatment booking
task. The system can accept 2,000 patient names in this task.

Each threshold was set as follows:

e T can vary from 0 to 50, changing 5 steps.

o T can vary from 0.1 to 0.9, changing 0.1 steps.

o Tr_qccept 1s set to Ty, /2.

. TL—reject is set to (1 — TL)/2 +1T7.

Tr—accept and T7,_rejece Were empirically determined in this
paper.

To confirm the effectiveness of our utterance verification, we
performed a confidence measure-based verification [12]. This
method is very simple. If a confidence measure of an utterance
is lower than a threshold, the utterance is rejected as out-of-
domain. The confidence measure is calculated by averaging
all confidence scores attached to each word. The Julius ASR
system can attach a confidence score to each word.

The evaluation metrics used for verification are “acceptance
rate” for in-domain utterances and “rejection rate” for out-of-
domain utterances. These are calculated by following equa-
tions:

# of accepted in-domain utterances

Acceptance rate = - -
P # of in-domain utterances

x100 [%] (5)

# of rejected out-of-domain utterances

Rejection rate = -
! # of out-of-domain utterances

100 [%] (6)

B. Experimental results

Fig. 8 shows the acceptance and rejection rates for the
evaluation data using the confidence measure-based utterance
verification. When the confidence measure is 0.7, the accep-
tance rate for in-domain and rejection rate for out-of-domain
are 72.8% and 74.2%, respectively.

On the other hand, Figs. 9 and 10 show the evaluation
results for in-domain and out-of-domain utterances when the
thresholds 77, and T’s vary. T is the threshold of the differ-
ence between the acoustic likelihoods of the ASR systems,
and 77, is the threshold of the edit distance. Therefore, in-
domain utterances are likely to be falsely rejected when both
the thresholds are set low. Of course, there is a trade-off
between acceptance and rejection.

All utterances must be correctly verified to prevent the
appointment system from performing false operations. There-
fore, when we consider the trade-off, the best acceptance and
rejection rates are 91.2% and 91.3%, respectively, under the
conditions, of T's = 5 and T, = 0.6.
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Fig. 9. Acceptance rates for in-domain utterances evaluated by the proposed
method on the medical treatment booking task.

Compared with the confidence measure-based verification,
these rates were drastically improved. Although our verifica-
tion method is very simple, it performed utterance verification
very accurately in the hospital appointment system that is used
for daily activities at a real hospital.

V. CONCLUSION

In this paper, we proposed an utterance verification method
to prevent human-machine interaction system with a speech
recognition interface from misinterpreting out-of-domain utter-
ances. Our technique is very simple, easily implemented with
a grammar-based language model, and effective for verifying
utterances.

Our method uses garbage rules (words) and discriminators
based on the output of two ASR systems. The method was
installed in a hospital appointment system with the Kikimimi
interface and the verification performance was evaluated using
an in-domain and out-of-domain utterance set. The experi-
mental results showed that our method worked better than a
verification method based on confidence measure.

However, there are some problems in the proposed method:
how to select garbage words, how to set the thresholds, and so
on. Therefore, in future works, we will address these problems.
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Acceptance and rejection rates using confidence measure-based
verification on the medical treatment booking task. All utterances are rejected
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Fig. 10.  Rejection rates for out-of-domain utterances evaluated by the
proposed method on the medical treatment booking task.
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