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ABSTRACT

We propose a novel method of extractive summarization of lecture

speech based on unsupervised learning of its rhetorical structure. We

present empirical evidence showing that rhetorical structure is the

underlying semantics which is then rendered in linguistic and acous-

tic/prosodic forms in lecture speech. We present a first thorough

investigation of the relative contribution of linguistic versus acous-

tic features and show that, at least for lecture speech, what is said is

more important than how it is said. We base our experiments on con-

ference speeches and corresponding presentation slides as the latter

is a faithful description of the rhetorical structure of the former. We

find that discourse features from broadcast news are not applicable

to lecture speech. By using rhetorical structure information in our

summarizer, its performance reaches 67.87% ROUGE-L F-measure

at 30% compression, surpassing all previously reported results. The

performance is also superior to the 66.47% ROUGE-L F-measure of

baseline summarization performance without rhetorical information.

We also show that, despite a 29.7% character error rate in speech

recognition, extractive summarization performs relatively well, un-

derlining the fact that spontaneity in lecture speech does not affect

the central meaning of lecture speech.

Index Terms— Speech Summarization, Lecture Speech,

Rhetorical Information

1. INTRODUCTION

Automatic summarization of lecture speech is a useful tool

for education, research, and personal interests. Research ef-

forts in summarizing lecture speech are still limited today

[1, 2], while broadcast news summarization has been a ma-

jor focus in this area[3, 4, 5, 6, 7, 8]. We argue that since

lecture speech is different from broadcast news stylistically,

its rhetorical structure is also different, as is manifested in the

outlines of presentation slides associated with lecture speech.

It has been shown in previous work that news speech sum-

marization relies more on structure features than on lexical

features[9]. It remains as an open question whether systems

trained to summarize broadcast news are directly applicable

to lecture speech. There has been an extensive amount of

work in modeling discourse structures by using prosodic and

acoustic features[10, 11]. Indeed, it has been argued that

while rhetorical structure is the underlying message in lec-

ture speech, both acoustic speech and lexical linguistics are

representations of this message. We seek to show that lex-

ical linguistics and acoustic speech are intertwined and are

direct renditions of rhetorical structure. We propose that lec-

ture summarization performance can benefit from modeling

rhetorical structure explicitly. We also note that lecture speech

is planned but also contains a certain amount of spontane-

ity. It is interesting to know whether this places a particular

stringent demand on speaker-independent automatic speech

recognition systems.

This paper is organized as follows: Section 2 describes

our motivation and methodology in modeling rhetorical struc-

tures in lecture speech. Section 3 outlines the acoustic/prosodic,

lexical, discourse characteristics of lecture speech, and de-

picts our extractive summarizer. In section 4 we describe the

corpus and our lecture speech recognition system for auto-

matic transcription, and then describe the experiments and re-

sults. We finally conclude in Section 5.

2. RHETORICAL STRUCTURE CHARACTERISTICS
IN LECTURE SPEECH

Unlike conversational speech, lectures and presentations are

planned speech. Like all planned speech, lecture speakers fol-

low a relatively rigid rhetorical structure: s/he starts with an

overview of the topic to be presented, followed by the actual

content with more detailed descriptions, and then concludes

at the end. According to rhetorical structure theory[12], these

are elements of a text plan. In this paper, we envision the text

plan of lecture speech to be as illustrated in Figure 1.

In 2003, we first propose using Hidden Markov models

to model rhetorical structure in a text summarization task[13,

14]. Considering that humans tend to segment presentations

into introduction, content, and conclusion sections, [15] pro-

poses a summarization method based on this rhetorical struc-
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Fig. 1. Text plan of lecture speech

Fig. 2. Extractive Summarization of Lecture Speech with Rhetori-

cal Structure Modeling

ture characteristic. They estimate the introduction and con-

clusion section boundaries based on the Hearst method[16].

Many linguists believe that speech acoustics contribute

to rhetorical and discourse structure. [11] provide empiri-

cal evidence that discourses can be segmented reliably, and

that acoustic features are used by speakers to convey linguis-

tic structure at the discourse level in English domain. Like-

wise, in our work, we assume that correlation between acous-

tic features and discourse structure exists in Mandarin lecture

speech, and that we may use the acoustic features for extract-

ing the discourse structure.

Since lecture speeches are mostly based on presentation

slides with main gisting points, rather than read from a script,

the content and format of the presentation slides is a faith-

ful representation of the rhetorical structure of lecture speech.

In our work, we use PCA projection of all acoustic/phonetic,

lexical, and discourse features of lecture speech render the

Fig. 3. All feature vectors in the training data and conclusion

Fig. 4. All feature vectors in the test data and conclusion

underlying rhetorical structure. PCA reduces the multidimen-

sional feature vectors to two dimensions by finding the or-

thogonal vectors that best represent all the features. The PCA

transformation is given by equation 1. Figure 3 and Figure 4

are visualizations of the rhetorical structure of lecture speech.

Y T = XT W = V
∑

W T (1)

Where
∑

WT is the singular value decomposition (SV D)

of XT .

3. EXTRACTIVE SUMMARIZATION OF LECTURE
SPEECH

We consider extractive summarization as a binary classifica-

tion problem; that is to say, we predict whether each sentence
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of the lecture speech should be in a summary or not. We

use Radial Basis Function(RBF) kernel for constructing SVM

classifier as in [17].

3.1. Acoustic/Phonetic Features of Lecture Speech

There is a large amount of previous work seeking to demon-

strate that acoustic prosodic profile of speech closely models

its discourse or rhetorical structure[18, 19, 10, 11]. [20] sug-

gested that acoustic features are useful for extracting salient

sentences from Broadcast News. [21] also use acoustic fea-

tures such as F0 and Energy features for speech summariza-

tion of spontaneous speech.

We argue that acoustic/prosodic features in lecture speech

may not be as meaningful as those in either news speech or

conversational speech.

First, lecture speech differs greatly from Broadcast News

due to speaker variability. Most of Broadcast News consists

of speech by anchors and reporters who are professionally

trained to use prosody to emphasize important points[7]. On

the other hand, lecture speakers have a wider range of speak-

ing style as many are not trained speakers.

Second, lecture speech is planned, and is less spontaneous

than conversational speech. A typical lecture speaker (in a

class, at a conference), facing a receptive audience, often sounds

dull and monotonic, compared to in a conversation. Unlike

conversational speech, there are often long sentences in lec-

ture speech delimited by only a short pause[22].

Acoustic/prosodic features in speech summarization sys-

tem are usually extracted from audio data. Researchers com-

monly use acoustic/prosodic variation – changes in pitch, in-

tensity, speaking rate – and duration of pause for tagging the

important contents of their speeches [23]. We also investi-

gate these features for their efficiency in predicting summary

sentences of lecture presentation.

Our acoustic feature set contains thirteen features: Du-
rationI, DurationII, SpeakingRate, F0I, F0II, F0III, F0IV,

F0V, EI, EII, EIII, EIV and EV. We describe these features

in Table 1.

We calculate DurationI from the annotated manual tran-

scriptions that align the audio documents. We then obtain

DurationII and SpeakingRate by phonetic forced alignment

by HTK [24]. Next, we extract F0 features and energy fea-

tures from audio data by using Praat [25].

By using feature selection on these acoustic/prosodic fea-

tures, we find that DurationI and DurationII are extremely dis-

criminatory, while other features make little contribution to

predicting summary sentences. It is probably caused by the

sharp variation of acoustic features in spontaneous speech.

Besides, different speaking styles may add relative insignif-

icance of these acoustic features.

Table 1. Acoustic/Prosodic Features
Feature Name Feature Description

DurationI time duration of the sentence

DurationII the average phoneme duration

SpeakingRate average syllable duration

F0I F0’s minimum value

F0II F0’s maximum value

F0III the difference between

F0II and F0I
F0IV the mean of F0 value

F0V F0 slope

EI minimum energy value

EII maximum energy value

EIII the difference between

EII and EI
EIV the mean of energy value

EV energy slope

3.2. Lexical and Discourse Features of Lecture Speech

[26] showed that prosodic models outperform language mod-

els in speech tasks. Previous work on Broadcast News sum-

marization have even shown that salient sentences can be found

based on their acoustic and structural features alone, without

lexical features[20, 9].

However, we argue that since lecture speech is prosodi-

cally less stylistic than Broadcast News, the relative contribu-

tion of lexical features might be more important in summa-

rization.

In fact, one approach to speech summarization is sim-

ply to extract salient sentences from transcriptions of speech.

This approach, however, would seem to place a stringent de-

mand on the accuracy of automatic transcriptions. Indeed,

[22] suggest that speaker adaptation might be necessary for

lecture speech transcription.

Similar to text summarization, lexical information can help

us predict the summary sentences. We extract eight lexical

features from transcriptions: LenI, LenII, LenIII, TFIDF
and Cosine. We describe these features in Table 2.

tf =
ni∑
k nk

(2)

with ni being the number of occurrences of the considered

word, and the denominator is the number of occurrences of all

words in a presentation.

idf = log
|D|

|(di ⊃ ti)| (3)

|D| is the total number of sentences in the considered pre-

sentation. |(di ⊃ ti)| is the number of sentences where the

word ti appears.

We extract all lexical features from the manual and ASR

transcriptions respectively. For calculating length features,

we segment Chinese words in these transcriptions. We use an
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Table 2. Lexical Features
Feature Name Feature Description

LenI the number of words in the sentence

LenII the previous sentence’s LenI value

LenIII the next sentence’s LenI value

TFIDF tf*idf ; tf and idf defined as equation(2,3)

Cosine cosine similarity measure between

two sentence vectors

off-the-shelf Chinese lexical analysis system, the open source

HIT IR Lab Chinese Segmenter [27] to segment and part of

speech tag our corpora.

We extract the discourse feature–Poisson Noun[9] described

in equation(4), which contains rhetorical and discourse struc-

ture information, based on the section boundaries of each pre-

sentation.

Poisson Nounj(i) =

Ni∑

k=1

ppois(p, λ) × TF (k)

Ni
(4)

In equation (4), Ni is the number of noun words in sen-

tence i, which belongs to section j; TF (k) is the frequency

of word k in news j; p means that word k appeared in the pth

time within section j.

3.3. Extraction of Rhetorical Structure

In this paper, we extract the rhetorical structure of the presen-

tation by using slides or unsupervised learning from feature

vectors of each sentence. The extraction process is described

in Algorithm 1.

Based on Algorithm 1, we segment the transcriptions into

3 sections. And then we train three summarization models

for different sections. We call them the introduction sum-

marizer, the content summarizer, and the conclusion summa-

rizer. We then extract the summaries of each section by using

the corresponding summarizer. Finally we combine the three

summaries as the single summary. We call this kind of sum-

marizer as segmental summarizer, different from the baseline

whole summarizer that do not use rhetorical information.

4. EXPERIMENTS AND EVALUATION

4.1. The Corpus

Our lecture speech corpus contains wave files of 60 presenta-

tions recorded from the NCMMSC2005 conference, together

with power point files, and manual transcriptions. Each pre-

sentation contains about 222 units and lasts approximately

15 minutes. Here we use 40 of the 60 presentations with

well organized power point for our experiments. Besides the

Algorithm 1 Extracting rhetorical structure of lecture speech

For training data
S1 Split each presentation slides into three sections: introduction;

content; conclusion; then use three content vectors for represent-

ing the slides.

S2 Extract one content vector for each sentence of the transcrip-

tions and calculate cosine similarity between transcription’s con-

tent vectors and slides’ content vectors; and then find the section

boundaries based on the cosine similarity distribution.

For test data
T1 Initialize section boundaries as follows: 30% of introduction,

40% of content, and 30% of conclusion.

T2 Extract acoustic and lexical features from each sentence of

the transcriptions, and extract the discourse feature based on the

initialized section boundaries.

T3 Use one vector containing all features for representing one sen-

tence and project each sentence vector into two dimension form by

using Principle Component Analysis (PCA).

T4 Use K-means to cluster the two-dimensional vectors into three

groups and then produce new section boundaries.

T5 Recalculate discourse feature based on the new section bound-

aries and go to T3 until the section boundaries remain the same.

manual sentence segmentation and transcriptions, we auto-

matically segment transcriptions into sentence units and pro-

duce the transcriptions by in house lecture speech recognition

system[28].

4.2. Lecture Speech Recognition System

4.2.1. Sentence Boundary Detection

For sentence boundary detection in lecture presentations, we

first trained Gaussian Mixture Models (GMM) for the silence,

noise, Mandarin initial speech, Mandarin final speech and non

English word speech events using the convention EM algo-

rithm, where each of the GMMs contains 256 components

and is represented by 3-7 HMM states. A grammar based

Viterbi decoder is then used to find the GMM sequences with

time boundaries. The GMM sequences are then relabeled to

speech/non-speech labels. The final speech boundaries are

obtained by merging the speech labels which are nearby (0.2s)

and padding silence (0.1s) in either end of the merged speech

segments. The average length of the automatic created speech

segments is 2.2s, which is shorter compare to the 3.9s average

length of the manual segments.

In addition, we adopt rule-based segment merging model

for sentence boundary adaptation. We then obtain longer sen-

tences with an average length of 3.75s, which is only 0.15s

shorter than average length of the manual segmented sen-

tence.
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4.2.2. Performances of the ASR system

Our ASR system runs in multiple passes. In the first pass,

a decoder performs time-synchronous Viterbi beam search

through a lexical tree to produce 1-best result and a lattice,

where context dependent cross word triphone HMMs and word

based bigram language model are applied. Lattice re-scoring

is then performed using trigram language model to obtain an-

other 1-best result. A bigram branch and a trigram branch are

obtained and unsupervised acoustic model adaptation with the

MLLR approach is applied on each branch. Lattice rescoring

is then performed on each branch using the adapted acoustic

model, and produces new recognized results. The recognized

text from the braches are then mixed and used for unsuper-

vised trigram language model adaptation. A final re-decoding

is done by using the adapted acoustic model and the adapted

trigram language model. We obtained 69.7% and 70.3% ac-

curacy for manual and automatic segmented sentences respec-

tively in our system.

4.3. Experiment Settings

In our experiment, we use 40 presentations of the corpus de-

scribed in Section 4.1. We use 85% of the lecture corpus

consisting of 34 presentations that contain 6049 sentences

as training set and the remaining 6 presentations that contain

1116 sentences by automatic sentence segmentation or 1033

sentences by manual sentence segmentation as held-out test

set, upon which our summarizer is tested.

4.4. Evaluation Metrics

We use ROUGE-L(summary-level Longest Common Subse-

quence) precision and recall, which are described by equation

(5,6), as evaluation metrics [9]. We then calculate ROUGE-L

F-measure by using them.

Plcs =
∑u

i=1 LCSU(ri, C)
n

(5)

Rlcs =
∑u

i=1 LCSU(ri, C)
m

(6)

Given a reference summary of u sentences containing a

total of m words and a candidate summary of v sentences

containing a total of n words, LCSU (ri, C) is the LCS score

of the union longest common subsequence between reference

sentence ri and candidate summary C.

4.5. Summarization Performances

By using ASR transcriptions, we perform several sets of ex-

periments on the segmental summarizer and the whole sum-

marizer. We obtain our reference summaries of summariza-

tion ratio (SR) 30% based on cosine similarity between the

Table 3. Evaluation by ROUGE-L F-measure
Features S1 S2 S3

Le .6491 .6787 .6756
Ac .6195 .6095 .5823

Di .6178 .2343 .1500

Ac+Le .6600 .6709 .6438

Le+Di .6555 .5750 .5441

Ac+Di .6335 .4370 .4257

Ac+Le+Di .6647 .5984 .5984

S1: Whole Summarizer on Manual sentence boundaries trans;

S2: Segmental Summarizer on Manual sentence boundaries trans;

S3: Segmental Summarizer on Auto sentence boundaries trans;

Ac: Acoustic; Di: Discourse; Le: Lexical

content of power point and transcriptions. Based on a com-

bination of acoustic, lexical, and discourse features we ob-

tain several versions of revised section boundaries(between

introduction and content section or between content and con-

clusion section of each presentation). We use these revised

boundaries in our segmental summarizer evaluation and com-

pare the performance of the segmental summarizer with that

of the whole summarizer described in Table 3.

Firstly, Table 3 shows that by using lexical features, our

segmental summarizer yields the best performance: ROUGE-

L F-measure of 0.6787, 1.4% higher than the best perfor-

mance produced by the whole summarizer. This clearly shows

that the contribution of rhetorical structure in the lecture speech.

Table 3 shows that lexical features rank higher than acous-

tic features in all experiments. This shows that, at least for

lecture speech, what is said is more important than how it is

said. This is due to the speaking styles of lecture speakers

variable.

From Table 3, we also can see that the contribution of dis-

course feature is even less important in the segmental summa-

rizer than in the whole summarizer. This clearly shows that

discourse feature from broadcast news are not applicable to

lecture speech as they are based on sentence position.

Despite the fact that ASR accuracy is only 70.3%, our seg-

mental summarizer produces very high performance: ROUGE-

L F-measure of 0.6787 under manual sentence segmentation

and ROUGE-L F-measure of 0.6756 under automatic sen-

tence segmentation. Upon error analysis, we find that 91.76%

of all misrecognized units, which are generated by substitu-

tion, insertion or deletion errors, are meaningless characters

or words. These units often do not bear the core content of

Mandarin presentations.

5. CONCLUSIONS

We present a novel method of extraction-based lecture speech

summarization by using rhetorical structure of presentation.

Using rhetorical structure, we improve summarization per-

formance from 0.6647 to 0.6787 ROUGE-L F-measure for

30% compression, which is higher than reported in all pre-
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vious works. We then show that the contribution of lexical

features is more than that of acoustic features, which shows

that what is said is more important than how it is said for

lecture speech summarization. We also discovered that the

discourse features from broadcast news are not useful in lec-

ture speech. While extractive summarization relies on find-

ing salient sentences from automatic transcriptions of lecture

speech, we find that summarization performance is still very

good despite a 29.7% character error rate. This is because

the misrecognized words and characters are mostly function

words, stop words and filled pauses, which are not pertinent

to the central message of the lecture speech.
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