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ABSTRACT

This paper presents robust speech recognition using a noise sup-
pression method based on multi-model compositions and multi-pass
search. In real environments, many kinds of noise signals exists, and
input speech for speech recognition systems include them. Our task
in the E-Nightingale project is speech recognition of voice memo-
randa spoken by nurses during actual work at hospitals. To obtain
good recognized candidates, suppressing many kinds of noise sig-
nals at once to find target speech is important. First, before noise
suppression, to find speech and noise label sequences, we intro-
duce multi-pass search with acoustic models including many kinds
of noise models and their compositions, their n-gram models, and
their lexicon. Second, noise suppression based on models is per-
formed using the multiple composite models selected by recognized
label sequences with time alignments. We evaluated this approach
using the E-Nightingale task, and the proposed method outperformed
the conventional method.

Index Terms— speech recognition, noise suppression, model
composition, multi-pass search, E-Nightingale project

1. INTRODUCTION

Our laboratories have been working on the E-Nightingale Project
to establish fundamental technology for a knowledge sharing sys-
tem based on understanding everyday activities and situations[1].
We focus on the prevention and reduction of medical malpractice
in medical care domains. As one of our research activities, we have
been collecting voice memoranda recorded by nurses about their ser-
vices while working to analyze their actual daily activities[2]. Re-
cently, we started to evaluate the performance of speech recognition
for these voice memoranda. However, recognizing them is difficult
because they involve very noisy spontaneous speech that includes
many kinds of noise signals and other voices. These data also in-
clude general problems of speech recognition in real environments.

Many noise suppression methods have been proposed to im-
prove the performance of speech recognition for noisy speech. For
stationary noise signals, Spectral Subtraction[3] and Parallel Model
Combination[4] have been proposed. The Gaussian Mixture Model
(GMM) based Minimum Mean-Squared Error (MMSE) method[5]
assumes that input noise is stationary but fluctuating. Recently, noise
suppression research has focused on non-stationary noise, including
a sequential EM approach[6] and particle filter[7]. Since these meth-
ods usually assume that only one kind of noise signal exists, apply-
ing them to noisy speech that includes many kinds of noise signals is
difficult. In general, many kinds of accidental noise signals occur in
real environments. Furthermore, obtaining the actual noise signals
from input signals is very difficult. We must consider how to detect
noise signals, suppress them, and find the target speech.
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We propose a new noise suppression method based on multi-
pass search using multi-model compositions[8]. This method is called
Multi-Model Noise Suppression (MM-NS). For speech recognition
in real environments, it is necessary to find speech and noise in-
tervals. Therefore, we consider that a noise suppression process
should include a kind of search process. To obtain time alignments
of utterances and noise signals from noisy speech data, we apply
a multi-pass search using acoustic models for speech and noise sig-
nals, noise-label n-gram models, and a noise-label lexicon. The most
important problem is estimating intervals overlapped by many kinds
of sources and suppressing their noise signals. In [9], they use Multi-
class AdaBoost to detect noise signals that suddenly occur and con-
taminate speech. To solve this problem, we make models for many
kinds of sources, combine some of them, and use these models both
for the search and noise suppression as acoustic models. Compos-
ite models can find overlapped intervals. Many ideal combinations
may be considered but actual existing combinations in training data
are usually limited. If the amount of training data is large enough,
and situations for using speech recognition are limited, the cover-
age of obtained composite models can be small even for open data.
Using obtained label sequences by multi-pass search, one model for
each frame can be allocated. We define an extension of the GMM-
based MMSE method[5] for multi-model compositions that can re-
duce noise signals even if utterances are contaminated by several
noise signals.

The rest of our paper is organized as follows. First, in Section 2,
we briefly explain our motivation, the E-Nightingale project, and its
recognition task. Next, our proposed method is described in Section
3. In Section 4, we perform experiments and report results, and we
conclude this paper in Section 5.

2. E-NIGHTINGALE PROJECT

Recently, medical malpractice has become a serious social problem
in the world. One aim of the E-Nightingale project is to establish
technology using wearable computers and sensor networks to sup-
port nursing services[1]. To analyze daily nursing activities, we col-
lected nurses’ voice memoranda in real environments while nurses
were working[2]. We asked them to record short sentences about
each nursing event using IC recorders with small microphones at-
tached to their chests as in Fig. 1. It was difficult to use headset
microphones because they were cumbersome and disrupted nursing
services. Therefore, we used small microphones on their chests, and
the SNRs of recorded speech were usually small, i.e., less than 10
dB. Figure 2 shows a sample of recorded speech where a nurse said,
“the service adjustment meeting is finished.” This sample includes
a beep, a target utterance needed for analysis, conversations with a
coworker, and other persons’ speech as background noise. Recog-
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Fig. 2. Wave sample including target speech. Beep prompts speech
input. Speaker talked with her coworker after recording her voice
memorandum.

nizing such voice memoranda is very difficult because many kinds
of non-stationary noise signals are included, and the utterances are
not so long, but they include many kinds of spontaneous speech, e.g.,
small and ambiguous voices with local accents. These data include
many general and essential speech recognition problems. First, we
focus on noise suppression in this paper.

3. MULTI-MODEL NOISE SUPPRESSION

3.1. Overview

Figure 3 shows an overview of the proposed method. The process
is divided into three parts: training of speech and noise models,
noise suppression, and usual speech recognition. First, speech and
noise models are trained using multi-layered noise labels that include
many kinds of speech and noise labels, for example, target utter-
ances, beep sounds, machine noises, and so on. The details of multi-
layered labels and composite models will be given in Section 3.2.
In this paper, we used GMMs to represent them. Next, to represent
overlapped noise signals, models are combined from these trained
models. Second, a lexicon and the n-gram models of these labels are
generated from noise labels. Furthermore, speaker-adapted models
as clean speech models for noise suppression are trained using these
data.

In the noise suppression process, the above models, that is, the
speech and noise models including clean speech models, the label
lexicon, and the label n-gram models, are used in a speech recog-
nizer to recognize speech and noise labels; that is identical to usual
speech recognition. Instead of word sequences, sequences of speech
and noise labels with time information are obtained by this search.
Therefore, this process can be considered a multi-pass search. Using
recognized labels with time information, model-based frame-wise
noise suppression is performed. For this approach, time alignments
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Fig. 3. Overview of Multi-Model Noise Suppression

are needed to find which labels are allocated to frames. We extend
the GMM-based MMSE method[5] to obtain estimated clean speech
by multiple noise models. Its details will be described in Section 3.3.

Finally, for estimated clean speech, standard speech recognition
is performed with phoneme acoustic models, word n-gram models,
and a word lexicon. And then, word sequences are obtained as recog-
nition results.

3.2. Multi-layered labels and composite models

Figure 4 shows an example of multi-layered noise labels and com-
posite models. To consider overlapped noise signals, we first made
each speech or noise model and then combinations among them. As
shown at the bottom of Fig. 4, a multi-layered label sequence can be
represented by a sequence of composite models generated by com-
binations of the mixture components of a few models in the same
manner as [4]. We call a label of composite model a multi-label.
Each multi-label is added to a lexicon as one entry.

When the best multi-label sequence is obtained by noise recog-
nition, different kinds of noise signals can be identified for each
frame, and clean speech can be estimated by GMM-based MMSE
extended to plural noise models.

This approach needs manual labels for noise signals at first.
It may be expensive, but it is unavoidable to obtain a model for
each noise signal if you want to suppress noise signals elaborately.
Furthermore, if the performance of noise label recognition is good
enough, unsupervised training is also available.

3.3. GMM-based Multi-Model Noise Suppression

We extend GMM-based noise suppression[5][10] for multi-model
compositions. We extend it for multi-model compositions. Assum-
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ing that speech and many kinds of noise signals are uncorrelated, the
output of the Mel-filter bank of input noisy speech is

= 8(i) + Y _ Nu(i)

where i is the frame index, S(7) is the clean speech, N, (%) is the
n-th kind of noises, and N is the amount of noises. In the log Mel-
spectral domain, when s(i) = log S(i), n,(i) = log N, (), and
x(2) = log X (i), Eq. (1) can be written as

x(1) = s(7)

X (i) (1)

N
+log [T+ exp< log Zexp(nn(i)) —s(7)

= s(0) + g(s(6), (i), nx (8),

where g(s(),n1(2), ...,
speech s(4) and noisy observation x(z).

We model the clean speech signals by a GMM with K distribu-
tions as follows:

@)

K
= Z ws, kN (S5 fhs ks Xs,k),

k=1

3

where N/ () means a Gaussian distribution. ws k, fts,k, and X i, are
the mixture weight, the mean vector, and the covariance matrix of
the k-th mixture component, respectively. In the same manner, we
assume that the n-th noise signal can be modeled by a GMM with L
distributions as

L
p(nn) =Y wn, i N
=1

where wn,, 1, fin,,» and Xy, ; are the mixture weight, the mean
vector, and the covariance matrix of the /-th mixture component,
respectively. Using the above assumptions, clean speech, §(z), can
be approximated in the same manner as [5].

Ny fng,,i, znn,l)7 “4)

M

8(i) = x(i) = Y P(mlx(i))g(s(i),n1 (i), ...,

m=1

ny (i), (5

ny (7)) is the mismatch factor between clean
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where M is the number of mixture components dependent on the
combined noise GMMs. Probability P(m|x(4)) is estimated using
the composite model:

Wse,m N (%(1); fie,m, Bse,m)
M . )
Em’:1 wx,m/N(X(l); Hx,m’ 23x,m’)

where the m-th component of the noisy signal is the model combin-
ing the k-th component of the speech and the /,,,,,-th components of
several noise signals N, selected from {nl, AU nN}. The I,,,,,-th
component means the [,,,,,-th original component of the n-th model
included in the m-th composite component. We define its weight as

N .
Wx,m = Ws,k * anl n, €N, Wi o Its mean vector and covari-
ance matrix are estimated by applying the first order Taylor series
expansion[11] as follows:

P(m|x(1)) = (6)

Hx,m = s,k +g(s(i),n1(i),...,nN(i)), (7)
Sm A~ (I+Hs) Bg e (IT+ Hg)"
N
+ Y (Haptin St Ha,), ®)
n=1,np €Ny,

where Hs and Hy,), 1.,
ments are 9g(s(i ) ny (i), .

dg(s(i), m(2), .

agonal elements are

are diagonal matrices whose diagonal ele-
~(%))/0s, and
nN(z))/Bnn,lnm, respectively. Their d-th di-
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N —1
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8gd
ONnd

N —1
= |1 —+ exp § Us,k,d — log Z exp(/’L"anmﬂd)
n=1

exp(Lnn lom.d)
— 7
> exp(pin 1, d)

respectively. If covariance matrices are diagonal, composite mod-
els can be obtained by combining them incrementally. Incremental
combined models are identical to models combined all at once.

After the mismatch factor is estimated, in the same manner as
[10], the impulse response is calculated for the negative value of mis-
match factor, and clean speech is estimated by filtering in the time
domain by convoluting the impulse response with the input noisy
speech.

3.4. Mismatch factor

Since this approach can detect voice activity intervals, noise suppres-
sion can be done separately for each interval. We define mismatch
factor g(s(7), ni(i),...,ny(¢)) as follows:

g(S(i), 1’11(7;), B nN(i))
| pxm — ps,  for target utterances, ©
T\ Mxom— € for the others,

where fix,, is composed from ps 1, for a speech interval and ¢ is a
small positive number that can control the power of residual signals
after noise suppression.



4. EXPERIMENTS

4.1. Experimental setup

The E-Nightingale data were recorded in a hospital in Japan. Data
collected the first day were used for evaluation. The length of each
file was 10 sec including one target utterance. Data from the sec-
ond day were used as training data to adapt the acoustic models to
speakers and to create noise GMMs for noise suppression. In this
paper, diagonal covariance matrices were used for all distributions.
Table 1 shows the details of the experimental conditions. Test data
included 208 utterances with 1,051 words spoken by eight speakers
who were selected as ordinary speakers included both in the test and
adaptation data.

For noise suppression, the HTK was used for extracting fea-
ture parameters and training GMMs. 24-order outputs of log Mel-
filter bank “FBANK” were used as feature parameters. We com-
pared MFCCs with FBANKSs only for noise label recognition be-
fore noise suppression. We evaluated a speaker-independent (SI)
GMM with 512 mixture components and a speaker-dependent (SD)
GMM adapted to each speaker by Maximum A Posteriori probability
(MAP) estimation[12]. These SI- and SD-GMMs were considered
models of target utterances, and their estimated intervals were utter-
ances needed by the recognition system. The other speech and noise
models were generated as GMMs with four mixture components.
In this training data, 32 kinds of noise models including a target
speech model were obtained. The total number of models with the
composite models was 194. In the obtained composite models, the
maximum number of models combined into one model was three.
Multi-label bigram and trigram models were used for noise label
recognition.

As a speech recognizer and training tools, we used the ATRASR
large-vocabulary speech recognition system developed by ATR Spo-
ken Language Communication Labs. Its decoder was used both
for noise label and word recognition. In this decoder, the bigram
model was used with the acoustic model at the first pass, and the
trigram model was used to rescore candidates at the second pass.
As acoustic models for word recognition, phoneme HMMs with
2,086 states generated by the MDL-SSS algorithm[13] were used.
Since all test speakers were females, we only used a female acoustic
model. MAP-VFS[14] was used as the speaker-adaptation method.
For Multi-Model Noise Suppression, noise intervals became almost
clean if noise recognition worked well, but they remained noisy
when noise intervals couldn’t be estimated. Therefore, the result’s
labels were obtained by noise recognition, and then phoneme mod-
els and a silence model were separately trained to obtain speaker-
dependent and noisy silence models.

Table 2 shows evaluation patterns. As a conventional method,
we evaluated Single-Model Noise Suppression (SM-NS) that uses
one distribution for noise modeling. This distribution is estimated
from 100 ms at the beginning of each input file. Pattern (1) used
the speaker-independent acoustic model (SI-AM), i.e., the female
SI-AM, without noise suppression. As a clean speech GMM used
in noise suppression, (2) speaker-independent (SI), and (3) speaker-
dependent (SD) GMMs were used, respectively. The SD-GMM was
obtained by noise suppression with SI-GMM and speaker adaptation
because we did not have any clean speech data for speaker adap-
tation. In (4), no-processed data were recognized by the SD-AMs
adapted using pattern (3). On the other hand, the data processed by
(3) were recognized by the SD-AMs in (5). As for our proposed
methods, Multi-Model Noise Suppression (MM-NS), we evaluated
two types of noise label recognition with (6) & (8) FBANK and (7)
& (9) MFCC. Both (6) & (7) used SI-AM, and (8) & (9) used the SD-
AMs. (6), (7), (8), and (9) used recognized labels (RLAB) for noise
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Table 1. Experimental conditions

Common conditions

Recording IC recorder: iAUDIO G3, COWON Japan
device Microphone: RASTA BANANA RBENS02
(Handsfree microphone for cellular phones)
Band width: 100Hz-10kHz
Analysis 16kHz sampling rate, 16 bit
conditions Frame shift: 10 ms, frame length: 20 ms
Test data 8 females (208 utterances, 1,051 words)
Recognition for noise labels
Tools HTK Ver.3.3
(GMMs’ feature parameters and training)
ATRASR Ver.3.6
(decoding and training N-gram models)
Feature 24 Mel-filter bank (FBANK)
parameters (for search and noise suppression)
12 MFCC and Oth MFCC
(only for search)
Acoustic 32 basic GMMs (speech and noise)
models Training data: about 1 hour
162 composite models
Clean speech GMM:
Speaker-Independent (SI) GMM:
512 mixture components
Speaker-Dependent (SD) GMM:
about 200 mixture components
Language Multi-label bigram, multi-label trigram
models Training data: 354 utterances
Lexicon 194 multi-labels
Speech recognition
Tools ATRASR Ver.3.6
Feature 12 MFCC, 12 AMFCC, Alog power
parameters Cepstral Mean Subtraction (CMS)
Acoustic Phoneme HMM:
models 2,086 states with 5 mixture components
(AMs) Silence HMM.:
3 states with 10 mixture components
AM Training | Topology training data: 37 hours
DB ATR Travel conversation DB (TRA),
phoneme-balanced sentences
Re-training DB: 21 hours (female only)
Language Word bigram, word trigram
models (Classes for given and family name)
(LMs) Test set perplexity:
bigram: 39.4, trigram: 39.3
Out of Vocabulary (OOV) rate: 2.36%
LM Training | E-Nightingale data
DB 9 days, 9,936 utterances
Lexicon 2,636 words




Table 2. Evaluation patterns

(1) Baseline, SI-AM

without noise suppression (NS) and with a speaker-independent AM

(2) SM-NS (SI) + SI-AM

Single Model NS with speaker-independent GMMs

(3) SM-NS (SD) + SI-AM

Single Model NS with speaker-dependent GMMs

@ (1) + (3)SD-AM

(1) with speaker-dependent AMs made by (3)

(5) 3) + 3)SD-AM

(3) with speaker-dependent AMs made by (3)

(6) MM-NS (FBANK, RLAB) + SI-AM

Multi-Model NS with result labels by FBANK and SI-AMs

(7) MM-NS (MECC, RLAB) + S-AM

Multi-Model NS with result labels by MFCC and SI-AMs

(8) MM-NS (FBANK, RLAB) + SD-AM

Multi-Model NS with result labels by FBANK and SD-AMs

(9) MM-NS (MFCC, RLAB) + SD-AM

Multi-Model NS with result labels by MFCC and SD-AMs

(10) MM-NS (MLAB) + SD-AM

MM-NS with manual labels and SD-AMs

Table 3. Average SNR

Method SNR [dB]
(1)&(4) Baseline 8.25
(2) SM-NS (SI) 13.43
(3)&(5) SM-NS (SD) 10.24
(6)&(8) MM-NS (FBANK, RLAB) 14.19
(7N &(9) MM-NS (MFCC, RLAB) 16.18
(10) MM-NS (MLAB) 57.39

suppression, but (10) used manual labels (MLAB). These proposed
methods from patterns (6) to (10) used SD-GMMs, and background
noise models were estimated in the same manner as the noise distri-
bution of SM-NS.

4.2. Experimental results

Table 3 shows the average SNR for each noise suppression method.
To calculate these SNRs, target utterance intervals were extracted,
and noise power was calculated from 500-ms intervals at both sides
of speech intervals. Since noise intervals were almost clean in the
ideal case of our proposed method, (10) MM-NS (MLAB), the ob-
tained SNR was very high. (6) & (8), and (7) & (9) MM-NS (RLAB)
obtained many more noisy signals than (10) because result labels
included many mistakes. However, the SNRs obtained by our pro-
posed methods from patterns (6) to (9) were higher than those ob-
tained by conventional methods (2) and (3).

The Out of Label Vocabulary (OOLV) rate can be defined in the
same manner as the Out of Vocabulary (OOV) rate. In this test set,
the OOLYV rates for single and multi-labels were 1.12% and 3.77%,
respectively. The current training data for noise models only in-
cluded 354 utterances. If training data increase, OOLV rates will
be reduced. Furthermore, it is enough that noise models just cover
frequent noise for noise suppression.

Test set perplexity for the multi-label bigram and multi-label tri-
gram models was 8.08 and 6.47, respectively. This shows that it is
meaningful to use multi-label n-gram models.

We also evaluated the performance of the Label Accuracy (LA)
and Voice Activity Detection (VAD) by MM-NS search. Table 4
shows LA, VAD correct, and VAD accuracy. The LA is defined
in the same manner as word accuracy. For noise label recogni-
tion, MFCCs obtained better LA rates than FBANK outputs be-
cause MFCCs can smooth spectral envelopes and emphasize spec-
tral characteristic. LA rates can show the correctness of label se-
quences without time information. Our proposed method needs time
alignments to allocate noise models for noise suppression. How-
ever, exact label sequences with time information are not so impor-
tant. Detecting target speech intervals is more important. There-
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Table 4. Label accuracy, Voice Activity Detection (VAD) correct,
and VAD accuracy

Multi- Label VAD VAD
label accuracy | correct | accuracy
Method LM [%] [%] [%]
(6)&(8) MM-NS | bigram 32.27 90 -11
(FBANK, RLAB) | trigram 33.96 88 40
(7)&(9) MM-NS | bigram 35.02 85 6
(MFCC, RLAB) | trigram 38.23 83 30

fore, we evaluated the correctness of VAD. To evaluate VAD, ac-
cording to [15], the VAD correct and accuracy rates are defined as
VAD correct = N./N,, VAD accuracy = (N. — Ny)/Ny,, where
N, is the number of utterance intervals, V. is the number of correct
utterance intervals, and Ny is the number of false utterance inter-
vals. Including 500-ms margins, (6) & (8) MM-NS (FBANK) with
trigram models was better than (7) & (9) MM-NS (MFCC) with tri-
gram models. The false alarms both for them are large, but, for
speech recognition, it is more preferable than deletion errors.

Figure 5 shows sample waveforms: (a) original waveform, (b)
conventional method, i.e., pattern (3) & (5) SM-NS (SD) and (c)
proposed method using manual labels, i.e., (10) MM-NS (MLAB).
The conventional method, (b), only reduced background noise but
could not suppress the other noise signals, for example, beep sounds,
others’ speech, and so on. Our proposed method, (c), suppressed not
only background noise but also the other noise signals overlapping
the target speech.

Figure 6 shows the word accuracy rate for each method. The
conventional method using SI-GMM, i.e., (2) SM-NS (SI), obtained
much lower performance than the baseline, (1). Since the data in-
cluded a lot of speech like others’ speech and the target person’s
speech, insertion errors were increased after background noise sup-
pression. Therefore, in this task, speaker-adapted acoustic models
are needed to extract target utterances. Pattern (3) used SD-GMM
in noise suppression, but its performance was still slightly lower
than (1) baseline’s performance. However, our proposed method,
(6) and (7), with SI-AMs outperformed the conventional method.
Next, we describe the performance of the methods using SD-AMs.
Compared to (4), the conventional method, (5), obtained small er-
ror reduction rate, 1.64%. On the other hand, our proposed meth-
ods obtained higher improvements. Compared to (4), (8) MM-NS
(FBANK, RLAB) and (9) MM-NS (MFCC, RLAB) obtained 6.45%
and 7.64% error reduction rates, respectively. Therefore, the pro-
posed method is more effective than the conventional method. Al-
though pattern (10) is the ideal pattern, the performance of pattern
(9) was very close to pattern (10). This shows that MFCC is better
than FBANK at finding label sequences.
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Fig. 5. Sample waveforms by noise suppression

5. CONCLUSION

We proposed multi-model noise suppression with a multi-pass search
strategy to reduce many kinds of noise signals in realistic environ-
ments. It is difficult for conventional noise suppression methods
to estimate clean speech from noisy speech contaminated by sev-
eral kinds of noise signals. To reduce the noise signals of intervals
overlapped by several kinds of sources, the multi-model composi-
tion was used. To estimate the intervals of several sources included
in input data, a multi-pass search was performed using noise acous-
tic models with composite models, noise-label n-gram models, and a
noise-label lexicon. Using noise-label sequences with time informa-
tion obtained by the search process, the GMM-based MMSE method
extended to multi-model compositions was performed for noise sup-
pression. To evaluate this method, we used the E-Nightingale task
recorded in real situations and environments. Experimental results

(1) Baseline, SI-AM ||124.24

(2) SM-NS (SI) + SI-AM

(3) SM-NS (SD) + SI-AM

(@) (1) + (3)SD-AM

————
I —————— ] 55

(6) MM-NS (FBANK, RLAB) + SI-AM 1129.5

S s o 259
(8) MM-NS (FBANK, RLAB) + SD-AM

(9) MMENS (MFCC, RLAB) + SD-AM | —
(10) MM-NS (MLAB) + SD-AM. e ——
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Word accuracy [%]

(5) (3) + (3)SD-AM

(7) MM-NS (MFCC, RLAB) + SI-AM

0.82

Fig. 6. Word accuracy
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show that our proposed method is more effective than the conven-
tional method.
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