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ABSTRACT

In this papertheusagenf pseud®-dimensionaHidden
Markov Modelsfor speechrecognitionis discussed.This
image processingmethod should better model the time-
frequeng structurein speechsignals. The methodcalcu-
latesthe emissionprobability of a standardHMM by em-
beddedHMMs for eachstate. If a temporalsequencef
spectralvectorsis imaginedasa spectrogranthisleadsto a
2-dimensionalvarpingof the spectrogramThis additional
warpingof the frequeng axis could be usefulfor spealer-
independentecognitionandcanbe consideredo besimilar
to avocaltractnormalization.The effectsof this paradigm
areinvestigatedn this paperusingthe TI-Digits database.

1. INTRODUCTION

Hidden Markov Models (HMMs) representa well-known
statisticalpatternrecognitiontechniqueandcanbe consid-
eredasthe state-of-the-artn speechrecognition. This is
dueto excellenttime warpingcapabilitiestheeffective self-
organizinglearningcapabilitiesandtheir ability to perform
recognitionandsegmentatiorin onesinglestep.

But the use of HMMs is not only restrictedto time-
sequentialdata, such as speech.handwriting or gestures.
Also every staticdata,suchasimagescanbe modeledand
processedin thisway, imagesanbewarpedn verticaland
horizontaldirection,leadingto elasticmatchingcapabilities
for imagesusingHMMSs. This possibilityof warpingin two
dimensionsinitiates the deliberationhow it is possibleto
usethatin speechrecognitionwherethetime sequencand
theimplied generatiorof featuresequencess obvious. This
guestionhasalsobeeninvestigatedecentlyin [2, 3].

This paperinvestigateghe usageof imageprocessing
techniquesjn orderto model speechmuch more flexible
thanwith standardtHMMs. Thereforethe featureextraction
wasadaptedn away thatimagemodelingtechniquegould
beused.

After thedescriptionof thedeliberationsvhich resulted
in thiswork (Section2), a brief introductioninto Pseud®-
dimensionaHMMs is givenin Section3 andthe adapted
featureextraction and the useddatabasere introducedin
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Sectiord. Therealizedexperimentsandtheobtainedesults
areexplainedin Section5 beforeasummaryis presentedn
Sectiond.

2. MOTIVATION

StandardHMMs modelthe temporalvariability underthe
assumptiorthat the speechsignalis piecavise stationary
Using overlappingwindows in featureextractionis dueto
the fact that this assumptionis not realistic. The spec-
tral variability is modeledby a Multi-Gaussiandistribution
which doesnot pay greatattentionto the spectralvariation
insideaframe.

Two-dimensionalmodeling techniquesenablea time
aswell asa spectralwarping possibility and consequently
a modeling of the variationsin both directions. Even
thoughuncorrelatedeaturevectorcomponentsireassumed
in speechrecognition,thereexists alwaysa certaindegree
of correlation. Therefore the inter-spealer variationcould
be reducedby bettermodelingthe correlationbetweenthe
successie component®f the featurevector Thelargerthe
correlationbetweerthe component®f a featurevectorthe
betteris the modelingeffect in the directionof the spectral
axis.

Pseudao2-dimensionaHMMs have alreadybeenused
for characteror documentrecognition[4] andfacerecog-
nition [5] with good performance. With some adapta-
tions suchmodelingtechniqueouldbe easilyusedwithin
speechrecognition too.

3. PSEUDO 2-D HMMS

Pseudo2-D HMMs (P2D-HMMSs) are a generalizatiorof
the 1-dimensionaHMM paradigm,in orderto model 2-
dimensionaldata. They are called pseudodueto the fact
thatthe statealignmentsof consecutie columnsare calcu-
latedindependentlyf eachothet

As outlined in Fig. 1, P2D-HMMs, which are also
known as planar HMMs, are stochasticautomatawith a
2-dimensionalarrangemenbf the states. The statesin
horizontal direction are denotedas superstates and each
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Fig. 1. Basicstructureof a Pseud®-D HMM

superstate consistsof a 1-dimensionalHMM in vertical

direction. If one considerse.g.an image subdvided into

stripesit is possibleto use P2D-HMMs for modelingthis

2-dimensionabatain the following manner:Eachstripeis

alignedto one of the superstatesof the P2D-HMMs, re-

sultingin a horizontalwarpingof the pattern.Furthermore,
within the superstate, the patternrelatedto the stripe is

alignedto the vertical HMM states resultingin a vertical

alignmentof the stripe.

In a similar way, it is possibleto modeldata,which is
consideredo be consistingof horizontalstripes.How it is
possibleto usespeectsignalsor parametersepresenting
speectsignalfor modelingwith P2D-HMMswith respecto
the advantageof this methodwill be discussedater (Sec-
tion 4.2).

The recognition processusing P2D-HMMs is similar
to the recognitionwith “normal” HMMs, asit is accom-
plishedby calculatingthe class-dependermgrobability that
the (unclassified)data has been generatedby the corre-
spondingP2D-HMM. For this procedure the doubly em-
beddedViterbi algorithm can be utilized. A detailedde-
scriptionof this 2-dimensionalersionof the Viterbi algo-
rithm canbefoundin [6].

Alternatively, a P2D-HMM can be transformedinto
an equialent 1-dimensionalHMM as shovn by Samaria
in [7]. Therefore speciaktart-of-linestatesandmarker fea-
tures have to be inserted. Figure 2 shavs an augmented
6 x 6 P2D-HMM with start-of-line states,which are in-
dicatedby a cross. When using this structureone hasto
take careof the factthatthe valuefor the start-of-linefea-
ture is differentfrom all other possibleordinary features,
whichforcesthe statego generate high probabilityfor the
emissionof start-of-linefeatures.TheseequivalentHMMs
canbe trainedby the standardBaum-Welch algorithmand
the recognitionstepcan be carriedout using the standard
Viterbi algorithm.

Fig. 2. Augmented x 6 P2D-HMM

4. DATABASE AND FEATURE EXTRACTION

4.1. Database

The TI-Digits databasd8] hasbeenusedthroughoutour
experiments. The corpuscontainsisolateddigits and se-
quence®f up to sevendigits spokenby US-Americanper
sons(men,women,boys andgirls). For initialization pur-
posesandfirst trainingsandtestsof the P2D-HMMs only
theisolateddigits wereused.

4.2. FeatureExtraction

As describedn Section2, uncorrelatedeaturesionotseem
to beusefulfor P2D-HMMs. Thereforethe experimentwas
performedusingspectrafeatureson the Mel-scale.

As areferenceasystembasedn Mel-Spectrafeatures
was usedwhich had a vector dimensionof 36 (12 Mel-
Spectralg anddd). Additionally, asystemwastrainedwith
39-dimensionalMel-Cepstralfeature vectors (12 MFCC,
enegy, 6 anddd) in orderto shav the performancewith
moreuncorrelatedeatures.

Before using the described”2D-HMMs with standard
training and recognitionmethodsthe sequenceof feature
vectors
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hasto be re-arrangedand the marker featureshave to be
addedfor synchronizatiorwith the start-of-linestates. To
make sure that the value of the marker featureis out of
range,the value 20 million waschosenandaddedin front
of everyoriginal featurevectorV of aframe.

In the simplestcasethe re-arrangementan be done
by taking the componentdrom V asnew featurevectors
F,..., ﬁ(g.N) (with N beingthenumberof spectrafeature
parameters).Therefore,a warpingwill be donealongthe



component®f a frame. Becausdéhe § anddd featuresare
appendedo the spectralfeatures,a simple serializationis
notthebestwayto determinenewn vectorsF. Thed; ismuch
more correlatedwith the correspondingpectralparameter
x;, etc. Alternatively, the featurescould be re-arrangedo
thatthe new featurevector F includesa spectrakoeficient
x; andthe §; and §d; values. This is alsothe way used
for our experimentshere. Thus,the new featurevectorse-
quences resultsin:

S= {M,FLE} ... FL ... M,FiFi,.. . Fi,
..., M FLEl .. FL} )

Thefeaturetransformationis summarizedn thefollow-
ing scheme.
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where:

1 <3< I withI beingthetotal framenumber

1<j<N N beingthetotal numberof spectral
parameters

M is themarker featurevector

5. RECOGNITION EXPERIMENTS

Thespolendigits weremodeledby word HMMs which are
strictly left to right, without skips over states. Addition-
ally, a 3 statesilencemodelwas addedwhich modelsthe
pausebefore and after an utterance. No additionalpause
modelwas usedbetweenthe spolen digits of a sequence,
eventhoughit is recommendedébr instancein [9].

Severalreferencesystemswveretrainedin orderto com-
parethe resultsof the P2D-HMM systems. Both are ex-
plainedin moredetailin thefollowing sections.

5.1. Reference Systems

As mentionedin Section 4.2 the referencesystemsare
basedn Mel-Spectrafeaturesor on Mel-Cepstrafeatures.
Both systemsweretrainedwith the whole training corpus.
Therecognitionperformancevasmeasurean all test-files
(overall performancepswell ason thosefiles whereonly

one digit was spolen (single digits performance). Every
systemwastrainedwith up to 6 mixturesper state.

Table 1 displaysthe results using a 39 dimensional
MFCC featurevector (12 MFCC, enegy, § anddd). It is
obviousthatthis systemalreadyshavs a very goodperfor
manceby usingonly onemixture.

Table 1. Resultswith Mel-Cepstal featuresand 10 states
per modelusing1D-HMMs.

mixtures | WER WER
(overall) | (singledigits)

1 4.65% 0.53%

6 0.94% 0.31%

Table2 displaystheresultsusinga 36 dimensionaMel-
Spectraffeaturevector(12 Mel-Spectral§ andéé) depend-
ing on the numberof states. It is obvious that the perfor
mancedecreaseby decreasinghe numberof states.This
effectcanbecompensatelly increasinghenumberof mix-
tures.

Table 2. Resultswith Mel-Spectal featules using 1D-
HMMs.

states| mixtures| WER WER
(overall) | (singledigits)
10 1 59.63% 14.72%
2 23.07% 9.06%
4 12.23% 3.29%
6 9.56% 2.23%
8 1 71.49% 34.41%
6 14.23% 2.26%
5 1 93.35% 47.82%
6 36.98% 3.32%

5.2. Experimentswith P2D-HMMs

The P2D-HMMsarefirst trainedandtestedon files includ-

ing only onespolendigit. Neverthelessthe silencemodel

for eachutterancewasused,too. Froma 72 dimensional
feature vector (24 Mel-Spectral,6 and dd), 24 new fea-

ture vectorswith 3 componentaere derived asdescribed
in Section4.2.

Two systemswere trainedwith 12 stateson time axis
(equivalentto the numberof superstates).The seconddi-
mensionwas realizedonceby 10 andthe othertime by 5
states.Theresultsaredisplayedn Table3.

Thetrainingof bothsystemsvascompletedafter2 mix-
tureswerereachedalthoughtheresultwith the12x 10state
systemis respectable.This was dueto (1) the enormous
increasechumberof parameteravhich have to be trained
and(2) theslightly worseperformanceomparedo all ref-
erencesystems. Besides,no additionaltraining was done



Table 3. Resultswith Mel-Spectal featues using P2D-
HMMs, testedon fileswith onespolendigit.

[ states | mixtures| WER |
12x10 1 8.62%
2 7.19%
12x5 1 42.78%
2 31.48%

usingthewholecorpus.

Thesecondsystemwith 12 x 5 statesshavs muchworse
resultsthanthe otherone. This might beanindicationthat
thestrongwarpingof frequeny parameterseduceghedis-
criminationpossibilitiestoo much.

As shawn in the previous section, the decreasingof
statesin the time axis resultsin worse recognition per
formancewhich could be compensatedby increasingthe
numberof mixtures. Therefore,it shouldbe possibleto
reachbetterresultswith P2D-HMMs by a smallernumber
of statesin the time axis and a highernumberof statesin
thefrequeng axisandincreasingsimultaneouslyhe num-
ber of mixtures. However, it turnedout thatincreasinghe
numberof Gaussiansglid notleadto ary improvements.

5.3. Analysisof the experiments

All testedsystembasednP2D-HMMshave shovn (partly
much) worse resultsthan the referencesystemsbasedon
standardHMMs. This is probablydueto the factthatdis-
criminating characteristicare lost, such as formant fre-
gueng positions by enablingthe possibilityto warpon fre-
gueny axis.

However, the bestresultobtainedwith thatmethod(see
Table 3) is comparabléo the referenceresultsobtainedin
Table?2 for the samenumberof mixtures(namely?).

The computationaleffort could be reducedby using
monophonemodelsinsteadof word models. But asshavn
in [2] the resultswith sucha systembasedon phoneme
modelsarealsoworsewith respecto the referencesystem
there. Theexperimentsn [2] wererealizedwith MFCC and
RASTA-PLP features.

6. CONCLUSION

In this paperan investigationon using image processing
techniquedor speectrecognitionis presented.Pseuda?-
dimensionalHMMs were usedto model word sequences
with adaptedMel-Spectral features. Nevertheless,the
speechrecognitionresultswereworsethanthosewith con-
ventional state-of-the-arHMMs. Only one systemwith
12 x 10 statescould nearlyreachthe resultsachiezed with
standardHMMs. Regardingthe enormouscomputational

effort to trainsucha systencomparedo 1-dimensionasys-
tems,it is currentlydifficult to detectpotentialadvantages
of this methodfor speectrecognition.
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