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ABSTRACT

In thispaper, theusageof pseudo2-dimensionalHidden
Markov Models for speechrecognitionis discussed.This
image processingmethodshould better model the time-
frequency structurein speechsignals. The methodcalcu-
latesthe emissionprobability of a standardHMM by em-
beddedHMMs for eachstate. If a temporalsequenceof
spectralvectorsis imaginedasaspectrogram,this leadsto a
2-dimensionalwarpingof thespectrogram.This additional
warpingof the frequency axiscouldbeusefulfor speaker-
independentrecognitionandcanbeconsideredto besimilar
to a vocal tractnormalization.Theeffectsof this paradigm
areinvestigatedin this paperusingtheTI-Digits database.

1. INTRODUCTION

Hidden Markov Models (HMMs) representa well-known
statisticalpatternrecognitiontechniqueandcanbeconsid-
eredas the state-of-the-artin speechrecognition. This is
dueto excellenttimewarpingcapabilities,theeffectiveself-
organizinglearningcapabilitiesandtheir ability to perform
recognitionandsegmentationin onesinglestep.

But the useof HMMs is not only restrictedto time-
sequentialdata, such as speech,handwritingor gestures.
Also every staticdata,suchasimages,canbemodeledand
processed.In thisway, imagescanbewarpedin verticaland
horizontaldirection,leadingto elasticmatchingcapabilities
for imagesusingHMMs. Thispossibilityof warpingin two
dimensionsinitiates the deliberationhow it is possibleto
usethatin speechrecognition,wherethetimesequenceand
theimpliedgenerationof featuresequencesis obvious.This
questionhasalsobeeninvestigatedrecentlyin [2, 3].

This paperinvestigatesthe usageof imageprocessing
techniques,in order to model speechmuch more flexible
thanwith standardHMMs. Thereforethefeatureextraction
wasadaptedin awaythatimagemodelingtechniquescould
beused.

After thedescriptionof thedeliberationswhich resulted
in this work (Section2), a brief introductioninto Pseudo2-
dimensionalHMMs is given in Section3 andthe adapted
featureextractionand the useddatabaseare introducedin

Section4. Therealizedexperimentsandtheobtainedresults
areexplainedin Section5 beforeasummaryis presentedin
Section6.

2. MOTIVATION

StandardHMMs model the temporalvariability underthe
assumptionthat the speechsignal is piecewise stationary.
Using overlappingwindows in featureextractionis dueto
the fact that this assumptionis not realistic. The spec-
tral variability is modeledby a Multi-Gaussiandistribution
which doesnot paygreatattentionto thespectralvariation
insidea frame.

Two-dimensionalmodeling techniquesenablea time
aswell asa spectralwarpingpossibility andconsequently
a modeling of the variations in both directions. Even
thoughuncorrelatedfeaturevectorcomponentsareassumed
in speechrecognition,thereexists alwaysa certaindegree
of correlation.Therefore,the inter-speaker variationcould
be reducedby bettermodelingthe correlationbetweenthe
successive componentsof thefeaturevector. Thelargerthe
correlationbetweenthecomponentsof a featurevectorthe
betteris themodelingeffect in thedirectionof thespectral
axis.

Pseudo2-dimensionalHMMs have alreadybeenused
for characteror documentrecognition[4] and facerecog-
nition [5] with good performance. With some adapta-
tionssuchmodelingtechniquescouldbeeasilyusedwithin
speechrecognition,too.

3. PSEUDO 2-D HMMS

Pseudo2-D HMMs (P2D-HMMs) are a generalizationof
the 1-dimensionalHMM paradigm,in order to model 2-
dimensionaldata. They arecalledpseudo,dueto the fact
that thestatealignmentsof consecutive columnsarecalcu-
latedindependentlyof eachother.

As outlined in Fig. 1, P2D-HMMs, which are also
known as planar HMMs, are stochasticautomatawith a
2-dimensionalarrangementof the states. The statesin
horizontaldirection are denotedassuper-states, andeach



Fig. 1. Basicstructureof a Pseudo2-D HMM

super-stateconsistsof a 1-dimensionalHMM in vertical
direction. If one considerse.g. an imagesubdivided into
stripesit is possibleto useP2D-HMMs for modelingthis
2-dimensionaldatain thefollowing manner:Eachstripeis
alignedto one of the super-statesof the P2D-HMMs, re-
sultingin a horizontalwarpingof thepattern.Furthermore,
within the super-state,the patternrelatedto the stripe is
alignedto the vertical HMM states,resultingin a vertical
alignmentof thestripe.

In a similar way, it is possibleto modeldata,which is
consideredto beconsistingof horizontalstripes.How it is
possibleto usespeechsignalsor parametersrepresentinga
speechsignalfor modelingwith P2D-HMMswith respectto
theadvantagesof this methodwill bediscussedlater (Sec-
tion 4.2).

The recognitionprocessusing P2D-HMMs is similar
to the recognitionwith “normal” HMMs, as it is accom-
plishedby calculatingthe class-dependentprobability that
the (unclassified)data has beengeneratedby the corre-
spondingP2D-HMM. For this procedure,the doubly em-
beddedViterbi algorithm can be utilized. A detailedde-
scriptionof this 2-dimensionalversionof the Viterbi algo-
rithm canbefoundin [6].

Alternatively, a P2D-HMM can be transformedinto
an equivalent 1-dimensionalHMM as shown by Samaria
in [7]. Therefore,specialstart-of-linestatesandmarker fea-
tureshave to be inserted. Figure 2 shows an augmented
6 x 6 P2D-HMM with start-of-line states,which are in-
dicatedby a cross. When using this structureone hasto
take careof the fact that the valuefor the start-of-linefea-
ture is different from all other possibleordinary features,
which forcesthestatesto generateahighprobabilityfor the
emissionof start-of-linefeatures.TheseequivalentHMMs
canbe trainedby the standardBaum-Welchalgorithmand
the recognitionstepcanbe carriedout using the standard
Viterbi algorithm.

Fig. 2. Augmented6 x 6 P2D-HMM

4. DATABASE AND FEATURE EXTRACTION

4.1. Database

The TI-Digits database[8] hasbeenusedthroughoutour
experiments. The corpuscontainsisolateddigits and se-
quencesof up to sevendigits spokenby US-Americanper-
sons(men,women,boys andgirls). For initialization pur-
posesandfirst trainingsandtestsof the P2D-HMMs only
theisolateddigitswereused.

4.2. Feature Extraction

As describedin Section2,uncorrelatedfeaturesdonotseem
to beusefulfor P2D-HMMs.Thereforetheexperimentwas
performedusingspectralfeatureson theMel-scale.

As areference,asystembasedonMel-Spectralfeatures
was usedwhich had a vector dimensionof 36 (12 Mel-
Spectral,� and ��� ). Additionally, asystemwastrainedwith
39-dimensionalMel-Cepstralfeaturevectors(12 MFCC,
energy, � and ��� ) in order to show the performancewith
moreuncorrelatedfeatures.

Beforeusing the describedP2D-HMMs with standard
training and recognitionmethodsthe sequenceof feature
vectors �����
	�
��� 	������������� 	������������� 	�����

(1)

hasto be re-arrangedand the marker featureshave to be
addedfor synchronizationwith the start-of-linestates.To
make sure that the value of the marker featureis out of
range,the value20 million waschosenandaddedin front
of everyoriginal featurevector

	�
of a frame.

In the simplestcasethe re-arrangementcan be done
by taking the componentsfrom

	�
as new featurevectors	������������� 	��� ��! "$#

(with N beingthenumberof spectralfeature
parameters).Therefore,a warpingwill be donealongthe



componentsof a frame. Becausethe � and ��� featuresare
appendedto the spectralfeatures,a simpleserializationis
notthebestwayto determinenew vectors

	�
. The � �

is much
morecorrelatedwith the correspondingspectralparameter% �

, etc. Alternatively, the featurescould be re-arrangedso
thatthenew featurevector
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values. This is also the way used
for our experimentshere. Thus,thenew featurevectorse-
quence &� resultsin:&��� �'	()� 	� �� � 	� �� ��������� 	� �" ��������� 	()� 	� �� � 	� �� ��������� 	� �" �������� 	(*� 	� �� � 	� �� ��������� 	� �" �

(2)

Thefeaturetransformationis summarizedin thefollow-
ing scheme.
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is themarker featurevector.

5. RECOGNITION EXPERIMENTS

Thespokendigitsweremodeledby wordHMMs whichare
strictly left to right, without skips over states. Addition-
ally, a 3 statesilencemodelwasaddedwhich modelsthe
pausebeforeand after an utterance. No additionalpause
modelwasusedbetweenthe spoken digits of a sequence,
eventhoughit is recommendedfor instancein [9].

Severalreferencesystemsweretrainedin orderto com-
parethe resultsof the P2D-HMM systems. Both are ex-
plainedin moredetail in thefollowing sections.

5.1. Reference Systems

As mentionedin Section 4.2 the referencesystemsare
basedonMel-Spectralfeaturesor onMel-Cepstralfeatures.
Both systemsweretrainedwith the whole trainingcorpus.
Therecognitionperformancewasmeasuredon all test-files
(overall performance)aswell ason thosefiles whereonly

one digit was spoken (single digits performance). Every
systemwastrainedwith up to 6 mixturesperstate.

Table 1 displays the results using a 39 dimensional
MFCC featurevector (12 MFCC, energy, � and ��� ). It is
obviousthat this systemalreadyshows a very goodperfor-
manceby usingonly onemixture.

Table 1. Resultswith Mel-Cepstral featuresand 10 states
per modelusing1D-HMMs.

mixtures WER WER
(overall) (singledigits)

1 4.65% 0.53%
6 0.94% 0.31%

Table2 displaystheresultsusinga36dimensionalMel-
Spectralfeaturevector(12Mel-Spectral,� and ��� ) depend-
ing on the numberof states. It is obvious that the perfor-
mancedecreasesby decreasingthe numberof states.This
effectcanbecompensatedby increasingthenumberof mix-
tures.

Table 2. Resultswith Mel-Spectral features using 1D-
HMMs.

states mixtures WER WER
(overall) (singledigits)

10 1 59.63% 14.72%
2 23.07% 9.06%
4 12.23% 3.29%
6 9.56% 2.23%

8 1 71.49% 34.41%
6 14.23% 2.26%

5 1 93.35% 47.82%
6 36.98% 3.32%

5.2. Experiments with P2D-HMMs

TheP2D-HMMsarefirst trainedandtestedon files includ-
ing only onespokendigit. Nevertheless,thesilencemodel
for eachutterancewasused,too. From a 72 dimensional
featurevector (24 Mel-Spectral, � and ��� ), 24 new fea-
ture vectorswith 3 componentswerederived asdescribed
in Section4.2.

Two systemswere trainedwith 12 stateson time axis
(equivalentto the numberof super-states).The seconddi-
mensionwasrealizedonceby 10 and the other time by 5
states.Theresultsaredisplayedin Table3.

Thetrainingof bothsystemswascompletedafter2 mix-
tureswerereached,althoughtheresultwith the12x 10state
systemis respectable.This was due to (1) the enormous
increasednumberof parameterswhich have to be trained
and(2) theslightly worseperformancecomparedto all ref-
erencesystems.Besides,no additionaltraining wasdone



Table 3. Resultswith Mel-Spectral features using P2D-
HMMs,testedonfileswith onespokendigit.

states mixtures WER

12x 10 1 8.62%
2 7.19%

12x 5 1 42.78%
2 31.48%

usingthewholecorpus.
Thesecondsystemwith 12x 5 statesshowsmuchworse

resultsthantheotherone. This might bean indicationthat
thestrongwarpingof frequency parametersreducesthedis-
criminationpossibilitiestoo much.

As shown in the previous section, the decreasingof
statesin the time axis results in worse recognitionper-
formancewhich could be compensatedby increasingthe
numberof mixtures. Therefore,it shouldbe possibleto
reachbetterresultswith P2D-HMMs by a smallernumber
of statesin the time axis anda highernumberof statesin
thefrequency axisandincreasingsimultaneouslythenum-
berof mixtures. However, it turnedout that increasingthe
numberof Gaussiansdid not leadto any improvements.

5.3. Analysis of the experiments

All testedsystemsbasedonP2D-HMMshaveshown(partly
much) worseresultsthan the referencesystemsbasedon
standardHMMs. This is probablydueto the fact thatdis-
criminating characteristicsare lost, such as formant fre-
quency positions,by enablingthepossibilityto warponfre-
quency axis.

However, thebestresultobtainedwith thatmethod(see
Table3) is comparableto the referenceresultsobtainedin
Table2 for thesamenumberof mixtures(namely2).

The computationaleffort could be reducedby using
monophonemodelsinsteadof word models.But asshown
in [2] the resultswith such a systembasedon phoneme
modelsarealsoworsewith respectto thereferencesystem
there.Theexperimentsin [2] wererealizedwith MFCCand
RASTA-PLP features.

6. CONCLUSION

In this paperan investigationon using imageprocessing
techniquesfor speechrecognitionis presented.Pseudo2-
dimensionalHMMs were usedto model word sequences
with adaptedMel-Spectral features. Nevertheless,the
speechrecognitionresultswereworsethanthosewith con-
ventional state-of-the-artHMMs. Only one systemwith
12 x 10 statescouldnearlyreachtheresultsachievedwith
standardHMMs. Regardingthe enormouscomputational

effort to trainsuchasystemcomparedto 1-dimensionalsys-
tems,it is currentlydifficult to detectpotentialadvantages
of this methodfor speechrecognition.
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