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ABSTRACT Direction
Thispaperealswith thesimultaneousecognitionof distant- =

talkingspeectof multiple talkersusingthe3-D N-bestsearch HMM state
algorithm. We describethe basicidea of the 3-D N-best
searchandwe addresswo additionaltechniquegmplemented
into the baselinesystem. Namely a path distance-based
clusteringandalik elihoodnormalizatiortechniqueappeared
to benecessaryn orderto build anefficient systemfor our
purposeln previousworkswe introducedtheresultsof ex-
perimentscarriedout on simulateddata. In this paperwe
introducethe resultsof the experimentscarried out using Fig. 1. 3-D Trellis space
reverberateddata. The reverberateddataare thosesimu-

latedby theimagemethodandrecordedn arealroom. The

imagemethodwasusedto know theaccurag-reverberation

Frame

time relationshipandtherealdatawasusedto evaluatethe In this paperwe proposea novel methodableto recog-
real performanceof our algorithm. The obtainedTop 3 re- nize multiple soundsourcessimultaneously The method
sultsof the SimultaneousVord Accurag/ was73.02%un- is basedon the 3-D Viterbi searchmethod,i.e., extended
der162msreverberatiortime andusingtheimagemethod. to a 3-D N-bestsearchmethod. The methodperformstull

searchin all directionsandconsiderdN-bestword hypothe-

1. INTRODUCTION sesanddirectionsequencesAs aresult,thealgorithmpro-

videsan N-bestlist, whichincludesthedirectionsequences
A complex problemthat mustbe solved for speechrecog- ~ andthe phonemesequencesf multiple soundsourced4].
nition systemfor distant-talkingspeechinvolvestalker lo- Thebeautyof our proposednethodis thatdoesnot require
calizationandthe speechrecognition.In someapproaches thedeterministicalkerlocalization,but it usesa probabilis-
[1, 2], the talker is first localizedby usingshort-or long-  tic approactbasedn theinputsignalacoustidnformation.
term power. Thena beamformeis steeredo the hypothe- In the baselinesystemtwo additionaltechniquesvereim-
sizeddirection and recognitionis performedby extracting ~ Plementedwhich significantlyimproved the performance
the featurevectorsin this direction. However, theseap-  ©Of our system.Thetwo techniquesreasfollows:

proachedacea seriousproblem, namely the localization

of the talker appeargo be difficult underlow SNR condi- * Likelihoodnormalizatiortechnique

tions. The 3-D Viterbi searchmethodproposedy Yamada TheN-besthypothesesarefoundby sortinghypothe-
etal. [3], integratestalker localizationandspeechrecogni- sesoriginatedfrom different soundsources. How-
tion andperformsViterbi searchin a3-D Trellis spacecom- ever, thedifferentsoundsourceshave differentlik eli-
posedf inputframes HMM statesanddirectiongFig. 1]. hooddynamicrangesandthereforewe cannot com-
A beamformeis steeredo eachdirectionat eachtime, and parethemaccurately The proposedikelihood nor-
this enablesa locus of the soundsourceanda featurevec- malizationtechniqueenableshehypotheseto becom-
tor sequencéo be obtainedsimultaneouslyA 3-D Viterbi pared.

search-basesgystemusingadaptve beamformingcanpro-
vide high recognitionrates,but sinceit considersonly the
onebestpathit the 3-D Trellis spacet canbe appliedonly In the caseof the baselinesystem thereis only one
in the caseof onesoundsource. N-bestist whichincludeshypothesesriginatedrom

e Pathdistance-basedusteringtechnique



differentsoundsources.However, if the likelihoods
arehigh in onedirectionthe N-bestlist is occupied
by the hypothesesf the soundsourcelocatedin this

direction. We try to solwe this problem by imple-

mentinga path distance-basedlusteringtechnique,
which separatethe hypothesesaccordingo their di-

rectionsand providesone N-bestlist for eachsound
source. By finding the top N for eachclusterthe
soundsourcesand their direction sequencesan be
obtained.

In previouswork [5] we introducedresultsobtainedby
experimentscarried out on simulateddata. In this paper
we introducethe resultsof the experimentscarriedout on
reverberateddata. The reverberatedlatain one casewere
simulatedusingthe Image Method [6], andin the other
casewererecordedn our experimentaroom.

2. 3-D VITERBI SEARCH EXTENDED TO 3-D
N-BEST SEARCH METHOD

The 3-D Viterbi searchattemptsto solve the problem of
localizationin the caseof low SNR values,by integrating
talker localizationand speechrecognition. The algorithm
performsViterbi searchin a 3-D Trellis spaceandfindsthe
optimal (d, §) pathwith thehighestik elihoodastheEq. (1)
shaws. In this equationg is the state d is the direction, M
is theHMM model,andX is the featurevector

(4, ci) = argmaz Pr(q,d| X, M) 1)

q,d

In thehypothesizegbath,adirectionsequencandafeature
vector sequencean be obtained. The direction sequence
correspondgo the locus of the soundsourceand the fea-
turevectorsequencéo the utteredspeector to othersound
sourcesA speechrecognitionsystembasedon 3-D Viterbi
searchand using adaptve beamformingcan provide high
recognitionratesandoperateefficiently, evenin the caseof
a moving talker. However, the systemfocus on the pres-
enceof onesoundsourceonly. In orderto avoid this dis-
adwantagewe extendedthe 3-D Viterbi searchmethodto a
3-D N-bestsearchmethodcapableof consideringmultiple
soundsources.

The proposed3-D N-bestsearchmethodit is basedon
the ideathat recognitionof multiple soundsourcescanbe
performedby introducingthe N-bestparadigminto the 3-D
Viterbi search. The 3-D N-bestsearchconsideramultiple
hypothesedor eachdirectionandin this way the N paths
with the highestlik elihoodscanbe obtained.

Thebaseline3-D N-bestsearchis a one-passearchal-
gorithm, which performsfull searchin all directions. At
eachtime frame,the arriving hypothese$o anodearecon-
sideredandthe N-bestarefoundby sortingtheuniqueones.

Equation2 shavsthegeneraivaythe N hypothesea” (¢, d, t)
with the highestlik elihoodsarefound.

a™(q,d,t) = %ort{gN(q', d,t—1)+logai(q,q)
/7ql

+logax(d',d)} + log b(q, x(d, t)) 2

Consideringanodeattime ¢ , theoveralla™ (¢',d',t — 1)
predecessdrypothesearesorted.Then,by addingto those
thea; stateanda, directiontransitionaswell asthe b out-
put probabilities the o™V (¢, d, t) N-besthypotheseganbe
found. At thelaststageof the recognitionsystembasecdon
3-D N-bestsearch,the overall provided word-hypotheses
aresortedaccordingto their likelihoodsandthetop N with
thehighestik elihoodsareselectedThecorrectsoundsources
areincludedin thetop N hypothesesindthe directionse-
guenceganalsobeobtained.

TheN-besthypothesesf a(q, d) (state, direction) are
foundby sortingthe overall arriving hypotheseandchoose
thetop N. However, hypothesesrriving from differentdi-
rection correspondo different soundsourceswith differ-
entlikelihooddynamicranges. Therefore the comparison
of the hypothesesiccordingto their likelihoodscannot be
accurate. In orderto avoid this problemwe introduceda
techniquefor likelihoodnormalization[7]. Thetechnique
usedfor likelihood normalizationis similar to the method
proposedby Matsui T. et al.[8]. Our one-stateGaussian
mixture (GM) (1 state,64 mixtures)modelis closeto that
proposedby Matsui T. et al., but its objective is different.
More specifically this modelrunsin parallelwith the other
modelsandits accumulatedik elihoodis usedto normalize
thelik elihoodsof the hypothesevolved.

In somecasesour algorithm faceswith an additional
problem. Namely if the likelihoodsof the hypothese®f
onedirectionhappengo be muchhigherthatthoseof the
otherdirections,the N-bestlist is occupiedby hypotheses
of onedirectiononly. In this casethe algorithmfails and
can not considerall the soundsources. In orderto solve
this problemthe original 3-D N-bestsearchwas extended
by implementinga path distance-basedlustering[5]. By
usinginformationon the provided directionsequenceghe
top N hypotheseareclusterednto differentclusterswhich
correspondo the soundsources.The pathdistanceis cal-
culatedusingthefollowing equation:

Dk, k) = 3 (de(t) — dio (8)2(0(de(t),1) + Dl (),5) @)

In the Eq. (3), T is the total numberof frames,k and &'
the directionsat the final framesof the two hypothesesqy,
the direction sequenceendingat k, and p(dy) the power
sequenceorrespondingo dy.
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Fig. 2. Experimentalrrangementor reverberanenviron-
ment

3. EXPERIMENTSAND RESULTS

3.1. Experimental Conditions

The speechrecognizeiis basedon tied-mixtureHMM with
256 distributions. Fifty-four context independenphoneme
modelsaretrainedwith the 64-speakr ASJ spealer inde-
pendentlatabaseThe one-stat&SMM is alsotrainedusing
thesamedatabaseThetestdataincludes216 phonemebal-
ancedwords of the ATR databaseSetA, which form 215
word-pairs. Several spealer andword-pairsareused.The
featurevectorsare of length 33 (16 MFCC, 16 AMFCC,
and Apower). A linear microphonearray composedf 32
microphoneswvas used. The distancebetweenthe micro-
phoneswas2.83c¢m. Thetwo talkerswerelocatedat fixed
positionsat 10 and170degreesasFigure 2 shaws.

3.2. Resaults

We carriedouttwo kindsof experimentsin thefirst casethe
reverberatedlatawere simulatedusingthe image method.
Thatmethodwasdevelopedby Allen etal. [6] andcanbe
usedto simulatesmall-roomacoustics. In orderto know
therelationshipbetweenthe reverberatiortime andthe ac-
curag we carriedoutexperimentsunderTig reverberation
time 162, 200 and240ms. Figures 3, 4, and 5 show the
obtainedresults. As resultsshaw in the caseof reverbera-
tiontime Tjg; = 162ms theobtainedresultsarepromising.
More specifically the SimultaneousNord Accurag (both
talkersaresimultaneouslyecognizedjn Top 5 hypotheses
was80%. Theresultsshav alsothatthe performancef the
systemdegradesasthe reverberatiortime becomedonger
Namely in Top 5 hypotheseshe SimultaneoudNord Ac-
curag underTigey = 200ms becomesr8.5% andunder
Ti60) = 240ms become$7%.

The real performanceof our proposedalgorithm was
evaluatedthroughexperimentscarriedout on reverberated
datarecordedn arealroomwith reverberatiortime Tjgo) =
280ms. The ambientnoiselevel was24.3 dBA. Figures
6, 7,and 8 shav theobtainedresults. Theresultsareshovn
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Fig. 3. Spealer’A’ Word Accuracgy
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Fig. 4. Spealer’'B’ Word Accurag/

in comparisorwith thecaseof simulateddata. The Simulta-
neousWord Accuragy in Top 5 hypothesesvas63%. Com-
paringwith theresultsachiesedby usingtheimagemethod
the real performancedegrades. However, consideringthe
presencef ambientmoiseandthelongerreverberatioriime,
the comparisorbetweerthetwo casess reasonable.

4. CONCLUSION AND FUTURE WORK

In previousworkstheperformancef our 3-D N-bestsearch-
basedsystemwasevaluatedhroughexperimentsarriedout
onsimulateddata(only time delay). In this papemwe intro-
ducedtheresultsachievedby experimentsarriedoutonre-
verberatedlata. In thefirst experimentsheimagemethod
wasusedin orderto simulatethereverberanernvironments.
More specifically we carriedout experimentsunderTjg;
reverberationtime 162, 200, and 240ms. Although, un-
der reverberantconditionsthe performanceof our system
degraded,the obtainedresultsare promising. In the sec-
ond experimentsreal datawere usedrecordedin our ex-
perimentalroom. In that casethe Tjgo) reverberationtime
was 280ms. As future work we planto carry out experi-
mentsfor the recognitionof threesoundtalkers,including
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Fig. 5. SimultaneousVord Accurag/
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Fig. 6. Spealer’A’ Word Accuragy

two talkersandonenoisesource. Our systenis alreadyable
to dealwith this problemandtherelatedexperimentsarein
progress.
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