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ABSTRACT
Thispaperdealswith thesimultaneousrecognitionof distant-
talkingspeechof multipletalkersusingthe3-DN-bestsearch
algorithm. We describethe basicidea of the 3-D N-best
searchandweaddresstwoadditionaltechniquesimplemented
into the baselinesystem. Namely, a path distance-based
clusteringandalikelihoodnormalizationtechniqueappeared
to benecessaryin orderto build anefficient systemfor our
purpose.In previousworkswe introducedtheresultsof ex-
perimentscarriedout on simulateddata. In this paperwe
introducethe resultsof the experimentscarriedout using
reverberateddata. The reverberateddataare thosesimu-
latedby theimagemethodandrecordedin arealroom.The
imagemethodwasusedto know theaccuracy-reverberation
time relationship,andtherealdatawasusedto evaluatethe
realperformanceof our algorithm. TheobtainedTop 3 re-
sultsof the SimultaneousWord Accuracy was73.02%un-
der162msreverberationtimeandusingtheimagemethod.

1. INTRODUCTION

A complex problemthat mustbe solved for speechrecog-
nition systemfor distant-talkingspeechinvolvestalker lo-
calizationandthespeechrecognition.In someapproaches
[1, 2], the talker is first localizedby usingshort-or long-
termpower. Thena beamformeris steeredto thehypothe-
sizeddirectionandrecognitionis performedby extracting
the featurevectorsin this direction. However, theseap-
proachesfacea seriousproblem,namely, the localization
of the talker appearsto be difficult underlow SNR condi-
tions. The3-D Viterbi searchmethodproposedby Yamada
et al. [3], integratestalker localizationandspeechrecogni-
tion andperformsViterbi searchin a3-D Trellis spacecom-
posedof inputframes,HMM states,anddirections[Fig. 1 ].
A beamformeris steeredto eachdirectionateachtime,and
this enablesa locusof the soundsourceanda featurevec-
tor sequenceto beobtainedsimultaneously. A 3-D Viterbi
search-basedsystemusingadaptive beamformingcanpro-
vide high recognitionrates,but sinceit considersonly the
onebestpathit the3-D Trellis spaceit canbeappliedonly
in thecaseof onesoundsource.

HMM state

Frame
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Fig. 1. 3-D Trellis space

In this paperwe proposea novel methodableto recog-
nize multiple soundsourcessimultaneously. The method
is basedon the 3-D Viterbi searchmethod,i.e., extended
to a 3-D N-bestsearchmethod.Themethodperformsfull
searchin all directionsandconsidersN-bestwordhypothe-
sesanddirectionsequences.As a result,thealgorithmpro-
videsanN-bestlist, which includesthedirectionsequences
andthe phonemesequencesof multiple soundsources[4].
Thebeautyof our proposedmethodis thatdoesnot require
thedeterministictalker localization,but it usesaprobabilis-
tic approachbasedon theinputsignalacousticinformation.
In the baselinesystemtwo additionaltechniqueswereim-
plemented,which significantly improved the performance
of our system.Thetwo techniquesareasfollows :� Likelihoodnormalizationtechnique

TheN-besthypothesesarefoundby sortinghypothe-
sesoriginatedfrom different soundsources. How-
ever, thedifferentsoundsourceshavedifferentlikeli-
hooddynamicrangesandthereforewe cannot com-
parethemaccurately. The proposedlikelihoodnor-
malizationtechniqueenablesthehypothesestobecom-
pared.� Pathdistance-basedclusteringtechnique

In the caseof the baselinesystem,thereis only one
N-bestlist whichincludeshypothesesoriginatedfrom



differentsoundsources.However, if the likelihoods
arehigh in onedirection the N-bestlist is occupied
by thehypothesesof thesoundsourcelocatedin this
direction. We try to solve this problem by imple-
mentinga pathdistance-basedclusteringtechnique,
which separatesthehypothesesaccordingto their di-
rectionsandprovidesoneN-bestlist for eachsound
source. By finding the top N for eachcluster the
soundsourcesand their direction sequencescan be
obtained.

In previouswork [5] we introducedresultsobtainedby
experimentscarriedout on simulateddata. In this paper
we introducethe resultsof the experimentscarriedout on
reverberateddata. The reverberateddatain onecasewere
simulatedusingthe
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[6], andin theother

casewererecordedin our experimentalroom.

2. 3-D VITERBI SEARCH EXTENDED TO 3-D
N-BEST SEARCH METHOD

The 3-D Viterbi searchattemptsto solve the problemof
localizationin the caseof low SNR values,by integrating
talker localizationandspeechrecognition. The algorithm
performsViterbi searchin a 3-D Trellis spaceandfindsthe
optimal ������ ���� pathwith thehighestlikelihoodastheEq. (1)
shows. In this equation,� is thestate,

�
is thedirection, �

is theHMM model,and � is thefeaturevector.

� �� � �� � �"!�#%$�&'!�()+* , - . � � �/�10 � � � � (1)

In thehypothesizedpath,adirectionsequenceanda feature
vectorsequencecan be obtained. The directionsequence
correspondsto the locusof the soundsourceand the fea-
turevectorsequenceto theutteredspeechor to othersound
sources.A speechrecognitionsystembasedon 3-D Viterbi
searchand using adaptive beamformingcan provide high
recognitionratesandoperateefficiently, evenin thecaseof
a moving talker. However, the systemfocus on the pres-
enceof onesoundsourceonly. In orderto avoid this dis-
advantage,we extendedthe3-D Viterbi searchmethodto a
3-D N-bestsearchmethodcapableof consideringmultiple
soundsources.

Theproposed3-D N-bestsearchmethodit is basedon
the ideathat recognitionof multiple soundsourcescanbe
performedby introducingtheN-bestparadigminto the3-D
Viterbi search. The 3-D N-bestsearchconsidersmultiple
hypothesesfor eachdirectionandin this way the N paths
with thehighestlikelihoodscanbeobtained.

Thebaseline3-D N-bestsearchis a one-passsearchal-
gorithm, which performsfull searchin all directions. At
eachtime frame,thearriving hypothesesto a nodearecon-
sideredandtheN-bestarefoundby sortingtheuniqueones.

Equation2showsthegeneralwaythe 2 hypotheses3 45� � �6���/7 �
with thehighestlikelihoodsarefound.
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Consideringa nodeat time
7

, theoverall 3 45� �Vq �/� q �r7ksut �
predecessorhypothesesaresorted.Then,by addingto those
the !ev stateand !Bw directiontransitionaswell asthe x out-
put probabilities,the 3 4y� � �/�	�r7 � N-besthypothesescanbe
found. At thelaststageof therecognitionsystembasedon
3-D N-bestsearch,the overall provided word-hypotheses
aresortedaccordingto their likelihoodsandthetop N with
thehighestlikelihoodsareselected.Thecorrectsoundsources
are includedin the top N hypothesesandthe directionse-
quencescanalsobeobtained.

TheN-besthypothesesof a � � �6� � �pz 7 ! 7F{��6�?| # {f}+7A|A~f� � are
foundby sortingtheoverallarriving hypothesesandchoose
the top N. However, hypothesesarriving from differentdi-
rection correspondto different soundsourceswith differ-
ent likelihooddynamicranges.Therefore,the comparison
of thehypothesesaccordingto their likelihoodscannot be
accurate. In order to avoid this problemwe introduceda
techniquefor likelihoodnormalization[7]. The technique
usedfor likelihoodnormalizationis similar to the method
proposedby Matsui T. et al.[8]. Our one-stateGaussian
mixture (GM) (1 state,64 mixtures)modelis closeto that
proposedby Matsui T. et al., but its objective is different.
More specifically, this modelrunsin parallelwith theother
modelsandits accumulatedlikelihoodis usedto normalize
thelikelihoodsof thehypothesesinvolved.

In somecasesour algorithm faceswith an additional
problem. Namely, if the likelihoodsof the hypothesesof
onedirectionhappensto be muchhigher that thoseof the
otherdirections,the N-bestlist is occupiedby hypotheses
of onedirectiononly. In this casethe algorithmfails and
can not considerall the soundsources. In order to solve
this problemthe original 3-D N-bestsearchwasextended
by implementinga pathdistance-basedclustering[5]. By
usinginformationon theprovideddirectionsequences,the
topN hypothesesareclusteredinto differentclusters,which
correspondto the soundsources.The pathdistanceis cal-
culatedusingthefollowing equation:

� :U��>r� T EoGI�	� d� � �e� :=@?��:�CFE1X�@ � O :�CAEAE
h :��1:=@?�V:�CFE/>DCFE�\g�1:=@ � O :�CAE/>pCAEAE (3)

In the Eq. (3), � is the total numberof frames, � and � q
thedirectionsat thefinal framesof the two hypotheses,

���
the direction sequenceendingat � , and �c� ��� � the power
sequencecorrespondingto

�B�
.
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Fig. 2. Experimentalarrangementfor reverberantenviron-
ment

3. EXPERIMENTS AND RESULTS

3.1. Experimental Conditions

Thespeechrecognizeris basedon tied-mixtureHMM with
256distributions. Fifty-four context independentphoneme
modelsare trainedwith the 64-speaker ASJ speaker inde-
pendentdatabase.Theone-stateGMM is alsotrainedusing
thesamedatabase.Thetestdataincludes216phonemebal-
ancedwords of the ATR databaseSetA, which form 215
word-pairs.Severalspeaker- andword-pairsareused.The
featurevectorsare of length 33 (16 MFCC, 16 � MFCC,
and � power). A linear microphonearraycomposedof 32
microphoneswas used. The distancebetweenthe micro-
phoneswas �e� �i� } & . The two talkerswerelocatedat fixed
positionsat10 and170degreesasFigure 2 shows.

3.2. Results

Wecarriedouttwo kindsof experiments.In thefirst casethe
reverberateddataweresimulatedusingthe imagemethod.
Thatmethodwasdevelopedby Allen et al. [6] andcanbe
usedto simulatesmall-roomacoustics. In order to know
therelationshipbetweenthereverberationtime andtheac-
curacy wecarriedoutexperimentsunder��� �/�r� reverberation
time

t�� � , �?�?� and �V��� & z . Figures 3, 4, and 5 show the
obtainedresults.As resultsshow in the caseof reverbera-
tion time �c� �/�r� � t�� � & z theobtainedresultsarepromising.
More specifically, the SimultaneousWord Accuracy (both
talkersaresimultaneouslyrecognized)in Top 5 hypotheses
was ����  . Theresultsshow alsothattheperformanceof the
systemdegradesasthe reverberationtime becomeslonger.
Namely, in Top 5 hypothesesthe SimultaneousWord Ac-
curacy under ��� �r�/� � �?�?� & z becomes¡	���`¢	  and under��� �/�/� � ���i� & z becomes£�¡�  .

The real performanceof our proposedalgorithm was
evaluatedthroughexperimentscarriedout on reverberated
datarecordedin arealroomwith reverberationtime ��� �/�r� ����i� & z . The ambientnoiselevel was �V�	� � ��¤¦¥ . Figures
6, 7, and 8 show theobtainedresults.Theresultsareshown
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Fig. 3. Speaker ’A’ Word Accuracy
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Fig. 4. Speaker ’B’ Word Accuracy

in comparisonwith thecaseof simulateddata.TheSimulta-
neousWordAccuracy in Top5 hypotheseswas £	§1  . Com-
paringwith theresultsachievedby usingtheimagemethod
the real performancedegrades. However, consideringthe
presenceof ambientnoiseandthelongerreverberationtime,
thecomparisonbetweenthetwo casesis reasonable.

4. CONCLUSION AND FUTURE WORK

In previousworkstheperformanceof our3-DN-bestsearch-
basedsystemwasevaluatedthroughexperimentscarriedout
on simulateddata(only time delay). In this paperwe intro-
ducedtheresultsachievedby experimentscarriedoutonre-
verberateddata. In thefirst experimentsthe imagemethod
wasusedin orderto simulatethereverberantenvironments.
More specifically, we carriedout experimentsunder ��� �r�/�
reverberationtime

t�� � , �?�?� , and ���i� & z . Although, un-
der reverberantconditionsthe performanceof our system
degraded,the obtainedresultsare promising. In the sec-
ond experimentsreal datawere usedrecordedin our ex-
perimentalroom. In that casethe ��� �/�/� reverberationtime
was ���?� & z . As future work we plan to carry out experi-
mentsfor the recognitionof threesoundtalkers,including
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Fig. 5. SimultaneousWord Accuracy
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Fig. 6. Speaker ’A’ Word Accuracy

two talkersandonenoisesource.Oursystemis alreadyable
to dealwith thisproblemandtherelatedexperimentsarein
progress.
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Fig. 7. Speaker ’B’ Word Accuracy
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Fig. 8. SimultaneousWord Accuracy
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