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ABSTRACT Speech recognition, given that only partial temporal/spectral
features are reliable, has been discussed previously in the context
of missing feature theory (see, e.g. [1]-[5]). Instead of requiring a
detailed knowledge of the noise for clearing the corrupted
features, the missing feature method requires only a labelling of
every feature as reliable or corrupt, for removing the unreliable
features from recognition. Unfortunately, locating the corrupted
"data itself can be a difficult task. Recent studies have suggested

and a combination of the union model with conventional noise- that th liable dat be identified b licitl :
reduction techniques to accommodate the mixtures of stationary at the unreliable data may be identified by explicitly measuring
the local signal-to-noise ratio (SNR), based on a running estimate

noise (e.g. car) and random, abrupt noise (e.g. a car horn). Theof the local noise spectrum via spectral subtraction [3][4]. This
proposed system has been tested for connected-digit recognition,method erforms Wr;” when the F():orru tina noise is[s]tEit?(.)nar
subjected to various types of noise with unknown, time-varying P pung Y-

characteristics. The results have shown significant robustness fOtFor unknown or nonstatlonary_nplse, Seltzzr al. [5] _have_
the new model suggested that some characteristics of the speech signal itself,

such as the harmonic nature of voiced speech, may be exploited
1. INTRODUCTION for identifying the corrupted time-frequency regions.

For dealing with unknown, nonstationary noise, we haeently
This paper studies noisy speech recognition assuming that therestydied a new approach, i.e. the probabilistic union model [6-8].
is no knowledge about the noise, except that the noisaaster Unlike the missing feature method, the union model does not
than the speech utterance. We term this a partial temporal (orrequire the identity of the noisy data, instead, it combines the
partial duration) corruption. Partial temporal corruption may be |ocal information based on the union of random events, to reduce
caused by time-limited or time-selective noise, for example, a car the dependence of the model on information about the noise. The
horn, a shut door, random channel impulses, click sounds from aynion model has been previously applied to the combination of
keyboard or any type of burst noise occurring during the syp-pand information for speech recognition, assuming that the
utterance and affecting only certain parts of the speech signal.ynknown corruption is localized in certain areas of the frequency
There may be two different ways to deal with this type of noise hand [6]. The present research considers the corruption localized
for speech recognition. Firstly, we may use the conventional iy the time duration, which is not necessarily band-limited. A
noise-reduction techniques to remove the noise from the signal, preliminary study of this, for isolated-word recognition, has been
or to adapt the model to the noisy observations. However, this presented in [7]. The present paper deepens this study. In
may prove difficult because these techniques usually require particular, we describe several new advances in this model. The
certain knowledge such as the spectral or cepstral characteristicsjrst advance is an n-best rescoring strategy for incorporating the
of the noise, and these can be difficult to estimate given the ynion model into continuous spch recognition. The second
variety, unpredictability and nonstationary nature of the abrupt agvance is a dynamic segmentation algorithm for reducing the
noise as mentioned above. Alternatively, we may base the nymber of corrupted segments in the union model. A further
recognition mainly on information from the clean parts of the advance is a combination of the union model and conventional
signal, by ignoring the noisy parts, or by making these parts play nojse compensation methods, for dealing with a mixture of
a less significant role. This recognition is possible due to the stationary noise and unknown burst noise. In the following we
redundancy of the temporal characteristics okesh. This  pegin with an overview of the union model, and then describe the
method is of interest because no knowledge is required for thejmprovements, followed by an experimental evaluation.
noise, except its location. A better system may be a combination
of these two methods, i.e., using the noise reduction technique to 2. THE UNION MODEL
remove the noise with a known or trainable characteristic, and
exploiting the redundancy in the epch signal to get aund the Assume that in speech recognition a speech utterance can be
noise with an unknown or time-varying nature. This paper is represented by a sequence of short-term spectral vectors (i.e.
focused on the second method, but we use a simple example tdrames) X = (x¢, X2,..., X7 ) , where each frame characterizes
demonstrate the advantage of combining the two methods. the temporal spectrum of speech at tirhe The presence of a

The probabilistic union model is improved for continuousesgh

recognition involving partial duration corruption, assuming no
knowledge about the corrupting noise. The new developments
include: an n-best rescoring strategy for union based continuous
speech recognition, a dynamic segmentation algorithm for
reducing the number of corrupted segments in the union model



time-limited or time-selective noise can cause some ofxtheo reduce the number of combinations involved in computing the
be corrupted. Thus, we face the problem of how to calculate the union probability (1), we model the segments instead of frames.
probability for X , given that some of the frames may be noisy. For each test frame sequen¢g, x2,...,x7) , we first convert it

The idea of the missing feature method is that the acoustic into a sequence of segmen(®, z2,...,zn ) , where each segment
mismatch due to the noise can be effectively reduced by simply zn consists of the same number of consecutive frames, and then
ignoring the strongly affected features. However, because of thecompute the union probability for the segments. Given the state
uncertainty of the noise, the identities of the corrupted frames aresequence S=(s1,Sp,...,Str) associated with the frame
unknown. The probabilistic union model is a method that can be sequence, the segment union probability can be approximated as
used to select usable features from a given feature set, without

requiring the identity of the corrupted features. P(X|S) = Z P(Zn1|S)P(Zn1|5)"' P(zny-u |S) (7)

MN2---NN-
The union model deals with the uncertainty of the corrupted ne

frames by combining the subsets of the frames using the where the summation is over all possible combinationsNof
inclusive “or” (i.e. disjunction) operator. LetP(X) be the values (1,...,N) taken N -M at a time, andP(z, |S) is the
probability of the observation sequencé . With the union probability of the segmentn , defined by
model, this probability can be expressed in a general form as

P(z0]$) = [] bs () (8)

P(X) =P( |:| Xty Xty ** Xty ) oy %Oz
titz- - tr-m
where by (x) is the frame-based observation probability distribu-

where the symbolll represents the inclusive “or" operator, tion in state i. Because local frame corruption within a segment
which is applied to combine all possible subsetsxt, -+ Xtr-u affects the probability of the segment (i.e. (8)), a segment is

of (T -=M) frames within(xi, X2,....xr) , and M is called order  considered to be noisy if part or all of its frames are noisy.
of the model, with a valueDsM <T - 1For example, in the

case with four frames (x1,%2,X3,X4), the union model 3. IMPROVEMENTS

probability P(X) can take four possible forms, corresponding to

order M =0, 1, 2 and 3, respectively: The above model, (7) and (8), has been previously applied to
isolated-word recognition [7]. In recognition, we assumed that

M=0: P(X) = P(x1x2X3X4) @ the word-based state sequence, required for calculating the union

M=1: P(X) = P(xgX2X3 0 X XoXa X1 X3Xg 0 XoX3X4) ©) probe}bility (7), can be derived by using the §tandard Vi_terbi
algorithm, even though there may be some noisy frames in the

M=2: P(X) = P(x1Xo Ox1x3 OX3X4 O XoX3 OXoXq OX3X4) (4) observation sequence. Our experiments have indicated that this
appears to be effective as well as being simple. To apply the

M=3: P(X) = P(xg Ox2 Ux3 OX4) ©) above model to continuous epch recognition, our first

improvement is to adopt a two-pass, n-best rescoring approach.
In the first pass, the HMMs are applied to generate n-best
sentence (i.e. state sequence) alternatives by using the Viterbi
algorithm. In the second pass, the union model is applied to the
segment probabilities, associated with each hypothesized state
sequence, to produce a union probability on which the final
recognition decision is based. In rescoring, the capability of the
P(X) =P(x1x2) + P(x1x3) + P(X1X4) union model for ignoring the strongly corrupted data is exploited
+ P(XpX3) + P(XpX4) + P(X3X4) ©) to reduce the effect of the corrupted segments on recognition.

A union model of orderM is suited for accommodating a
maximum of M noisy frames, in terms of leaving at least one
subset of(T —M) frames in the model not affected by the noise.
To illustrate this, use the above example with order 2, assuming
two corrupted frames with unknown identity. The union
probability P(X) for order M =2 can be approximated as

where we have omitted the terms corresponding to the joint AS described above, modeling segments of frames instead of

probabilities between the; xj’s, assuming that these are small !n?IVIdU?| frirrr:es_ IS | d?swablfe tt?] retain thtet.dlsf:”imr:f}t'.\ée
and can be neglected in comparison to the other terms [6]. Ag'Mormation. The simplest way for mis segmentation 1S 1o divide

indicated in (6), the union model includes the probabilities of all the test observation sequence uniformly iriib segments, each

possible combinations between two frames, and thus it includessegt?e(;]t_ cg}rr?s?ondlng t(l) a ShpeC'I}:" A drawback O.f thfls
the probability for the remaining two “clean” frames, providing method 1S thal, Tor example, when there are Some noisy frames

correct information about the probability ok . The probability that are shorter than a segment and Iylng across a border of MO
containing only the clean frames should usually dominate the sggments, then both the segments .WIH be_ affected by the noise.
probability P(X) for the correct model, because of small Fig. 1 shows another example in which noisy frames shorter than
mismatch between the model and data. As such, recognition cantWO segme_nts can affect thr'ee segments d ue to the flxed-bord_er
be based on the union probabilitP(X), and hence no segmentation. Our second improvement is therefore a dynamic

information is needed for the identity of the two noisy frames. segmentation method, which adjusts the ongin of the segments
for each utterance such that only the smallest number of

The above union model can be implemented based on the HMM segments may be affected by the noise, as illustrated in Fig. 1.
techniques. To retain the inter-frame correlation, as well as to This is accomplished based on a maximum-probability criterion.



[ [ x] - el e ] [ % | was also built to account for the silences surroundesgrh
! ! utterance and the optional silences between digits. These HMMs
| a | z | | | N | were used to produce the state sequence for the union model, and
%[_J also served as the baseline system for comparison.
o | z | =z 1 1 As shown in (7), there are two parameters in the union model,
I(z1) i.e., the number of segments for each utteraride,and the order

of the model, M . We have tested the model with different
Fig. 1. Top: a frame sequence withrepresenting noisy frames.  lengths for a segment, to search for a balance between the noise
Middle: uniform segmentation with three segments affected by localization and linguistic discrimination. We found that a
the noise. Bottom: dynamic segmentation with only two segment length around ten frames (about 160ms) was suitable.
segments affected by the noise. Given the length of the segment, the number of segméhtsan

be variable across utterances with different duration. As such, it
Denote by (z) the frame time that defines the origin of the would be more convenient to calculate the relative orifgtN .
first segment and hence the borders of all the segments. We therA relative order of 0.2, for example, may accommodate up to
can write the union probability as a function df(z), i.e. 20% of the segments in each utterance to be corrupted. As
P(X|S,I(z1)), for a given segmentation. In recognition we described earlier, we used an n-best rescoring strategy for
search for thel"(z1) to maximize this probability over the range  continuous spech recognition. In all the experiments, we limited
of the frame time (1L), whereL represents the length of each the number of the rescored alternatives, to 50.
segment. As shown in Fig. 1, aB(z;) is increased, the last
segmentzy moves back to the beginning of the frame sequence
so there is no information lost. We call this method maximum-
probability segmentation, in contrast to uniform segmentation. In
the experiments we have tested bOth. T“eth"ds- It was found thatry e peqt accuracy (i.e. the rate that the correct string is
they produced the same recognition accuracy for clean contained in the n-best alternatives) is also included in the table.

utteran_c_es. However, yvhen noises were present, the maximumm-a o expected, the performance of the union model decreased as
probability segmentation method outperformed the uniform

. . - the order was increased, because of the disjunction between the
segmentation method, especially for the low SNR conditions.

Th . babilit tati thod dt clean segments. In practice, we need a high order to
€ maximum-probability segmentation method was used 10 ,..ommodate as many noisy segments as possible, but a low
produce the results presented in Section 4.

order to obtain an acceptable performance for clean speech
A further improvement is the combination of the union model recognition, i.e. a balance between robustness and clesgtisp
with conventional noise-reduction techniques. So far we have performance. We have found that for connected digit recognition
assumed no prior knowledge about the times of occurrence andan order M /N =0.2 provides a good balance. Therefore in the
the characteristics of the noise. This is typical for random, abrupt following we use this order for further experiments involving
noise. However, the real-world noise may be a mixture of noise corruption. As shown in Table I, this order offered a string
stationary noise and abrupt noise. For stationary noise, with accuracy of bout 94% for clean utterance recognition.
;i?i?;tzbg‘ ;ueﬂ'r%?gé 2,; st'g[\iglo_?s&slt \:\?e F;r?zjlbbﬁmtoaost;/t;zmai?] Next, we testeq the union model gssuming th_at each utterance
which the union model and sc;me cc;nventional noise-reduction involved a pa_tmal temporal corruption. Four dlﬁerent_ types of
techniques are combined, to deal with this type of mixed noise real-world noise, a bell, a door slam, a telephone g, and a
. . ’ " gunshot, were used to corrupt the utterances. The noise was
The stationary noise component may be removed, for example

) . ) . ~“'additive, and the SNR was calculated relative to the part of
by spectral subtraction or noise compensation, and the remalnlngSpeech where the noise was added. For each utterance. the

uz:mnovn\:n dbl:rsgnno)l(s?nc?mpo?er:tv\tl:iﬂ% th;n br(iabdsail: ;V'trli bzdtfhe corruption was centered at one of the five positions: beginning,
union model. An example syste € describe ection <. middle, end, a quarter’s position and three quarter’s position,

which was chosen randomly f@ach utterance. The duration of
4. EXPERIMENTS the noise was 10% and 20%, respectively, of the duration of the
The TIDigits connected digits database was used for the experi-SpeeCh utterance. Table Il presents the average string accuracy, as

ments. This database contains a total of 6196 test utterances fof* function of the SNR, averaged over all the noise types. We see

speaker-independent connected digit recognition. Each testihat the union model significantly improved upon the baseline
utterance may contain a string of 2, 3, 4, 5 or 7 digits, assuming model throughout all the noise conditions. We also see that there

no advance knowledge of the number of digits in an utterance.

Firstly, we tested the models for clean utterance recognition.
' Table | presents the string accuracy obtained by the union model
applied to rescore the top 50 string alternatives produced by the
Viterbi algorithm, along with the accuracy by the baseline HMM.

is still a large gap between the n-best accuracy and the union

The speech was sampled at 8 kHz, and divided into frames of M0del accuracy. Note that for a 5-, 6- or 7-digit utterance, a 20%
256 samples. Each frame was featured using a 20-element vectorduration corruption may affect the duration of a whole word or
including 10 mel-frequency cepstral coefficients and their first- [0Nger. This can cause the information of a whole word to be
order delta parameters. Each digit was modeled with a 10-state!®St: Which is difficult to recover without context knowledge.

HMM trained on clean training data, with each state containing FUrther improvement may be obtainable by combining with a

eight mixture Gaussian densities. A silence HMM with one state 'anguage model, for recognition of a text sentence.



Table I. String accuracy (%) for clean utterances Table IV. String accuracy (%) with combined noise

compensation and union model for mixed stationary noise (car,

ReI;:;ZerEZ?I?AI/N) B:;Ie,\l/llne (1-3568; SNR=10 dB) and unknown burst noise (a car horn, SNR=0dB)
Union model Baseline HMM
0.0 0.1 0.2 0.3 0.4
9753 96.35 94.14 84.76 7473 9753  99.95 No compensation 36.27 29.34
With compensation 79.52 60.23
Table Il. String accuracy (%) with noise corrupting the duration
of each utterance by 10% and 20%, respectively stationary noise, could be reduced. While we assumed
knowledge about the occurrence of the stationary noise, we
SNR Union model ~ Baseline HMM  n-best (n=50) assumed no knowledge about the occurrence of the car horn
(dB) Corruption during the utterance. Table IV presents the results, showing the

advantage of the combination of the union model and noise

0, 0, 0, 0, 0, 0,
10% 20% 10% 20% 10% 20% compensation technique for dealing with the mixed noise.

10 9227 88.83 89.20 8290 99.71 99.31
0 87.62 81.34 7655 6051 9829 96.16 5. SUMMARY
-10 80.63 6290 61.51 39.14 93.92 83.15

This paper introduced our recent efforts in enhancing the
capability of the probabilistic union model for continuougsph

. . ) . recognition involving partial duration corruption. The new
We further conducted experiments by introducing multiple yeyelopments include an n-best rescoring strategy for union

duration corruptions_ into a single _utteran_ce. In particulgr,_ We pased continuous pch recognition, a dynamic segmentation
assumed that the noise occurred twice at different times within an algorithm for reducing the number of noisy segments in the

utterance, each occurrence causing a local temporal corruption,,ninn model and a combination of the union model with
The times at which the noise occurred were any two of the five: ¢,yentional noise-reduction techniques. The improved model
beginning, middle, end, a quarter’s position and three quarter's s peen tested for connected digit recognition subjected to
position of the speech utterance, chosendmnly for each various types of abrupt noise with unknown, time-varying

utterance. Each occurrence of the noise corrupted about 10% Ofohaacteristics, and has shown significant noise robustness.
the duration of the speech utterance. Table Il presents the

results, averaged over the four types of noise as described above.This work is supported by UK EPSRC grant GR/M93734.
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