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ABSTRACT

This paperdescribesur work on the developmentof a large vo-
calulary continuousspeechrecognitionsystemappliedto aBroad-
castNews taskfor the EuropearPortugueséanguagen thescope
of the ALERT project. We startby presentinghe baselinerecog-
niser AUDIMUS, which was originally developedwith a corpus
of readnewspapettext. Thisis a hybrid systemthatusesa com-
binationof phoneprobabilitiesgeneratedby several MLPs trained
on distinctfeaturesets. The paperdetailsthe modificationsintro-
ducedn thissystemnamelyin thedevelopmenbf anew language
model,the vocalulary and pronunciatioriexicon andthe training
on new datafrom the ALERT BN corpuscurrentlyavailable. The
systemtrainedwith this BN corpusachieved 18.4%WER when
testedwith the FO focus condition (studio, planed,native, clean),
and35.2%whentestedn all focusconditions.

1. INTRODUCTION

In the lastfew yearswe have seena large developmentof speech
recognition systemsassociatedo BroadcastNews (BN) tasks.
These developmentsopen the possibility for new applications
wherethe useof speechrecognitionis a majorattribute.

During the last year and half we have beenworking on the
IST-HLT Europeanprogrammeproject ALERT [1]. The main
goalof ALERT is to develop a systemfor selectve dissemination
of multimediainformation. The ideais to build a systemcapa-
ble of identifying specificinformationin multimediadataconsist-
ing of audio/video/tgt streamsusingcontinuousspeectrecogni-
tion, video processindechniquesaudio/videasggmentatiortech-
niguesand topic detectiontechniquedor the threelanguageof
the project (French,Germanand Portuguese).For more details
aboutthe projectpleaseseethe mainweb page’.

In this framevork we have a systemthat continuouslymon-
itors a pre-selectedlV channeland accordingto a pre-defined
databasef shavs searchefor the startof eachshaw. Thisis done
by a jingle detectionmodulepresentlybasedonly on audiosig-
nals. On our actualsystema modelof eachprograms jingle was
built. The audiostreamis processedndthis modulewill trigger
whenthe beginning of the correspondinghaw is broadcastednd
givesaninstructionto startrecordingtheshav. Thesamemodelis
responsibleo find thefinal jingle of the shaw andstoptherecord-
ing process.Whenwe startrecordinga segmentationmoduleis
responsibleto selectthe portions of the shav to transcribeand
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for the splitting in small coherensegments.After this segmenta-
tion phasehespeechecognitiorsystentranscribegachsegment.
Theautomatidranscriptionsareusedfor atopic detectionrmodule
thatoutputsa setof alerttopicsto be sentto endusersthroughe-

mail or fax, accordingto storeduserprofiles. The alerttopic setis

automaticallygeneratedincluding metadatdor eachtopic, tran-
scriptsor summarie®utof transcriptspr bothandalink to source
files (videoandsound)asURL-addressiumber

Thework describedn this paperconcernghe developmentof
a large vocahulary continuousspeechrecognitionsystemfor the
Portugueséanguageo be usedin the ALERT framework.

Within the ALERT project we have beenworking together
with RTP (nationalBroadcasiNews Televisionin Portugal)to col-
lecta Portugues®N databaseomprisingtwo maincorpus. The
first with approximately80 hoursto be usedastraining andtest
setsfor the speechrecognitionsystems. The secondwith more
than 300 hoursfor the developmentof automatictopic detection
algorithms. The collection of both corpusis completed. The
first corpuswasautomaticallytranscribedoy our baselinespeech
recognitionsystemAUDIMUS [2] andmanuallycorrected.Actu-
ally this manualannotatiorprocesss notyetfinished.

Duringthelastfew yearswe have beendevelopingAUDIMUS
a continuousspeechrecognition systemfor the EuropeanPor
tugueselanguage. This systemwas first trained and evaluated
using the BD-PUBLICO databasg3], wherethe spealers were
asledto reada setof sentencesxtractedin paragraplblocksfrom
newspapettexts, a corpusof similar characteristicso Wall Street
Journaldatabase.

The availability of a BN corpusopenedthe possibility to an
evolution of our system. It waspossibleto build a systemwith a
new vocahulary with near64k words,generate 4-gramlanguage
modelbasedn large amountf text data(morethan384 million
words) from newspapertexts andinterpolatedwith the transcrip-
tionstexts. After thetraining procesghe evaluationresultswere
good enoughto derive automatictranscriptionsthat can be later
usedfor topic detectionin amediamonitoringsystem.

In section2 we will presenbur AUDIMUS system.The sys-
temfor theBN datais presentedh section3. We startwith a brief
descriptionof the dataavailablefollowed by thedescriptiorof the
developmentof the languagemodelandthe vocalulary and pro-
nunciationlexicon. Finally a setof resultsis presentedSection4
presentsomeconclusionsalongwith someissuedor futurework.
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Fig. 1. Acousticmodellingthroughthe combinationof several MLPstrainedon distinctfeature sets.

2. AUDIMUS SYSTEM

AUDIMUS s ahybrid system{4] thatcombineghetemporaimod-
elling capabilitiesof Hidden Markov Models (HMMs) with the
patterndiscriminatve classificationcapabilitiesof multilayer per
ceptrons(MLPs). In this hybrid HMM/MLP systema Markov
processs usedto modelthe basictemporalnatureof the speech
signal. TheMLP is usedastheacoustianodelestimatingcontext-
independenposteriorphoneprobabilitiesgiven the acousticdata
ateachframe.This approachs attractve dueto thediscriminatie
capabilitiesandthe needfor fewer parametersf the connectionist
componenbf the system. Also this componenimales very few
assumptionsn the form of distribution of the input data. This
approachiffersfrom thatusedby mostrecogniserslueto thees-
timation of the posteriorprobability of the word sequenceiven
the acousticdata. Additionally this approachenablesthe use of
posteriorprobability basedoruningin decoding5].

Theacoustiomodellingof AUDIMUS combinegphoneproba-
bilities generatedby several MLPs trainedon distinctfeaturesets
resultingfrom differentfeatureextractionprocessesTheseprob-
abilities aretaken at the outputof eachMLP classifierand com-
bined using an appropriatealgorithm[6]. The processingstages
arerepresenteth Figurel. All MLPsusethe samephonesetcon-
stitutedby 38 phonedor thePortugueséanguagelusthesilence.
Thecombinatioralgorithmmeigestogethetthe probabilitiesasso-
ciatedto the samephone.If we use M MLPsthenew probability
value for phoney will resultfrom the meging operationof M
probabilityvalues eachoneresultingfrom a differentMLP.

The combinationalgorithm multiplies the probability values,
whichinternallyto thedecodercorrespond$o performanaverage
in the log-probability domain. The newv a posteriori probability
valuefor phoney giventheacousticvectorx is definedas,

-

P(ylx) = [ Prylx) 1)

k

Il
=

We are using three different feature extraction methodsand
MLPs with the samebasicstructure.The featureextractionmeth-
ods are PLP [7], Log-RASTA [7] and MSG [8]. For the first
two methodshe baselinerecognitionsystemaiselog-enegy and
PLP/Log-RASTR 12** order cepstralcoeficients and their first
temporalderivativessummingup to 26 parameterperframe.The
systembasedon the MSG methoduses28 coeficientsgenerated

by theprocesdor eachframe.The MLP classifiersncorporatdo-
cal acousticcontet via a multiframeinputwindow of 7 frames(3
framesof left andright context aroundthe centralframe). The
resulting network hasa single hiddenlayer with 500 units and
39 outputunits correspondingo the contet-independenphone
classes.

We usea decodemwith an efficient searchstrateyy basedon
stacks,using posteriorphoneprobability estimatesgeneratedy
the MLP, basedpruning[5].

3. DEVELOPMENT OF A BN SYSTEM

In this sectionwe will presenthedevelopmentof AUDIMUS as-
sociatedwith a BroadcastNews recognitiontask. We will start
by presentinghe Portugues@artof a BN databaseollectedand
presentlyavailableasa preliminaryoutputof the ALERT project.
Next we will discussthe building of robustlanguagemodelsand
the vocahulary and pronunciationlexicon. A shortreview of the
automaticsgmentatiorandclassificatiorof BN datawill be pre-
sentedfollowed by the alignmentandtraining processandfinally
by a setof evaluationresults.

3.1. BN database

The databaselefinedin the scopeof the ALERT projectwasdi-

videdinto 4 parts: a Pilot Corpus,a SpeechRecognitionCorpus,
a Topic DetectionCorpusanda Text Corpus.In this paperwe are
interestedn thework donein termsof the Portuguesartof the
database.

The basicideaassociatedvith the Pilot Corpuswasto sene
asa testbedfor assessinghe adequag of the methodologiegor
datacollection,annotatioranddistribution. It shouldbe represen-
tative of the type of datathatwould be collectedunderthe other
corpora. In this corpuswe have approximately5 hoursof data.
The SpeechRecognitionCorpuswas the main part for training
andevaluationof the speechrecognitionsystemwith an amount
of approximately75 hours. The Topic DetectionCorpussenes
thegoalof developingtopic detectiontechniquesvith aminimum
amountof 300 hours.Finally for the Text Corpuswasestablished
aminimumamountof 100 million words. In our casethatamount
wasavailablepreviously to the project. The new corporathatare
importantfor thepresentvork arethe Pilot Corpusandthe Speech
RecognitionCorpus thatwe will describen moredetailnext.



3.1.1. Pilot Corpus

For this corpuswe selecteda setof shavs, in a total of 11, pre-

sentedn the two main channelof RTP (Channell andChannel
2). Thesetof shavsis representate of theprogramghatwe want

to monitorizeunderthe ALERT project. Theshavsweremanually
segmented annotatedandtranscribed.RTP asdataprovider was
responsibldor collectingthedataattheir premisesindfor making

the annotation.The annotationvasmadethroughthe Transcriber
tool following the LDC Hub4 (BroadcastSpeech)transcription
corventions. INESC wasresponsibldor helpingtraining the an-

notator validatingthe annotatiorandfor packaginghe data. For

eachshav we have 4 files: the audiofile, recordedat 44.1KHz

monowith 16 bit/sample,a MPEG-1videofile, the transcription
file andaworksheefile with a syntheticsummaryfor eachstory

3.1.2. Speeh Recgnition Corpus

This corpushadthe samethematicorientationasthe Pilot Corpus.
In this casewe didn't collectthe MPEG files and the audiowas
collectedat 32KHz. The training setwas collectedon Oct./Nov.
2000,0onefull monthwith morethan61 hours thedevelopmentset
in thefirstweekof Dec. 2000,with morethan8 hoursandtheeval-
uationsetin thesecondveekof Januarn2001with approximately
6 hoursin atotal of morethan75 hoursof data.In thisamountare
includedtheinitial jingles of the programsandsomecommercial
breaksin the large durationshavs. The annotatiorof this corpus
follows the samerulesasin the Pilot Corpus.However insteadof
startingfrom scratchwe providedaninitial automatidaranscription
of theshavs. Basedon our previous systeni2, 6] andonthePilot
Corpusdatawe trainedan initial systemadaptedo the BN data.
With this systemwaspossibleto generatean automatictranscrip-
tion. Thistranscriptiorwasthenmanuallyverifiedandaugmented
with the necessarannotationgo completethe process.This pro-
cessis not yet completedfor the entire corpus. At presenttime
we have available a total of approximatelyl7 hours. This train-
ing setwasaugmentedvith the Pilot Corpusresultingin atotal of
approximately22 andhalf hoursfor training of the system.After
remowving thecommerciabreakstheinitial jinglesandsomeparts
with overlap speechwe got a net total of approximatelyl8 and
half hoursof training data.For the systemevaluationwe areusing
the developmentestsetpresentlyavailablewith a netdurationof
approximately3 hours.

3.2. Languagemodelling

Our previous languagemodelswere basedon “PUblico” newspa-
per editionsavailable on the web in a total of approximately46
million words.Recentlyanew corpug9] containingthe“Publico”
editionsfrom 1991to 1998wasmadeavailable. This new corpus
containing180 million words had somepartial overlap with our
previous texts. We augmentedhesetexts with someother Por
tuguesenewspaperswvailableon thewebtill theendof 2000.Not
using the overlappingtexts we got a total of 335 million words,
still a limited amountwhen comparedwith otherlanguages.A
large percentagémorethan66%)werefrom the “Publico” news-
paper Very recentlywe augmentedhe texts even moreby using
thefirst six monthsof nevspaperdrom 2001.We now have atotal
384 million words.

Basedon thesetexts we extracteda bacled-of 4-gramlan-
guagemodel. The modelswere trained using version2 of the
CMU-CambridgeSLM Toolkit [10].

We alsousedtheBN transcriptiortextsin orderto modelmore
realistically spontaneouspeech.For the momentwe have only a
very limited amountof text, with only 191 thousandwvords. The
languaganodelmadefrom theseranscriptiongieldsa perpleity
of 552 while the one madewith newvspapertexts obtains150. A
languagemodelhaving a perpleity of 140 wascreatedby inter-
polatingbothprevious modelswith weightfactors0.825(newspa-
pers)and0.175(transcriptions).

3.3. Vocalulary and pronunciation lexicon

GenerallytheBN systemslevelopedfor otherlanguagesirebased
on 64K vocahilary sizes.In thiswork we followedthe samanitial
approach However we expectthatto have areasonableoverage
of the Portugueséanguagene will needa largervocahulary size.
Neverthelesshis problemcanbe circumventeddependingon the
specificapplication. Someapplicationscanfeed additionalinfor-
mationwhich could help usto select/updatéhe vocalulary. This
is thecaseof the ALERT projectwherewe could usepreviousin-
formationand someparalleldatalik e newspapertexts to help us
selectingnew wordsandreducingthe OOV rate.

Fromthe 335million wordstext setwe extracted427K differ-
entwords. Around 100K occurmorethan50 timesin thesetexts.
Thesewords were selectedand classifiedaccordingto syntactic
classesFromthatsetof wordswe selectedh subsebf 56K based
on the weightedfrequeng of their occurrencen the text corpus
accordingto the syntacticclasses.

Thissetwasaugmentedvith basicallyall wordsfrom thetran-
scriptstraining datagiving a total of 57,564words. The mamgin
to a 64K vocahulary will beto incorporatethe new words of the
training datamissing. Actually in the training setwe had12,812
differentwordsin atotal of 142,54 7words.

For our presentdevelopmenttestsetcorpuswhich has5,426
differentword in atotal of 32,319words,thenumberof OOVs us-
ing the 57K word vocahulary was444 wordsrepresentinga OOV
word rateof 1.4%.

In order to build the pronunciationlexicon, we searched
throughdifferentlexica available in our lab. For the words not
availablein thoselexica (mostly propernamesforeignnamesand
someverbalforms),we usedanautomatiggrapheme-to-phorsys-
temto generatehe correspondingpronunciations.

3.4. Alignment and training

Theacoustianodelswereimproveddueto theavailability of more
transcribedBN data. All this BN training datawasalignedusing
our previoussystem(align 3) andusedfor trainingthe MLPs. Ad-

ditionally, thesenew acousticmodels,referredas align 4, were
alsotrainedto modelsomenoisesproduceddy the speakr. In this

way we aretrying to model more accuratelythe higheracoustic
variability normallyfoundin spontaneouspeech.

Noise modellingwasaccomplishedisingan additionalMLP
outputandacorrespondingdMM. Initially thesilencesymbolwas
substitutedn the desiredoutputsof align 3 by the noisesymbol
for thelocationswherenoiseoccurred.This proceedingvassome-
what crudebecausét lacksaccuratgime modelling of the noise
eventsbut sened us to bootstrapthe initial training. Oncethis
training was completeda new alignmentwas made(align 4) and
the MLPs werere-trained.



3.5. Automatic Segmentationand Classification

The sggmentatiorof BN speectdatawasaccomplishedisingthe
KL2 distancemetrics[11] evaluatedover the PLP coeficients,ex-
tractedfrom audiosignal,usingtwo borderingwindows of 0.5sec-
onds. We consideredh sggmentboundarywhenthe KL2 distance
reacheda maximum.Thesemaximawereselectedisingathresh-
old detector By usinga smallanalysiswindow a high degreeof
time accuray is obtained.

After this sgmentationstagethe classificatioralgorithmcal-
culatesthe meanentropy valuefor eachaudiosegment. The en-
tropy was calculatedusing the PLP acousticmodel probabilities
averagedfor every frame within the audio sggment. High value
of entrofy indicatea failure of the acousticmodelandarelikely
candidatego be regions of music, non-speectlor very degraded
speech.

This automaticsegmentationand classificationmodule has
beenusedalong with the recognitionsystemto producean au-
tomatictranscriptiorthatis latermanuallyhandcorrected.

An evaluationusing BN dataalmostconstitutedby sponta-
neousspeechobtaineda degradationof 8% relative in WER for
the samedecodingtime when comparedto the manualsegmen-
tation and classification. This degradationwas due to incorrect
sentencasggmentationgpointsandis difficult to correctin sponta-
neousspeectwithout higherlevel knowledge.

3.6. Experiments

Table 1 summarizeghe evaluationresultsfor the differenttests
conducted We seethatthe new acousticmodels(align 4) trained
usingmoreBN dataachievesarelative improvementof 14%. The
languagemodelinterpolatedusingboth nenspaperdext andtran-
scriptionstext provided anadditionalgainof 5% relative.

% WER
57K
System LM FO | Al
align3 newspapers | 21.4 | 415
align4 newspapers | 19.4 | 35.6
align4 | transcriptions| 34.3 | 49.2
align4 interpolated | 18.4 | 35.2

Table 1. Evaluationof the successiveystemsver thetestset.

4. CONCLUSIONS

This papemreportsour work onthedevelopmenif alargevocalu-
lary continuousspeechrecognitionsystemappliedto a Broadcast
News taskfor the EuropearPortuguesdanguagen the scopeof
the ALERT project.

We startedby presentinghe baselinerecognise AUDIMUS,
whichwasoriginally trainedandtestedwith acorpusof readnews-
papertext. This systemwasmodifiedto encompasa 4-gramlan-
guagemodelanda new 57K vocahulary andtrainedon new data
from the ALERT BN corpus.

Usingthesubsebf the ALERT BN corpuscurrentlyavailable
we have built atrainingcorpusof 18 andhalf hoursandatestcor
pusof 3 hours. The systemtrainedwith this BN corpusachieved
an 18.4%WER whentestedwith the FO focus condition (studio,

plannednatie, clean),and35.2%whentestedn all focuscondi-
tions.

Giventheamountof the BN dataavailableandusedfor train-
ing, theimprovementsthat canbe expectedmerelythroughtrain-
ing with a large annotatedccorpusof BN could not thereforebe
fully accomplisheget. The availability of moretraining datawill
resulton the upgradeof the languagemodel, basedon the texts
from thetrainingtranscriptionsthattogethemwith furthertraining
of thesystemywill bring asubstantialmprovement.
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