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ABSTRACT

This paperdescribesour work on thedevelopmentof a largevo-
cabularycontinuousspeechrecognitionsystemappliedto aBroad-
castNews taskfor theEuropeanPortugueselanguagein thescope
of theALERT project. We startby presentingthebaselinerecog-
niserAUDIMUS, which wasoriginally developedwith a corpus
of readnewspapertext. This is a hybrid systemthatusesa com-
binationof phoneprobabilitiesgeneratedby severalMLPs trained
on distinct featuresets.Thepaperdetailsthemodificationsintro-
ducedin thissystem,namelyin thedevelopmentof anew language
model,thevocabulary andpronunciationlexicon andthe training
on new datafrom theALERT BN corpuscurrentlyavailable.The
systemtrainedwith this BN corpusachieved 18.4%WER when
testedwith theF0 focuscondition(studio,planed,native, clean),
and35.2%whentestedin all focusconditions.

1. INTR ODUCTION

In the last few yearswe have seena largedevelopmentof speech
recognitionsystemsassociatedto BroadcastNews (BN) tasks.
Thesedevelopmentsopen the possibility for new applications
wheretheuseof speechrecognitionis a majorattribute.

During the last year and half we have beenworking on the
IST-HLT Europeanprogrammeproject ALERT [1]. The main
goalof ALERT is to developa systemfor selective dissemination
of multimediainformation. The idea is to build a systemcapa-
ble of identifying specificinformationin multimediadataconsist-
ing of audio/video/text streams,usingcontinuousspeechrecogni-
tion, videoprocessingtechniques,audio/videosegmentationtech-
niquesand topic detectiontechniquesfor the threelanguagesof
the project (French,Germanand Portuguese).For more details
abouttheprojectpleaseseethemainwebpage1.

In this framework we have a systemthat continuouslymon-
itors a pre-selectedTV channeland accordingto a pre-defined
databaseof showssearchesfor thestartof eachshow. This is done
by a jingle detectionmodulepresentlybasedonly on audiosig-
nals. On our actualsystema modelof eachprogram’s jingle was
built. Theaudiostreamis processedandthis modulewill trigger
whenthebeginningof thecorrespondingshow is broadcastedand
givesaninstructionto startrecordingtheshow. Thesamemodelis
responsibleto find thefinal jingle of theshow andstoptherecord-
ing process.Whenwe start recordinga segmentationmoduleis
responsibleto selectthe portionsof the show to transcribeand

1http://alert.uni-duisburg.de/

for thesplitting in small coherentsegments.After this segmenta-
tion phasethespeechrecognitionsystemtranscribeseachsegment.
Theautomatictranscriptionsareusedfor a topicdetectionmodule
thatoutputsa setof alert topicsto besentto endusersthroughe-
mail or fax,accordingto storeduserprofiles.Thealerttopicsetis
automaticallygenerated,including metadatafor eachtopic, tran-
scriptsor summariesoutof transcripts,or bothandalink to source
files (videoandsound)asURL-addressnumber.

Thework describedin thispaperconcernsthedevelopmentof
a large vocabulary continuousspeechrecognitionsystemfor the
Portugueselanguageto beusedin theALERT framework.

Within the ALERT project we have beenworking together
with RTP(nationalBroadcastNewsTelevision in Portugal)to col-
lect a PortugueseBN databasecomprisingtwo maincorpus.The
first with approximately80 hoursto be usedas training andtest
setsfor the speechrecognitionsystems.The secondwith more
than300 hoursfor the developmentof automatictopic detection
algorithms. The collection of both corpus is completed. The
first corpuswasautomaticallytranscribedby our baselinespeech
recognitionsystemAUDIMUS [2] andmanuallycorrected.Actu-
ally this manualannotationprocessis not yet finished.

Duringthelastfew yearswehavebeendevelopingAUDIMUS
a continuousspeechrecognitionsystemfor the EuropeanPor-
tugueselanguage. This systemwas first trained and evaluated
using the BD-PUBLICO database[3], wherethe speakers were
askedto readasetof sentencesextractedin paragraphblocksfrom
newspapertexts, a corpusof similar characteristicsto Wall Street
Journaldatabase.

The availability of a BN corpusopenedthe possibility to an
evolution of our system.It waspossibleto build a systemwith a
new vocabulary with near64k words,generatea 4-gramlanguage
modelbasedon largeamountsof text data(morethan384million
words)from newspapertexts andinterpolatedwith the transcrip-
tions texts. After the trainingprocesstheevaluationresultswere
good enoughto derive automatictranscriptionsthat can be later
usedfor topicdetectionin a mediamonitoringsystem.

In section2 we will presentour AUDIMUS system.Thesys-
temfor theBN datais presentedin section3. Westartwith abrief
descriptionof thedataavailablefollowedby thedescriptionof the
developmentof the languagemodelandthe vocabulary andpro-
nunciationlexicon. Finally a setof resultsis presented.Section4
presentssomeconclusionsalongwith someissuesfor futurework.
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Fig. 1. Acousticmodellingthroughthecombinationof several MLPstrainedondistinctfeature sets.

2. AUDIMUSSYSTEM

AUDIMUS is ahybridsystem[4] thatcombinesthetemporalmod-
elling capabilitiesof Hidden Markov Models (HMMs) with the
patterndiscriminative classificationcapabilitiesof multilayerper-
ceptrons(MLPs). In this hybrid HMM/MLP systema Markov
processis usedto modelthe basictemporalnatureof the speech
signal.TheMLP is usedastheacousticmodelestimatingcontext-
independentposteriorphoneprobabilitiesgiven theacousticdata
ateachframe.Thisapproachis attractivedueto thediscriminative
capabilitiesandtheneedfor fewerparametersof theconnectionist
componentof the system. Also this componentmakesvery few
assumptionson the form of distribution of the input data. This
approachdiffersfrom thatusedby mostrecognisersdueto thees-
timation of the posteriorprobability of the word sequencegiven
the acousticdata. Additionally this approachenablesthe useof
posteriorprobabilitybasedpruningin decoding[5].

Theacousticmodellingof AUDIMUScombinesphoneproba-
bilities generatedby severalMLPs trainedon distinct featuresets
resultingfrom differentfeatureextractionprocesses.Theseprob-
abilities aretaken at the outputof eachMLP classifierandcom-
binedusingan appropriatealgorithm[6]. The processingstages
arerepresentedin Figure1. All MLPsusethesamephonesetcon-
stitutedby 38phonesfor thePortugueselanguageplusthesilence.
Thecombinationalgorithmmergestogethertheprobabilitiesasso-
ciatedto thesamephone.If we use ! MLPs thenew probability
value for phone " will result from the merging operationof !
probabilityvalues,eachoneresultingfrom a differentMLP.

Thecombinationalgorithmmultiplies the probability values,
which internallyto thedecodercorrespondsto performanaverage
in the log-probabilitydomain. The new a posteriori probability
valuefor phone" giventheacousticvector # is definedas,
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We are using threedifferent featureextraction methodsand
MLPs with thesamebasicstructure.Thefeatureextractionmeth-
ods are PLP [7], Log-RASTA [7] and MSG [8]. For the first
two methodsthebaselinerecognitionsystemsuselog-energy and
PLP/Log-RASTA 12687 order cepstralcoefficients and their first
temporalderivativessummingup to 26parametersperframe.The
systembasedon theMSG methoduses28 coefficientsgenerated

by theprocessfor eachframe.TheMLP classifiersincorporatelo-
cal acousticcontext via a multiframeinputwindow of 7 frames(3
framesof left and right context aroundthe central frame). The
resultingnetwork hasa single hidden layer with 500 units and
39 outputunits correspondingto the context-independentphone
classes.

We usea decoderwith an efficient searchstrategy basedon
stacks,usingposteriorphoneprobability estimates,generatedby
theMLP, basedpruning[5].

3. DEVELOPMENT OF A BN SYSTEM

In this sectionwe will presentthedevelopmentsof AUDIMUS as-
sociatedwith a BroadcastNews recognitiontask. We will start
by presentingthePortuguesepartof a BN databasecollectedand
presentlyavailableasa preliminaryoutputof theALERT project.
Next we will discussthe building of robust languagemodelsand
the vocabulary andpronunciationlexicon. A short review of the
automaticsegmentationandclassificationof BN datawill bepre-
sentedfollowedby thealignmentandtrainingprocessandfinally
by a setof evaluationresults.

3.1. BN database

The databasedefinedin the scopeof the ALERT projectwasdi-
vided into 4 parts:a Pilot Corpus,a SpeechRecognitionCorpus,
a Topic DetectionCorpusanda Text Corpus.In this paperwe are
interestedin thework donein termsof thePortuguesepartof the
database.

The basicideaassociatedwith the Pilot Corpuswasto serve
asa testbedfor assessingthe adequacy of the methodologiesfor
datacollection,annotationanddistribution. It shouldberepresen-
tative of the type of datathat would be collectedunderthe other
corpora. In this corpuswe have approximately5 hoursof data.
The SpeechRecognitionCorpuswas the main part for training
andevaluationof the speechrecognitionsystemwith an amount
of approximately75 hours. The Topic DetectionCorpusserves
thegoalof developingtopicdetectiontechniqueswith aminimum
amountof 300hours.Finally for theText Corpuswasestablished
a minimumamountof 100million words.In ourcasethatamount
wasavailablepreviously to theproject. Thenew corporathatare
importantfor thepresentwork arethePilot CorpusandtheSpeech
RecognitionCorpus,thatwe will describein moredetailnext.



3.1.1. Pilot Corpus

For this corpuswe selecteda setof shows, in a total of 11, pre-
sentedin the two mainchannelsof RTP (Channel1 andChannel
2). Thesetof showsis representativeof theprogramsthatwewant
to monitorizeundertheALERT project.Theshowsweremanually
segmented,annotatedandtranscribed.RTP asdataprovider was
responsiblefor collectingthedataat theirpremisesandfor making
theannotation.TheannotationwasmadethroughtheTranscriber
tool following the LDC Hub4 (BroadcastSpeech)transcription
conventions. INESC wasresponsiblefor helpingtraining thean-
notator, validatingtheannotationandfor packagingthedata.For
eachshow we have 4 files: the audiofile, recordedat 44.1KHz
monowith 16 bit/sample,a MPEG-1videofile, the transcription
file anda worksheetfile with a syntheticsummaryfor eachstory.

3.1.2. Speech Recognition Corpus

ThiscorpushadthesamethematicorientationasthePilot Corpus.
In this casewe didn’t collect the MPEG files and the audiowas
collectedat 32KHz. The training setwascollectedon Oct./Nov.
2000,onefull monthwith morethan61hours,thedevelopmentset
in thefirst weekof Dec.2000,with morethan8 hoursandtheeval-
uationsetin thesecondweekof January2001with approximately
6 hoursin a totalof morethan75hoursof data.In thisamountare
includedthe initial jinglesof theprogramsandsomecommercial
breaksin the largedurationshows. Theannotationof this corpus
follows thesamerulesasin thePilot Corpus.However insteadof
startingfrom scratchweprovidedaninitial automatictranscription
of theshows. Basedonourprevioussystem[2, 6] andonthePilot
Corpusdatawe trainedan initial systemadaptedto theBN data.
With this systemwaspossibleto generateanautomatictranscrip-
tion. Thistranscriptionwasthenmanuallyverifiedandaugmented
with thenecessaryannotationsto completetheprocess.This pro-
cessis not yet completedfor the entirecorpus. At presenttime
we have availablea total of approximately17 hours. This train-
ing setwasaugmentedwith thePilot Corpusresultingin a totalof
approximately22 andhalf hoursfor trainingof thesystem.After
removing thecommercialbreaks,theinitial jinglesandsomeparts
with overlap speechwe got a net total of approximately18 and
half hoursof trainingdata.For thesystemevaluationweareusing
thedevelopmenttestsetpresentlyavailablewith a netdurationof
approximately3 hours.

3.2. Languagemodelling

Our previous languagemodelswerebasedon “Público” newspa-
per editionsavailableon the web in a total of approximately46
million words.Recentlyanew corpus[9] containingthe“Público”
editionsfrom 1991to 1998wasmadeavailable.This new corpus
containing180 million wordshadsomepartial overlapwith our
previous texts. We augmentedthesetexts with someother Por-
tuguesenewspapersavailableon thewebtill theendof 2000.Not
using the overlappingtexts we got a total of 335 million words,
still a limited amountwhen comparedwith other languages.A
largepercentage(morethan66%)werefrom the“Público” news-
paper. Very recentlywe augmentedthe texts even moreby using
thefirst six monthsof newspapersfrom 2001.Wenow haveatotal
384million words.

Basedon thesetexts we extracteda backed-off 4-gramlan-
guagemodel. The modelswere trainedusing version 2 of the
CMU-CambridgeSLM Toolkit [10].

WealsousedtheBN transcriptiontextsin orderto modelmore
realisticallyspontaneousspeech.For themomentwe have only a
very limited amountof text, with only 191 thousandwords. The
languagemodelmadefrom thesetranscriptionsyieldsaperplexity
of 552 while the onemadewith newspapertexts obtains150. A
languagemodelhaving a perplexity of 140 wascreatedby inter-
polatingbothpreviousmodelswith weightfactors0.825(newspa-
pers)and0.175(transcriptions).

3.3. Vocabulary and pronunciation lexicon

GenerallytheBN systemsdevelopedfor otherlanguagesarebased
on64K vocabularysizes.In thiswork wefollowedthesameinitial
approach.However we expectthat to have a reasonablecoverage
of thePortugueselanguagewe will needa largervocabulary size.
Neverthelessthis problemcanbecircumventeddependingon the
specificapplication.Someapplicationscanfeedadditionalinfor-
mationwhich couldhelpus to select/updatethevocabulary. This
is thecaseof theALERT projectwherewe couldusepreviousin-
formationandsomeparalleldatalike newspapertexts to help us
selectingnew wordsandreducingtheOOV rate.

Fromthe335million wordstext setweextracted427Kdiffer-
entwords.Around100K occurmorethan50 timesin thesetexts.
Thesewords were selectedandclassifiedaccordingto syntactic
classes.Fromthatsetof wordswe selecteda subsetof 56K based
on the weightedfrequency of their occurrencein the text corpus
accordingto thesyntacticclasses.

Thissetwasaugmentedwith basicallyall wordsfrom thetran-
scriptstraining datagiving a total of 57,564words. The margin
to a 64K vocabulary will be to incorporatethe new wordsof the
training datamissing. Actually in the training setwe had12,812
differentwordsin a totalof 142,547words.

For our presentdevelopmenttestsetcorpuswhich has5,426
differentword in atotalof 32,319words,thenumberof OOVs us-
ing the57K word vocabulary was444wordsrepresentinga OOV
word rateof 1.4%.

In order to build the pronunciationlexicon, we searched
throughdifferent lexica available in our lab. For the words not
availablein thoselexica(mostlypropernames,foreignnamesand
someverbalforms),weusedanautomaticgrapheme-to-phonesys-
temto generatethecorrespondingpronunciations.

3.4. Alignment and training

Theacousticmodelswereimproveddueto theavailability of more
transcribedBN data. All this BN trainingdatawasalignedusing
ourprevioussystem(align 3) andusedfor trainingtheMLPs. Ad-
ditionally, thesenew acousticmodels,referredas align 4, were
alsotrainedto modelsomenoisesproducedby thespeaker. In this
way we are trying to modelmoreaccuratelythe higheracoustic
variability normallyfoundin spontaneousspeech.

Noisemodellingwasaccomplishedusingan additionalMLP
outputandacorrespondingHMM. Initially thesilencesymbolwas
substitutedin the desiredoutputsof align 3 by the noisesymbol
for thelocationswherenoiseoccurred.Thisproceedingwassome-
what crudebecauseit lacksaccuratetime modellingof the noise
eventsbut served us to bootstrapthe initial training. Oncethis
training wascompleteda new alignmentwasmade(align 4) and
theMLPs werere-trained.



3.5. Automatic Segmentationand Classification

Thesegmentationof BN speechdatawasaccomplishedusingthe
KL2 distancemetrics[11] evaluatedover thePLPcoefficients,ex-
tractedfrom audiosignal,usingtwo borderingwindowsof 0.5sec-
onds.We considereda segmentboundarywhentheKL2 distance
reacheda maximum.Thesemaximawereselectedusinga thresh-
old detector. By usinga small analysiswindow a high degreeof
time accuracy is obtained.

After this segmentationstagetheclassificationalgorithmcal-
culatesthe meanentropy valuefor eachaudiosegment. The en-
tropy wascalculatedusing the PLP acousticmodelprobabilities
averagedfor every framewithin the audiosegment. High value
of entropy indicatea failure of the acousticmodelandarelikely
candidatesto be regionsof music,non-speechor very degraded
speech.

This automaticsegmentationand classificationmodule has
beenusedalong with the recognitionsystemto producean au-
tomatictranscriptionthatis latermanuallyhandcorrected.

An evaluationusing BN dataalmostconstitutedby sponta-
neousspeechobtaineda degradationof 8% relative in WER for
the samedecodingtime whencomparedto the manualsegmen-
tation and classification. This degradationwas due to incorrect
sentencesegmentationspointsandis difficult to correctin sponta-
neousspeechwithouthigherlevel knowledge.

3.6. Experiments

Table 1 summarizesthe evaluationresultsfor the different tests
conducted.We seethat thenew acousticmodels(align 4) trained
usingmoreBN dataachievesarelative improvementof 14%.The
languagemodelinterpolatedusingbothnewspaperstext andtran-
scriptionstext providedanadditionalgainof 5%relative.

% WER
57K

System LM F0 All
align3 newspapers 21.4 41.5
align4 newspapers 19.4 35.6
align4 transcriptions 34.3 49.2
align4 interpolated 18.4 35.2

Table1. Evaluationof thesuccessivesystemsover thetestset.

4. CONCLUSIONS

Thispaperreportsourwork onthedevelopmentof a largevocabu-
lary continuousspeechrecognitionsystemappliedto a Broadcast
News taskfor the EuropeanPortugueselanguagein the scopeof
theALERT project.

We startedby presentingthebaselinerecogniserAUDIMUS,
whichwasoriginally trainedandtestedwith acorpusof readnews-
papertext. This systemwasmodifiedto encompassa 4-gramlan-
guagemodelanda new 57K vocabulary andtrainedon new data
from theALERT BN corpus.

Usingthesubsetof theALERT BN corpuscurrentlyavailable
wehave built a trainingcorpusof 18andhalf hoursanda testcor-
pusof 3 hours.Thesystemtrainedwith this BN corpusachieved
an 18.4%WER whentestedwith theF0 focuscondition(studio,

planned,native,clean),and35.2%whentestedin all focuscondi-
tions.

Giventheamountof theBN dataavailableandusedfor train-
ing, the improvementsthatcanbeexpectedmerelythroughtrain-
ing with a large annotatedcorpusof BN could not thereforebe
fully accomplishedyet. Theavailability of moretrainingdatawill
result on the upgradeof the languagemodel,basedon the texts
from thetrainingtranscriptions,thattogetherwith furthertraining
of thesystem,will bring asubstantialimprovement.
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