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ABSTRACT

This paper deds with the difficult task of recognition d a large
vocabulary of proper namesin a diredory asdstance gplication.
After a presentation o the related work, it introduces a
methodology for rescoring the N-best hypotheses generated by a
first step recognition. First experiments give encouraging results
and several topics for future research are presented.

1. INTRODUCTION

Reaognition of a large vocabulary of proper names is a difficult
task of a very high perplexity. Taking into acount al posshle
distortions of proper names may lead to an even larger number
of word models which are difficult to derive. Furthermore, a
given speeker may introduce only certain types of distortions
with resped to a canonicd representation of words. Thus, search
based on a network with all possble distortions of canoricd
forms may leal to an increase in word error rate becaise the
knowledge used includes a large number of distortion models
which are inconsistent with the distortion types introduced by a
given spedker.

Another important problem arises from the difficulty to
distinguish the fad that a speeker does not use the supposed
canoricd form of a word from the fad that certain phonemes
redly uttered by a spesker are not scored by aremgnizer with an
adequate score. Nevertheless different pronunciations of a word
are very often perceived to be similar, if not equal to the
canonicd form for that word.

This suggests to guide reagnition by canoricd pronunciations
with the posshility of dynamically allowing plausible deviations
from it, rather than using an enriched lexicon with all possble
aternate word pronunciations. This can be conveniently
performed in complex applications, like Diredory Asdstance
(DA), in various geps in which lattices of hypotheses are
progressvely reduced urtil a single hypothesis is sleded as
reaogniti on result.

This paper introduces a methoddogy, based on the above
considerations, for rescoring the N-best hypotheses generated by
a first step reaognition, performed after a short diaogue, by a
system developed at France Telecmm R&D for the whole French
diredory.

Rescoring is performed by exeauting a full search ona matrix
frame-by-frame aoustic likelihoods of all the phonemes. Thisis
dore using a variety of phoreme sequence statistica models and
dynamic generation d constrained distortions of the canonicd
form.

After adiscusson on the state of the at in sedion 2, the theory
and application of rescoring with dynamically generated
plausible distortions will be presented in sedion 3 with
preliminary results. In sedion 4, future work to improve the
acalracy and the robustnessof the rescoring is presented.

2. RELATED WORK

Deding with the large amourt of proper names in a diredory
asgstance gplicaion, several spedficities can be found that
make the problem of pronunciation distortions even more
difficult. Magjor causes for these difficulties and proposed
solutions are reviewed in the foll owing.

2.1. Proper namesin directory assistance application

e Theinner structure of proper names: the problem of the
automatic speed recognition o proper names is a speda one
becaise proper names may have different structure from
common words and have spedd rules for the decomposition into
sub-word units [16]. To handle this problem, in [16], a grammar
based representation of proper names based on morphs is thus
proposed. Morphs are remgnized and rames are derived from
the reagnized morphs. A grammar of pasgble morph sequences
representing words is provided and a phoneme representation o
ead morph is hand-coded.

* The size of the lexcon: in [11], it is proposed to buld
whole word models from phoneme HMM s for representing the
280 surnames that corresponds nealy to al the Korean names.
But, in most countries, the set of proper names may include
severa hundred thousands names (for example, the IBM system
described in [9] uses 280,000 names with finite state accetors
representing the combinations of units from a basic vocabulary
of 76Kwords). In [9], a daim is made that new reagnition
methods have to be developed, espedally in the field of speaker
clustering, masdve aaptation of previous cdls, unsupervised
sentence alaptation, or derivation of personalized vocabularies.

* Many non-native speakers or words: there is evidence
that current speder independent recognition systems tend to



perform worse when recgnizing nonnative speed and that this
is due to poor acustic modelling [2]. In [18] the mnjedure is
made that foreign spekers tend to use phonemes from the native
language (source language) to replace phonemes in the target
language they do not know how to utter. A mapping between
phonemes in the source and the target language can be obtained
by forcing aignment of the target model and comparing this
with the an initial setting of the mapping which can be further
refined by using knowledge from phoretic literature and manual
transcription of sentences.

Moreover, it is noted in [9] that non-native spekers are a
major source of errors becaise they do na use the canonicd
pronunciation and that including new pronunciations in the
finite-state name grammars is beneficial .

It is the same for the pronunciation o foreign names by native
spekers that may also be highly variable and urpredictable.

* Unknown orthographic transcription: if orthographic
transcriptions of a proper name is not available (e.g., a name is
proposed only by woice to a mobile telephone for recording a
phone number), then a baseline word representation hes to be
determined only from phonetic transcriptions. A posshility
could be that of matching the feaures of an utered sentence to
which a proper name or telephone number is associated with the
description of the incoming sentence This often requires a
higher memory capability and hes little generalization power.
For such areason in [14] a method is proposed which generates
models based onaaustic units.

2.2. High and unpredictable variability of pronunciations

Proper names have a high and urpredictable variability of
aternate. A recent survey of the literature on aternate
pronunciations can be found in [17]. To ded with this problem,
two types of methods are proposed:

1. In [6], it is argued that all possble dternatives to the
canoricd pronunciations should be available to a recognizer. It
is propased to find them using a Boltzmann machine which has
binary inpus corresponding to letters and their context and
binary outputs which can be mapped into phoneme symbols
corresponding to the most likely pronunciations of the input
string.

Some other approaches to automatic leaning of aternate
pronunciations are described in [4, 15]. The process has
esentialy four steps : generate dternative, align with reference,
derive rules, prune rules. In [13], genetic dgorithms are used for
determining the letter and the phoneme mntexts for text-to-
phoneme rule translation. A rule-based approac is proposed in
[12] that is based on rule templates.

2. Dynamic lexcons are lexicons based on dedsion trees with
different transcription probabilities for different word context.
The lexicd representation wed for decoding is dynamicdly
determined based on the mntext. Details can be found in [8]
where it is proposed to model the distribution of phone
pronunciations jointly at the syllable and word levels. Since
phones a syllable boundaries dill vary with context,
pronunciations in these models include dependencies on the
neighbaring baseform phore. Other form of context, such as
word identity, speeking rate [7], word predictabil ity, are included
in the model. A training corpus is needed consisting of a phone

recognition  transcript
pronunciation models

In [5], a solution to the open problem of the combination of
sub-phone units is proposed. Multiple pronunciations for a name
are derived by making vary the weight of alinea combination of
logarithms of the probabiliti es of the aoustic models and the
sub-unit models

adigned to cenonicd dictionary

Moreover, some of the phoneme modificaions due to context,
such as vowel reduction and phoneme substitution are well
cgptured by triphone or context dependent models provided that
enough training dbta have been used for these models. Syllable
deletion, on the o@ntrary requires explicit aternate
pronunciations [10].

In pradiceit has been observed that most (as much as 85% in
our experiment) of the phonemes of the canonicd form are
present in a pronunciation, but they often donat contribute to the
sequence of maximum score. Frequent errors for very large
vocébularies are observed even if models for aternative
pronunciations for ead word are used. This is due to severa
facts, namely:

 Alternate pronunciation models may be incorred,

» Some dternate pronunciations are not taken into acaurt,

» Rewgnition errors are not taken into acount

3. ALTERNATIVE PRONUNCIATIONS AND
RECOGNIZER ERRORS

3.1. Experimental setup

The test corpus consists of 1000 utterances of {first name-last
name} from different speskers colleded by France Telecom
R&D in the frame of itsinternal direcory.

The lexicon consists of the canonicd phonetic transcription of
128K different {first name-last name} items.

The first recognition step (baseline system) was performed by

the France Teleom remgnizer. As a result, it gives for eah

utterance

e aN-best list of {first name-last name} items,

¢ a phoneme lattice that contains the likelihood of the
phoneme f; at frame t, corresponding to the signal part Ag:
P(A(f;). The frame step is 16ms.

3.2. Rescoring process

The gproach proposed in this paper focuses on the dynamic
generation o plausible distortions of canoricd forms in a
rescoring phase in which the probability of the distortion
depends on the nature and the evidence of the @mpeting
hypotheses.

In order to analyze the effed of distortion, a simple unigram
phoneme model is used for this purpose. Insertion penalties are
scored by a distortion pobability in a Bayesian dedsion
framework. As this probability is condtioned by a very large
population o different events, event descriptions are obtained
and lroad classes of descriptions are introduced in analogy to the
clustering of word histories in language modeling.



Descriptions take into acount the shared sequences of
phonemes between competing hypotheses becaise their
modifications may have a similar effed on competing
hypotheses withou affeding the ordering after rescoring.

Seach in the lattice of phoneme hypothesesis carried to find the
word W (with the canonicd phonetic transcription W,) of the N-
best list that maximizes the foll owing posterior probability:
1 g
P(A | 1)P(t)P(W,|TA
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Where T isapath in the phoneme lattice A is a sequence of
vedors of amustic parameters. The recognized word can be
obtained by the following dedsion rule:

W* = argmax{P(A| t)P(t)P(W, |tA)} @)

PW|A) = 3 P(W,t| A) =

The rescoring is based on a A* dewding strategy. A unigram
phonotadic model was used, obtained with the canonicd forms
of the entire diredory. In addition to the dfed of the phonotadic
model, this type of rescoring benefits from the posshbility of
performing an admissble ehaustive search of the best
segmentation.

3.2. First experiment: smplerescoring

A first experiment was condiwcted asauming P(W¢tA)=1 and
looking for the segmentation o the caonicd form of each
candidate of the N-best list using the score: P(A[T)P(T1).

Table | summarizes the results obtained by rescoring the 5-best
list. The mrredness percentage of rank i corresponds to the
occurrence of the mrred name in the first i elements of the 5-
best. Even with no adternate pronunciation, significant
improvement were obtained over the baseline system.

If aphoreme [y] isinserted between string B and string E, the
following probability, acording to the ejuations (1) and (2)
shoud take into acmunt the plausibility of thisinsertion:

P(W tA)=P(BE|BYE,A) 3

The probability in (3) should expressthe evidence that phoneme
[y] is inserted because it makes more natural the pronunciation
of E after B or isinserted by an error of the recognizer because it
represents an intermediate configuration o the feaures at the
end d B and those & the beginning of E.

As it would be impossble in pradice to estimate diredly from
datathis probabil ity for every strings B and E and for every A, in
analogy with what is dore for language modeling, strings ByE
are dustered into sequences of a limited number of symbadls and
A isrepresented by qualitative descriptors of the aoustic pattern
around y.

For the insertion d a silence the plausibility of inserting
between the first phoreme of E and last phoneme of B was
represented by two symbals (H:high and L: low). Furthermore, a
qualitative evidence of y, in the cntext of the precaling and the
following phoneme was evaluated with the symbal derived from
histograms of posterior probabilities. The silence duration was
evaluated as dhort: S and long: L. As not enough data were
available for areliable estimation o the probability in the (3),
such a probability was st to 1 when the description
corresponded to high plausibility and zero otherwise. The results
arereported in Tablell.

Rank in | 9% corred after % corred after
5-best first pass rescoring step
1 500 (50.10%) 600 (60.129%)
2 +110 (61.12%) +59 (66.03%)
3 +39 (65.03%) +18 (67.84%)
4 +29 (67.94%) +11 (68.94%)
5 +14 (69.34%) +4 (69.34%)

Rank in | % corred after % corred after
5-best first pass rescoring step
1 500 (50.10%) 585 (58.62%)
2 +110 (61.12%) +71 (65.73%)
3 +39 (65.03%) +20 (67.74%)
4 +29 (67.94%) +12 (68.94%)
5 +14 (69.34%) +4 (69.34%)

Table 1. Improvements after the rescoring step.
3.3. Second experiment: rescoring with oneinsertion

The mnsideration of posshle distortions has to proceal by steps
in which knowledge is applied to introduce famili es of plausible
phonetic and phonologicd phenomena.

Phoneme substitution is often taken into ac®unt in the mixture
of Gausdans used in context-dependent phone models. On the
contrary, phoneme insertion, that has a high evidence in the
austic data, is probably due to a distortion introduced by the
spedker. In order to perform a systematic investigation, only one
insertion was all owed for a sequence{first-name-last name} .

It is well known, in French, that silence [sil] segments can be
inserted between two phonemes (this is frequent for certain pairs
of consonants, like [m][n]) and that the vowel [€] can be inserted
after a onsonant at the end of a utterance.

Table 2: Improvements obtained by rescoring considering [sil]
and €] (sil) insertions.

It appeas that, even with simple insertion type, the use of
symbals, derived from histograms, to assessplausibility leads to
anaticeale improvement.

4. FUTURE WORK

Reseach continues by exploring ways of improving the
acaracy and the robustness of the rescoring process by
representing distortion gausibility using the evidence of
phonetic feaures and by integrating a multi-decoder scheme in
the first recogniti on step.

4.1. Representing plausibility by using features evidence
Let be aset of K phoretic feaures (e.g. the binary feature system

described [3]. At eat framet, for the k' feaure, it is possble to
compute an index of presence ¢y by:



ZP(At IHP(f)
> P(A[D)P(H)

all  phonemes f
where S is the set of phonemesin frame t having the k™ feaure.
We ca then define asymba X, that represents an interval
obtained by histogram analysis of the distribution of ¢,. A path
T in the phoneme latticeis then defined by a sequence of frames
ead of which can be described by a vedor X; of indices of
evidencefor different phonetic feaures: X=[Xxt, ... Xt,- - - Xk

Xiq U ¢kt =

The plausibility of inserting the phoneme [y] between the
phonemes [a] and [b] can be estimated by:

P(au ayb,A) - I—l e—y(Xak,ka,ka)
k
where y(.) is a discrepancy function. y(.) is equal to zeo if
XaXyXp are the same symbols or represent a monotonic
transition. y(.) increases with the minimum distance of xy w.r.t.
the set of symbals representing a monaonic transition between
Xak and Xpk -

4.2. M ultiple decoders

A multiple decoder scheme & $own in Figure 1 will aso be
considered. Each demder uses models of different units
attempting to capture types of regularities in phoneme strings,
phonotadics, environment knowledge. Different aoustic
parameters and reaognition paradigms (HMM's, NNs, SVM) can
also be mnsidered, as well as, different acoustic features with,
for example, variable time-frequency resolutions.

DECODER 1

SOURCE I NOISY CHANNEL

DECODER i

o - o — o m o

DECODER | N

Fig. 1. Multiple decoder scheme.

Each decoder has a different set of phoreme models { syll able-
based, pseudo-syllable based, diphone based, bigram, etc.} and
generates K lattices of phoreme hypotheses: P((Alf;) and
different strings of unit symbols. Rescoring of the word
hypotheses for which the global score from the K dewders is
maximum, could be ather based on me lattice or based on a
combination d the K lattices.
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