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ABSTRACT

From an historical review of how we got to where we are
now, we discuss the interrelationship between our system
design objectives and goals, our modeling of the speech sig-
nal and its generation and parameterization, and the broadly
developing DSP methodology. We take a critical look at
some of the underlying assumptions in our modeling to see
if they may be limiting the performance that can be obtained
with ASR systems. We close with some open questions and
challenges for new work.

1. INTRODUCTION

Automatic speech recognition systems have now become an
integral part of our everyday lives. Intense effort is being
spent by engineers and scientists worldwide to continuously
improve the performance and extend the range of these sys-
tems. An assessment of where we are and descriptions of
new ways to improve these systems is the main focus of this
workshop. It is therefore worthwhile for us to take a step to
the side and look very broadly at how we got to where we
are now and what fundamental assumptions are implied.

Mankind for many hundreds of years has been depen-
dent on and fascinated by speech as the primary means of
communication between individuals. Flanagan [1] gives a
very readable account of the early work and foundation of
speech analysis and synthesis. To enable communication at
great distances the development of the telephone became an
important necessity. From the early 1920’s on research and
development of the telephone was actively carried out in
the engineering laboratories of AT&T, later becoming Bell
Telephone Laboratories.

The extensive work in these early years at AT&T is de-
scribed in detail by Harvey Fletcher in his book [2] which
merits serious study even today for its breadth and depth
of coverage of the many aspects of speech production and
the mechanics of hearing. Here one can see clearly how
the research emphasis is concentrated on trying to under-

stand the physical nature of the speech acoustic wave that
is transduced by a microphone to an electric signal for effi-
cient transmission through a telephone network to a handset
on the receiving end. A cogent understanding of how the
ear functioned then also became an absolute necessity in
order to effectively determine the bandwidth requirements
and performance of the electric transmission network that
was being rapidly installed worldwide.

This speech signal then is the input for all automatic
speech recognition (ASR) systems; efficiently characteriz-
ing, parameterizing, and quantifying the speech signal is the
most critical step prior to design of an ASR system. What
are the essential features to look for in the signal and to pa-
rameterize? This was and still is a key question. Its answer
is required for both speech recognition and speaker identi-
fication as well as for a guide to speech synthesis, speech
compression, and speech coding work.

Let us now look at how the work proceeded.

2. THE AGENDA PROBLEM

Research in speech characterization was carried out primar-
ily by scientists who were, by training, electrical engineers.
The people who designed and built the speech transmission
systems were also electrical engineers who were expert in
handling circuits and systems. However the goals and con-
siderations of the researchers on one hand and the system
builders on the other were somewhat different.

For the system builders, what I term the engineering ap-
proach (Agenda I), the goal is to build an efficient, econom-
ically affordable, maintainable, and viable system to repro-
duce the speech wave at the receiving end to the prescribed
accuracy. It is irrelevant whether the model used for speech
characterization is physically correct or not; it must simply
do the job and meet the specifications.

On the other hand the researcher in speech modeling has
the goal of getting the physics of speech production cor-
rect first and then worrying about how to mathematically



characterize the physics to model the essential features of
production. This is called the scientific approach (Agenda
II). Implementation, constructability, cost, simplicity, and
countless other system design considerations are not rele-
vant to the search for understanding the physics of speech
production and hearing.

In the early years, the 1920’s, research and engineering
were carried out side by side often by the same people. As
the telephone system grew, the two functions slowly sepa-
rated in the 1930’s becoming nearly disjoint in the 1950’s.
This enabled great strides to be made on both agendas. What
were the results and what were the major signal processing
implications?

3. THE MODELING PROBLEM

The speech signal as far as the telephone network is con-
cerned is solely represented by the electric signal from the
telephone transmitter or microphone. It is this electric sig-
nal that we strive to measure, understand, and characterize.
So it was very logical for the electrical engineer to view this
signal from a frequency-domain point-of-view especially
since speech is 60–65% voiced giving a quasi-periodic out-
put signal. Spectrum analyzers in many forms including
banks of bandpass filters were the primary means of view-
ing and characterizing the speech signal. Attention focused
on the peaks in the spectrum, the so-called formants, and
the different voiced phonemes were then defined and cate-
gorized in terms of the relative positions of these formants.
This was recognized quite early and dominated the charac-
terization work; see [3, 4, 5]. From this point, viewing the
vocal tract as a quasi-linear passive system having as its in-
put the glottal flow wave and as its output the acoustic pres-
sure wave, the speech signal, at the mouth exit, one could
now construct meaningful electric circuit analogies for the
operation of the vocal system. The seminal work of Flana-
gan [6] and that of Fant [7] describe this approach in fine
detail. This approach has dominated the speech scientist’s
and engineer’s work on the study of the vocal tract and on
the construction of speech synthesizers.

Further, if the vocal tract could satisfactorily be repre-
sented this way then the obvious way to view the opera-
tion of the ear was as a spectrum analyzer. Hence speech
recognizers and speaker identification methodologies cen-
tered around detailed short-time spectrum analysis. This
approach was further cemented in place by the ubiquitous
use of the fast Fourier transform (FFT) algorithm developed
by Cooley and Tukey in the mid 1960’s for efficient com-
putation of signal spectra. Concomitant with the FFT was
the rapidly developing availability of more powerful digital
computers.

The rapid proliferation of digital computers into academia
as well as industry saw speech research and development

now being carried out in many locations; it was no longer
the province primarily of the telephone companies. A sec-
ond major benefit of the digital computer was that it could
be programmed to serve as a very powerful signal and sys-
tem simulation tool. New speech processing systems could
now be rapidly tested and developed by simulation without
going to the time and cost expense of designing and building
experimental hardware only to find out that there was a ma-
jor flaw in the concept. Designs could be changed rapidly
on the computer and honed to perfection.

The new field of digital signal processing (DSP) encom-
passed this rapidly emerging area of system simulation and
signal analysis. In point of fact much of the theory and
methodology of DSP was strongly driven by application
problems in the speech and in the geophysical prospecting
areas. Nebeker [8] describes the revolution in DSP from
1948–1998 in his very informative book well worth the read-
ing.

The universities were now educating new students in the
science and technologies of speech science. New speech
products could now be considered by industry such as text-
to-speech systems and speech-to-text systems. The prob-
lems were formidable but work began in earnest. A new
revolution was about to take place.

4. THE DIGITAL REVOLUTION

The digital integrated circuit began to appear on the scene
at the end of the 1960’s. The rapid development of the scale
and complexity of available integrated circuits was phenom-
enal. System designers could now consider complete digi-
tal implementations of their systems. The scales of inte-
gration were increasing, the circuit speeds were increasing,
the power requirements were dropping, the number of part
types were increasing, and above all the part costs were de-
creasing, all to the shear delight of the system designer. The
appearance of TI’s Speak & Spell toy showed the world that
workable speech products could be produced and marketed
in the well-under $100 range; and this was in the 1970’s!

The next major events were the development of the DSP
chip and the microprocessor chips. Along with cheap mem-
ory, the designer now had most all the parts out of which to
implement almost any conceivable speech processing and
speech recognition system imaginable. This has ushered
in strong competition between many companies to devise
needed and marketable speech application products of which
ASR devices undoubtedly head the list.

This digital revolution and the early limited success of
a number of application products along with the general
tightening of the economies worldwide have had the addi-
tional effect of concentrating almost all the work to be of
the Agenda I type. Pure research seems to have given way
to the so-called applied research. Our current models for



speech production seem to be satisfactory for most all of
our needs.

But is this really the case? Are our models really suffi-
cient?

5. OPEN QUESTIONS

Do we really understand the speech production process?
Do we really understand how the ear works? Will better
answers to these questions help us to design and build im-
proved ASR systems? Hyde [9] notes that “feature extrac-
tion is better than pattern matching in recognition at the
acoustic level” and “the human-speech communication pro-
cess is remarkably resistant to very severe corrupting influ-
ences.” Why? Is the ear really behaving primarily as a spec-
trum analyzer or is this idea simply a consequence of the
mathematical tool, the FFT, that we choose to use for anal-
ysis of the speech wave? On the plus side we clearly have
the fact that the systems we build using these models really
work to a strong degree. Agenda I seems to be serving us
just fine. Hyde’s conclusion “that significant advances in
speech recognition are not likely to come from researches
into signal analysis, adaptive pattern matching, or computer
implementation, but from studies of speech perception and
generation, phonetics, linguistics, and psychology” made in
1968 still has a strong element of reality in it although adap-
tive pattern matching schemes and digital implementations
have solved many problems. Our present systems are still
quite complex but work.

There is the additional consideration that in trying to
build ASR systems using the integrated circuit technology
of today, it is the design constraints and properties of this
technology that really dictate how we go about the design.
We do not have integrated circuit parts that faithfully repli-
cate even in a crude sense the function of the cochlea. We
don’t even come close. Nor should we as this argument sug-
gests.

So is there really a problem? I believe there still is. Then
what is the evidence? On the speech production side we
note that the most complete models of the source-filter the-
ory and vocal fold oscillation behavior still do not explain
or begin to describe the exact nature of the airflow above
the glottis during phonation let alone in the regions further
downstream. These models look only at the hard bound-
aries of the vocal tract and then only from the standpoint of
approximate cross-sectional areas; they even change the ge-
ometry to that of a straight tube. This step seriously compro-
mises the flow field eliminating important secondary flows.

Hamming noted that “without measurement it is difficult
to have a science.” From a large number of detailed airflow
measurements on the vocal tract Teager in [10, 11] gives
very compelling evidence that acoustic components of the
speech can be and are actively generated downstream from

the glottis itself and that both amplitude and frequency mod-
ulations abound in the process. His chapter in the Daniloff
book makes for very interesting reading by the serious re-
searcher; it distills some of his careful thinking and obser-
vations made in the more than twenty years he worked on
the modeling problem before his untimely death in 1990.
His work and writings have opened many eyes as we are
now beginning to see work on careful studies of the actual
airflow behavior during phonation. The results indicate that
much more careful work is needed. The implications on
feature definition can be profound.

That we do not understand the speech production pro-
cess adequately is also shown when we note that after work-
ing for more than fifty years on vocal tract modeling we still
have no parameterization that can be fed into a synthesizer
to generate faithfully, or even approximately, a particular
person’s speech. Note the news article by Guernsey [13]
on software for copying any human voice. The proposed
methodology simply requires the human whose voice is to
be copied, to read 10–40 hours of text into the machine.
Then the machine analyzes and categorizes all the sounds
into a large dictionary of phonemes from which it can then
“synthesize” by concatenation any arbitrary utterance. This
is clearly an Agenda I solution.

On the hearing side there, too, are many rumblings that
things are not as understood as one might be led to believe.
Is the ear primarily a spectrum analyzer? Capranica has
some reservations that he articulates well in [12]. He notes
that “the auditory system is uniquely endowed with an abil-
ity to process rapid signal variations in time” and that “more
attention should be paid to the encoding of temporal wave-
forms directly in the time domain rather than invoking a
transformation into the frequency domain.” The ear is basi-
cally designed to be a very efficient transient detector neces-
sary for the survival of the human. It did not evolve to detect
efficiently simple sinusoids as its main objective. Again, the
active ASR researcher may benefit from a careful reading of
Capranica.

I have described only briefly a few of the very discon-
certing open questions and relevant work. Where do we go
from here?

6. THE CHALLENGE

Recall the words of von Kempelen written in 1791: “The
invention of a talking machine, and its operation in accor-
dance with a well-considered plan, would be one of the
boldest schemes to occur to the human intellect.” Here we
are 210 years and several billion research dollars later and
still we do not understand the voice and its recognition in
spite of the very powerful tools at our command.

Henry Petroski in [14] notes “As long as one does not
question the validity or recognize the restrictiveness of basic



assumptions, one can overlook the fact that they are limiting
one’s interpretation of results.” Much good science remains
to be done. We now have at our command very powerful
investigative signal processing tools to aid us in this task.
But we should make sure that we understand the assump-
tions that underlie these tools so that we, too, will know
what limitations they may be placing on what we can ob-
serve and measure with them as we probe and push forward
the frontiers of our field.

I will close with a few quotes by well-known people to
ponder.

� Sometimes it is not how much you see, but how deeply
you look. Jeff Rennicke, The Grand Staircase.

� The great tragedy of science is the slaying of a beau-
tiful hypothesis with an ugly fact. T. H. Huxley.

� More things are known than are true. J. R. Pierce.

� Beware of finding what you are looking for. R. W.
Hamming.

� Nature is not embarrassed by difficulties of analysis.
Augustin Fresnel.

And finally from Colin Fletcher [15]:

You cannot escape the age you live in: you are a
product of it. You have to stand back from time
to time and get your perspective right. But then
you have to come back and resume the task of
contributing in your own way to your own age.

Go forth and do great science!
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